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Causal, Stochastic MPC for Wave Energy
Converters

Connor H. Ligeikis and Jeffrey T. Scruggs

Abstract— We implement a causal model predictive con-
trol (MPC) strategy to maximize power generation from a
wave energy converter (WEC) system, for which the power
take-off (PTO) systems have both hard stroke (i.e., displace-
ment) limits and force ratings. The approach models the
WEC dynamics in discrete-time, in a manner that exactly
preserves energy-flow quantities, and assumes a stationary
stochastic disturbance model for the incident wave force.
The control objective is to maximize the expected power
generation in stationarity, while accounting for parasitic
losses in the power train. PTO stroke measurements are
assumed to be available for real-time feedback, as well
as the free-surface elevation of the waves at a designated
location relative to the WEC, and the open-loop dynamics
of the WEC are assumed to be linear and time-invariant.
Mean-square stability of the MPC algorithm is proven. The
methodology is illustrated in a simulation example pertain-
ing to a heaving cylindrical buoy.

Index Terms— Energy Systems, Model Predictive Con-
trol, Passivity

I. INTRODUCTION

Wave energy converters have been researched extensively
for many decades [1]. The vast array of technologies proposed
to harness the resource is diverse and defies easy generalization
[2]–[4]. However, most WEC devices are comprised of a
mechanical system, either floating at the ocean surface or
mounted to the ocean floor, which is dynamically-excited by
propagating waves [5]. This mechanical motion is coupled
to one or more PTOs (which can be either electromechan-
ical or hydraulic) which extract power from the structural
dynamics [6]–[9]. The PTOs are interfaced with a power
train that transmits extracted power to a localized storage
system (such as a electrical supercapacitor, a flywheel, or a
hydraulic accumulator) which serves as a buffer, allowing for
smoothed power to be transmitted to a utility grid [10], [11].
To maximize power production in irregular (i.e., stochastic)
waves, there is a tangible advantage to the control of the
power extracted by the PTOs, based on real-time feedback
measurements of the WEC system’s dynamic response [12]–
[15]. The synthesis of optimal controllers for WEC systems is
a topic that continues to be an area of active research.
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Early studies on the optimal control of WECs focused
primarily on linear feedback laws. Beginning with the seminal
papers by Falnes [16] and Evans [17], it was recognized that
in monochromatic waves, power is maximized by imposing
an effective impedance relationship between the PTO velocity
vector, and the opposing force or torque vector, with the
optimal impedance matrix equal to the Hermitian adjoint
of the driving point impedance of the WEC system. This
result is equivalent to the impedance matching technique
used in antenna arrays and other electromagnetic technologies.
Impedance matching is of limited practicality for at least three
distinct reasons. The first is that, when extended to the case
of stochastic waves, the optimal impedance is anti-causal, and
therefore can only be implemented if an accurate forecast is
available for the incident wave forces [18], [19]. Secondly, the
technique presumes that the PTOs have no constraints. This
is especially problematic because the dynamic response of the
controlled WEC system often deviates further from equilib-
rium than the uncontrolled system [20]–[22]. As such, it is
important to account for constraints on the PTOs, particularly
their limits on displacement, and their force ratings. Thirdly,
impedance matching does not extend easily to WEC systems
with significant nonlinear dynamics [23].

For all these reasons, the last decade has seen a rally around
the use of MPC techniques to maximize the energy generated
by WEC systems [21], [22], [24]–[29]. MPC is well-suited to
address the second problem discussed above, concerning the
accommodation of PTO constraints. Additionally, nonlinear
MPC techniques exist which may be applied to WEC sys-
tems with nonlinear dynamics [30]–[33]. However, most of
the MPC techniques implemented for WEC systems do not
directly address the first problem, related to causality. Indeed,
many techniques assume an accurate real-time prediction
exists over a long receding horizon, for the incident wave
force. Predicated on this assumption, MPC is implemented at
each discrete time step by optimizing the control force/torque
trajectory for the PTOs over this receding horizon. The first
component of this optimized trajectory is then implemented
by the controller. At the next time step, the receding horizon
for the wave force forecast is advanced, the control trajectory
is re-optimized, and the process is thus repeated ad infinitum.

Many techniques for this have been proposed in the liter-
ature to forecast incident wave forces, for use in MPC algo-
rithms. Some obtain the forecast by assuming that measure-
ments of free-surface elevations are available at a distance up-
wave from the WEC [34]. However, most approaches presume
that the incident wave force on the WEC can be measured [35],
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and predict the future force trajectories from past data using
one of several algorithms, including fully-empirical curve-
fitting algorithms as well as model-based algorithms such as
the extended Kalman filter [36]–[40].

The primary purpose of this paper is to provide an alterna-
tive to the above prediction-based techniques, and to establish
that WEC MPC algorithms need not include an explicit wave
force forecast at all, to achieve near-optimal performance.
Specific contributions of the paper are:

a) We illustrate an entirely causal technique for implement-
ing MPC in WEC applications, which only requires that
the power spectral density of the sea state be known.

b) We illustrate that if free surface elevations are measured
and available for feedback, these measurements may be
systematically incorporated into the MPC algorithm.

c) We illustrate how parasitic losses in the PTO and power
train can be systematically incorporated into the MPC
optimization objective.

d) We prove that the MPC algorithm is stable in the sense
of Lyapunov (for free response), in the bounded-input
bounded-state sense (for transient response), and in the
mean-square sense (for stochastic response).

The scope of the paper is limited to WEC systems with linear
plant dynamics, but many of the techniques we discuss may
be extended to the nonlinear case.

The paper is organized as follows. Section II establishes
the discrete-time stochastic modeling framework. Section III
formalizes the WEC feedback control problem, and estab-
lishes the MPC control framework. Section IV focuses on
the trajectory optimization problem for the MPC controller,
illustrates how this algorithm can be implemented as a convex
optimization, and provides the stability results. Section V pro-
vides a numerical example of the implementation of the MPC
algorithm for a heaving, cylindrical WEC. Finally, Section VI
draws some conclusions.

A. Notation and terminology
Sets are denoted in blackboard font, e.g., R, C, Z, and so

on. We notate R>0 and Z>0 as the sets of all nonnegative reals
and integers, respectively. The notation C61 (and C<1) denote
the complex numbers with moduli less than (strictly less than)
1. Similar definitions hold for the opposite inequalities. For a
matrix Q ∈ Rn×m or Cn×m, QT and QH are the transpose
and Hermitian transpose, respectively. For a vector q ∈ Rn or
Cn and p ∈ Z>1, the norm ‖q‖p = [

∑n
i=1 |qi|p]1/p and the

norm ‖q‖∞ = maxi |qi|. For a matrix Q ∈ Rn×m or Cn×m
and p ∈ Z>1∪{∞}, the norm ‖Q‖p is the induced norm, i.e.,
sup‖q‖p=1 ‖Qq‖p. When no subscript is specified for a norm,
i.e., ‖ · ‖, p = 2 is assumed. For a matrix Q = QH > 0 and a
compatible vector q, we denote ‖q‖Q = (qHQq)1/2.

For p finite, the set Lp is the set of all Lebesgue-integrable
functions f(x) of a real variable x, such that ‖f‖Lp

,
(
∫∞
−∞ ‖f(x)‖pdx)1/p < ∞. The set L∞ is the set of

all Lebesgue-integrable functions f(x) such that ‖f‖L∞ ,
supx∈R ‖f(x)‖ < ∞. For a continuous-time function f(t)

we denote its Fourier transform as f̂(jω). For a discrete-time
function fk, we denote its z-transform as f̄(z). The sets H2

Fig. 1. System block diagram

and H∞ are the Hardy spaces, comprised of complex functions
f̄(z) which are analytic for all z ∈ C>1, and which satisfy
an appropriate norm on the boundary. For f̄ ∈ H2, we require
that ‖f̄‖H2 , ( 1

2π

∫ π
−π ‖f̄(ejΩ‖2dΩ)1/2 < ∞. For f̄ ∈ H∞

we require that ‖f̄‖H∞ , supΩ∈[−π,π] ‖f̄(ejΩ)‖2 <∞.
Stochastic processes and sequences, and other random

variables, are denoted in bold. For a random variable x, a
particular realization is denoted by the same character in
italics, i.e., x. For a random variable x and information I,
we denote E{x|I} as the conditional expectation of x. For
two random variables x and y, the expression E{y|x} is y
conditioned on x, and should be interpreted as a function of
random variable x. With reference to a stochastic sequence
{xk : k ∈ Z} we refer to a particular realization of a
component or sub-sequence as data. The abbreviations wp1
and a. s. stand for “with probability 1” and “almost sure.”

II. SYSTEM MODELING

A. Continuous-time model
For a WEC system with np PTOs, let d(t) ∈ Rnp be

the vector of PTO displacements, and let v(t) , d
dtd(t)

be the resultant velocity vector. Further, let u(t) ∈ Rnp be
the vector of colocated forces (or torques) associated with
the PTOs. We assume that u(t) can be made to track a
command with high bandwidth, and therefore can be treated
as an input that can be controlled directly. Let f(t) ∈ Rnf

be the vector of forces on the various mechanical degrees of
freedom of the WEC system, due to the incident waves. Let
a(t) ∈ R be the free surface elevation at some fixed location
in the ocean, not necessarily colocated with the location of
the WEC system. The structure of the feedback system we
consider is shown in Fig. 1. Plant P is comprised of the
WEC and surrounding fluid, and is dynamically excited by
f(t) and u(t), resulting in outputs d(t) and v(t). Sampled
values of d(t) and a(t) are sent to discrete-time controller K,
which formulates continuous-time force u(t) via a Zero-Order
Hold (ZOH) conversion. Both f(t) and a(t) are stationary
stochastic processes with known joint power spectral density.

For the plant P , we presume linear time-invariant (LTI)
mappings Zfd and Zud, such that

d(t) = (Zfdf) (t) + (Zudu) (t). (1)

These mappings are uniquely characterized by their frequency
response functions Ẑfd(jω) and Ẑud(jω), which are obtained
from the hydrodynamic analysis of the WEC. For simple WEC
shapes, they can be obtained via analytical series solutions
to the partial differential equations characterizing the fluid-
structure interaction [41]. For more realistic WEC shapes,
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they can be obtained by via finite-element techniques [42].
Regardless of how they are obtained, Zfd and Zud are in
general infinite-dimensional (i.e., their transfer functions are
irrational), due to fluid-structure interaction.

Remark 1: In reality all WEC systems exhibit some non-
linear effects, and (1) only approximates the true dynamics
of P . Nonetheless, linear models of the form (1) are often
used for the purposes of control design [14], [19], [21], [26],
including many experimental implementations [27], [43]–[47].
They do not precisely capture the effects of viscous drag [48].
However, for the cylindrical WEC considered in the example
for this paper (in which the PTO is fully-encased inside the
cylinder) viscous drag forces are of secondary contributor
to the overall damping of the WEC system when compared
to the (linear) radiation damping forces. Depending on the
geometry and kinematics of the WEC, there may also be
nonlinear Froude-Krylov forces. However, in many simple
WEC systems, including the surface-floating cylindrical WEC
considered in the example, nonlinear Froude-Krylov forces are
insignificant and can be disregarded [49].

The power spectral density (PSD) of a, denoted Sa(ω), is
defined with the convention that

E {a(t+ τ)a(t)} =
1

2π

∫ ∞
−∞

ejωτSa(ω)dω (2)

We assume linear wave theory, and consequently, that there
exists a (noncausal) LTI deterministic mapping Zaf such that

f(t) = (Zafa) (t) (3)

where Zaf is uniquely characterized by its frequency-response
function Ẑaf (jω), which must also be obtained through hy-
drodynamic analysis. Letting df (t) , (Zfdf)(t), we have that
df (t) is a stationary stochastic process as well. Defining

yf (t) ,
[
dTf (t) a(t)

]T
(4)

we have that the joint spectrum of yf is

Syf (ω) =

[
Ẑfd(jω)Ẑaf (jω)

1

]
Sa(ω)

[
Ẑfd(jω)Ẑaf (jω)

1

]H
.

(5)
The stochastic system model is then, equivalently,[

d(t)
a(t)

]
= yf (t) +

[
I
0

]
(Zudu)(t) (6)

Recalling that v(t) = d
dtd(t), we have that

v(t) = d
dtdf (t) + (Zuvu) (t) (7)

where mapping Zuv is uniquely characterized by its frequency
response functions, as

Ẑuv(jω) =jωẐud(jω) (8)

and where we note that the spectrum for d
dtdf is Svf (ω) =

ω2Ẑfd(jω)Ẑaf (jω)Sa(ω)ẐHfd(jω)ẐHaf (jω).
Remark 2: In the literature on WEC control, it is common

to model a(t) as an exogenous input, and to absorb the
non-causal transfer function Zaf into the plant model P . By
contrast, the above approach effectively treats both a(t) and
f(t) as exogenous stochastic processes with a joint PSD. This

approach is equivalent to the more common technique, but
circumvents the need for a noncausal plant model.

Remark 3: Because a(t) is presumed to be measured in
real-time, our assumption that PSD Sa(ω) is known is justified.
Many spectrum identifications algorithms exist which can be
used to identify Sa(ω) in real-time, from measured data. In
particular, we note recent subspace-based algorithms, such as
the one proposed in [50], which efficiently identify spectra
from time-domain data.

Our development will require certain assumptions to be
made for the above model. Here, we state these assumptions
in the broadest context for which the theory still applies.

Assumption 1: We assume the following:
a) {Ẑud, Ẑuv} ⊂ L∞ and {Syf , Svf } ⊂ L∞ ∩ L1.
b) The limit Ẑ∞uv , limω→∞ Ẑuv(jω) exists and is real.
c) Let Z̃uv(t) be the impulse response of Zuv , i.e.,

Z̃uv(t) = Ẑ∞uvδ(t)+
1

2π

∫ ∞
−∞

ejωt
(
Ẑuv(jω)− Ẑ∞uv

)
dω

(9)
with a similar definition for Z̃ud(t). We assume
{Z̃uv, Z̃ud} ⊂ L1.

d) Zuv (and therefore Zud) are causal mappings, i.e.,
Z̃uv(t) = Z̃ud(t) = 0 for all t < 0.

e) Zuv is a passive mapping. Equivalently, Ẑuv is positive-
real, i.e.,

Ẑuv(jω) + ẐHuv(jω) > 0, ∀ω ∈ R (10)

with the inequality holding strictly for all but a
countably-finite subset of ω ∈ R.

Remark 4: Assumptions 1a, 1b, 1c, and 1d are stated here
explicitly, but are taken for granted in most of the literature
on WEC control. We note that Assumption 1c implies that the
mappings Zuv and Zud have bounded L∞ gain. Because of
(8), Assumption 1a necessarily implies that Ẑuv(0) = 0, and
also that Ẑud must be strictly proper.

Remark 5: If Assumption 1e is not satisfied, this implies
that the WEC possesses an internal energy source. In that case,
even in the absence of a disturbance (i.e., with f = 0), energy
can be generated, implying the WEC is a perpetual-motion
machine. The caveat that (10) is strict for all but countably-
finite frequencies is mild. At these frequencies, it is possible
to excite the WEC with a sinusoidal force u(t) that results in
zero mechanical power injection. For almost all applications,
the only (finite) frequency where this can occur is ω = 0.

The power generated by the WEC at time t is denoted %(t),
and is assumed to be of the form

%(t) = −uT (t)v(t)− uT (t)Ru(t)− vTd |u(t)| (11)

where R ∈ Rnp×np with R = RT > 0, and vd ∈ Rnp

>0 are
parameters. The first term on the right-hand side of (11) is
equal to the total power absorbed from the WEC dynamics
by the PTO at time t. The second and third terms are used
to model transmission losses in the power train between the
PTO and the utility bus. For an electrical power train, these
two terms capture the conductive power dissipation in the PTO
and power electronics, with the second term capturing ohmic
(i.e., “I2R”) losses, and the third term capturing diode losses.
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B. Energy-preserving discretization
We assume the control input u(t) is implemented as a zero-

order hold (ZOH) signal, i.e.,

u(t) = uk, ∀t ∈ [kT, (k + 1)T ) (12)

where T is the sample time, and k ∈ Z. We analogously refer
to continuous-time signals sampled at the transition times of
the ZOH mapping via subscripts, i.e., dk = d(kT ), ak =
a(kT ), and so on. Let pk be the average value of %(t) over
the interval t ∈ [kT, (k + 1)T ). Then

pk = −
(
uTk qk + uTkRuk + vTd |uk|

)
(13)

where
qk , 1

T (dk+1 − dk) . (14)

The stochastic dynamics of the resulting sampled
continuous-time system can be expressed exactly, as

dk = (Hwdw)k + (Hudu)k (15)
ak = (Hwaw)k (16)

where wk ∈ Rnp+1 is an independent, identically-distributed
Gaussian stochastic sequence with zero-mean and covariance
Sw > 0, and mappings Hwd and Hwa are chosen such that
dk and ak have probability distributions identical to those of
the continuous-time system. Mappings Hud, Hwd, and Hwa

are uniquely characterized by discrete-time frequency response
functions H̄ud(e

jΩ), H̄wd(e
jΩ) and H̄wa(ejΩ). It follows that

qk = (Hwqw)k + (Huqu)k (17)

where mappings Hwq and Huq are uniquely characterized by
their discrete-time frequency response functions

H̄uq(e
jΩ) = 1

T (ejΩ − 1)H̄ud(e
jΩ) (18)

H̄wq(e
jΩ) = 1

T (ejΩ − 1)H̄wd(e
jΩ) (19)

In [51] it was shown that H̄uq(e
jΩ), Ω ∈ [−π, π] is

H̄uq(e
jΩ) =

∞∑
`=−∞

Ẑuv(jω`) sn2(ω`T/2) (20)

where ω` , Ω/T + 2π`/T . H̄ud(e
jΩ) is then found via (18).

Meanwhile, to get mappings Ĥwd(e
jΩ) and H̄wa(ejΩ), we

first find the discrete-time joint PSD

Σyf (Ω) =
∞∑

`=−∞

1

T
sn2(ω`T/2)Syf (ω`). (21)

Then, via the Spectral Factorization Theorem, we find
H̄wd(e

jΩ) and H̄wa(ejΩ) as causal, minimum-phase, discrete-
time frequency-response functions satisfying

Σyf (Ω) =

[
H̄wd(e

jΩ)
H̄wa(ejΩ)

]
Sw

[
H̄wd(e

−jΩ)
H̄wa(e−jΩ)

]T
. (22)

Frequency response function H̄wq(e
jΩ) is then found via (19).

We note that in (22), the factorization is not unique. Without
loss of generality, we adopt the convention of a canonical
factorization [52], in which Sw is normalized such that

1

2π

∫ π

−π

[
H̄wd(e

jΩ)
H̄wa(ejΩ)

]
dΩ = I. (23)

Associated z-domain transfer functions H̄uq(z), H̄wq(z),
H̄ud(z), H̄wd(z) and H̄wa(z) are obtained by inverse-
transforming the discrete-time frequency-response functions
to get discrete-time impulse response functions, and then z-
transforming these. The following theorem groups together
some useful properties of these transfer functions.

Theorem 1: If Assumption 1 holds then:
a) {H̄uq, H̄ud} ∈ H∞ and {H̄wa, H̄wd} ⊂ H2 ∩H∞.
b) H̄uq is positive-real in discrete-time, i.e., it is analytic

for all z ∈ C>1 and satisfies

H̄uq(z) + H̄H
uq(z) > 0, ∀z ∈ C>1 (24)

with the inequality holding strictly except for z = 1.
c) H̄uq(1) = 0, and H̄ud(1) + H̄H

ud(1) > 0.
Remark 6: Discrete-time models (15) and (16) exactly char-

acterize the stochastic response of the continuous-time dy-
namic system, under the assumption that u(t) is as in (12).
The probabilistic distributions for the discrete-time system
model are precisely those that would be obtained by sampling
the continuous-time system dynamics. Additionally, (13) is an
exact expression for the mean power generation over interval
t ∈ [kT, (k + 1)T ). In the literature on WEC control, it is
common to approximate pk ≈ %k [53], which is inexact. (It
is this distinction that justifies the usage of the term “energy-
preserving” for our discretization procedure.) Although this
distinction may at first appear subtle, it can have significant
consequences for the well-posedness of the discrete-time MPC
algorithm, because if the energy-preserving discretization is
not used, properties (b) and (c) of Theorem 1 may not hold.

C. Finite-dimensional discrete-time model
Because the continuous-time system exhibits infinite-

dimensional dynamics, the discrete-time models (15) and (16)
do as well. In order to apply MPC, Hud, Hwd, and Hwa

must be approximated as finite-dimensional, LTI, discrete-time
systems, using any of several system identification techniques.
Let y , [dT a]T . Without loss of generality we assume the
resulting state space system for the mapping {u,w} 7→ y is
in the form of an innovations model [54], i.e.,

H :

{
xk+1 = Axk +Buuk +Bwwk
yk = Cyxk +wk

(25)

and a minimal realization1. For convenience, define partitions

Cy =

[
Cd
Ca

]
, I =

[
Dwd

Dwa

]
(26)

and note that

H̄ud(z) ≈Cd [zI −A]
−1
Bu (27)

H̄wd(z) ≈Dwd + Cd [zI −A]
−1
Bw (28)

H̄wa(z) ≈Dwa + Ca [zI −A]
−1
Bw. (29)

Furthermore, qk is

qk = Cqxk +Duquk +Dwq0wk +Dwq1wk+1 (30)

1Note that, as with all innovations models, the state vector xk should not
be thought of as a physical state, but rather, as the optimal state estimate
for the system, conditioned on {y`, ` < k}. Model (25) can equivalently be
viewed as a Kalman filter, with matrix Bw as the associated Kalman gain.
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where

Cq = 1
T Cd(A− I), Duq = 1

T CdBu (31)
Dwq0 = 1

T (CdBw −Dwd), Dwq1 = 1
TDwd (32)

Consequently, we may express transfer functions H̄uq and
H̄wq in terms of the state space parameters as

H̄uq(z) ≈Duq + Cq[zI −A]−1Bu (33)

H̄wq(z) ≈Dwq1z +Dwq0 + Cq[zI −A]−1Bw. (34)

We presume that the finite-dimensional model has been
found in a way that preserves the properties listed in Theorem
1 for the above transfer functions. More information on
subspace-based procedures to achieve this can be found in
[55] and [56]. The following theorem groups together some
useful implications of Theorem 1, which apply to the finite-
dimensional model H as in (25).

Theorem 2: Assume the minimal finite-dimensional model
(25) is such that the transfer functions (27), (28), (29), and
(33) adhere to the conditions in Theorem 1. Then:

a) A is Schur.
b) Duq +DT

uq > 0.
c) The discrete-time Riccati equation

W = ATWA+ FTMF (35)

with

M ,R+ 1
2 (Duq +DT

uq)−BTuWBu (36)

F ,−M−1
[

1
2Cq −B

T
uWA

]
(37)

has a solution W = WT > 0 with M > 0, and such
that A+BuF is Schur.

Remark 7: Note that, through the process of discretization
shown above, the properties in Theorem 2 for dynamic model
(25) follow directly from Assumption 1 for the continuous-
time system. Properties (a), (b), and (c) are used extensively
throughout the remainder of the paper.

D. Inverse system dynamics

Consider the inverse system in which d is treated as a
control input, and u is treated as an output. Then

uk =−D−1
uq Cqxk − 1

TD
−1
uq (CdBw −Dwd)wk

− 1
TD
−1
uq Dwdwk+1 + 1

TD
−1
uq (dk+1 − dk). (38)

As such,

xk+1 =
[
A−BuD−1

uq Cq
]
xk +

[
1
T BuD

−1
uq

]
(dk+1 − dk)

+ 1
T BuD

−1
uq Dwd(wk −wk+1)

+ [I − 1
T BuD

−1
uq Cd]Bwwk. (39)

Changing coordinates, define ζk such that[
dk
ζk

]
=

[
Cd
B⊥u

]
xk +

[
Dwd

0

]
wk (40)

where B⊥u is a full-row-rank matrix such that B⊥u Bu = 0 and
such that [CTd (B⊥u )T ] is square and invertible. (Note that this

is assumed without loss of generality, because CdBu = TDuq

is nonsingular.) Then we have that[
Cd
B⊥u

]−1

=
[
Bu C⊥d

] [CdBu 0
0 B⊥u C

⊥
d

]−1

(41)

where C⊥d is any full-column rank matrix such that CdC⊥d =
0 and such that [Bu C⊥d ] is square. Using these facts, it is
straight-forward to verify that in the new coordinates,

ζk+1 =Asζk +Bwswk +Bdsdk (42)
xk =Csζk +Dwswk +Ddsdk (43)

where

As ,B
⊥
u ACs (44)

Bws ,B
⊥
u Bw −BdsDwd, Bds ,B

⊥
u ADds (45)

Cs ,C
⊥
d

[
B⊥u C

⊥
d

]−1
(46)

Dws ,−DdsDwd, Dds , 1
T BuD

−1
uq (47)

We conclude this section with a theorem which has impor-
tant implications for the proof of Theorem 5.

Theorem 3: Theorems 1 and 2 imply that As is Schur.

III. OPTIMAL STOCHASTIC WEC CONTROL

Let Yk be
Yk , {y` : ` < k} (48)

Then we presume that at time k, the information available
for the purposes of control is Yk, i.e., we presume a control
algorithm K that facilitates the mapping

K : Yk 7→ uk (49)

for each k ∈ Z>0, starting from a deterministic initial
condition x0 = x0. Random variables xk and uk are functions
of Yk. At time k the data Yk = Yk is known to the control
algorithm K, and consequently the data xk = xk and uk = uk
are known. With each time advancement of k → k + 1,
innovations data wk = wk becomes known, and data xk+1 =
xk+1 is evaluated recursively by control algorithm K, via (25).

Let Kc be the set of all strictly causal mappings K as in
(49). The idealized optimal WEC control problem is then

K = sol


Given : A,Bu, Bw, Cy, Sw, x0

Max : pavg
Dom : K ∈ Kc

Constr : |uk| 6 umax wp1, ∀k ∈ Z>0

|dk| 6 dmax wp1, ∀k ∈ Z>0

(50)

where umax and dmax are the vectors of force and displace-
ment limits, and pavg is the expected mean value of p, i.e.,

pavg , lim
τ→∞

−1

τ + 1

τ∑
k=0

E
{
uTkCqxk + uTk R̃uk + vTd |uk|

}
(51)

where R̃ , R + 1
2 (Duq + DT

uq) > 0. Optimization (50) is
not well-posed, because for each time k, there is a nonzero
probability that there will exist no control input that can simul-
taneously satisfy both the displacement and force constraints.
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To rectify this, we soften the force constraint using a vector of
slack variables, denoted b ∈ Rnp

>0, giving the relaxed problem

K = sol



Given : A,Bu, Bw, Cy, Sw, x0

Max : pavg − lim
τ→∞

1
τ+1

∑τ
k=0 E

{
µuTmaxbk

}
Dom : K ∈ Kc

Constr : |uk| 6 umax + bk wp1, ∀k ∈ Z>0

|dk| 6 dmax wp1, ∀k ∈ Z>0

bk > 0 wp1, ∀k ∈ Z>0

(52)
where µ ∈ R>0 is a penalty term.

The following theorem is instrumental to the formulation of
this control problem in the context of MPC.

Theorem 4: Let K ∈ Kc be such that the limit

lim
k→∞

1

k
E
{
‖xk‖2

}
= 0 (53)

Then

pavg =p̄− lim
τ→∞

1

τ + 1

τ∑
k=0

E
{
‖ξk‖2M + vTd |uk|

}
(54)

where ξk , uk − Fxk, matrices M is as F are defined in
(36) and (37), p̄ , tr{BTwWBwSw}, and W = WT > 0 is
the unique stabilizing solution to (35).

Using this theorem, we can re-express the control problem
for K as the equivalent problem below:

K = sol



Given : A,Bu, Bw, Cy, Sw, x(0)

Min : lim
τ→∞

1
τ+1

τ∑
k=0

E {J(xk,uk, bk)}

Dom : K ∈ Kc
Constr : |uk| 6 umax + bk wp1, ∀k ∈ Z>0

|dk| 6 dmax wp1, ∀k ∈ Z>0

bk > 0 wp1, ∀k ∈ Z>0

(55)
where J(xk, uk, bk) is equal to

J(xk, uk, bk) , ‖uk − Fxk‖2M + vTd |uk|+ µuTmaxbk (56)

Remark 8: Note that because M > 0 and µ > 0, J
is a positive-semidefinite, and is convex. This is of central
importance in the next section on the MPC formulation,
because it implies that the associated real-time optimization
executed by the MPC algorithm is convex.

Remark 9: Technically, the optimal control problem (55) is
not well-posed. Satisfaction of constraint |dk| 6 dmax must
be enforced at previous time step, k−1, by appropriate choice
of uk−1. Ensuring this requires precise knowledge of wk,
wk−1 and xk−1. Due to the fact that K is constrained to be
strictly causal, this knowledge is not available until after input
uk−1 has been applied. As such, there is a finite (albeit very
small, in practice) probability of displacement violation, which
is unavoidable. To make (55) well-posed, the displacement
constraint is relaxed to a conditional expectation, as

|E {dk+1 | Yk}| 6 dmax wp1, ∀k ∈ Z>0. (57)

IV. MPC FORMULATION

To frame the optimal stochastic WEC control problem in the
context of MPC, suppose the present time is k, data Yk = Yk
is known. (It follows that data xk = xk is also known.) Let
h > 0 be some receding horizon length, and define

Uk , {uk, ...,uk+h} (58)

and let
Uk|k , {uk|k, ..., uk+h|k} (59)

be a sequence of hypothetical, deterministic future con-
trol inputs, which are determined from data Yk and
are therefore probabilistically independent of innovations
{wk, ...,wk+h}. Let {xk|k, ..., xk+h|k} be the expected values
of {xk, ...,xk+h} conditioned on data Yk and Uk|k, i.e.,

xm|k , E
{
xm

∣∣∣Yk = Yk,Uk = Uk|k

}
(60)

Then it follows that for m ∈ {k, ..., k + h},

xm+1|k = Axm|k +Buum|k (61)

with initial condition xk|k = xk.
In the proposed stochastic MPC formulation of the optimal

control problem, at each time k we find a deterministic input
sequence Uk|k and a deterministic slack variable sequence

Bk|k , {bk|k, ..., bk+h,k} (62)

which minimize an objective Γ(xk, Uk|k, Bk|k), subject to
constraints. As such, we have that

uk = sol
uk|k


Given: xk

Min: Γ(xk, Uk|k, Bk|k)
Dom: Uk|k, Bk|k

Constr: Θ(xk, Uk|k, Bk|k) 6 0
Ψ(xk, Uk|k) = 0

(63)

for appropriately-defined constraint vector functions Θ(·, ·, ·)
and Ψ(·, ·). Let the resultant optimized trajectories be denoted
by ring accents, i.e., Ůk|k = {ůk|k, ..., ůk+h|k} and B̊k|k =

{̊bk|k, ..., b̊k+h|k}. Upon solving this optimization, the MPC
algorithm implements uk = ůk|k. Following this, data yk = yk
is obtained, and innovations data wk = wk and state data
xk+1 = xk+1 are found from (25). Time is incremented, i.e.,
k → k + 1, and the process is repeated ad infinitum.

Remark 10: Several variants of the stochastic MPC frame-
work exist (see, e.g., [57] and the many references therein).
However, almost universally, stochastic MPC algorithms min-
imize the expectation of a receding-horizon control objective
function (e.g., Γ), subject to constraints. Variants differ in two
main aspects: (a) the way they impose constraints, and (b) the
parametrization of receding-horizon control policies. Regard-
ing aspect (a), constraints are often imposed probabilistically
(i.e., as chance constraints), rather than deterministically as
they are here. Regarding aspect (b), many methods assume (as
we have) that the control input Uk = Uk|k is a deterministic
trajectory over the receding horizon. Other techniques assume
that for ` ∈ {k, ..., k + h}, u`|k is a feedback function
of x`, i.e., u` = π`|k(x`) for some parametrized class of
feedback policies π`|k(·). Real-time optimization of general
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feedback policies is generally intractable except if they have
a very simple parametric structure, such as π`|k(x`) = u`|k +
K`|k(x`−x`|k) where the optimization variables at each time
step of the receding horizon are u`|k and K`|k. In many
stochastic MPC variants, K`|k is chosen to be time-invariant
(i.e., K`|k = K) and is chosen to stabilize A+BuK, leaving
Uk|k as the only variables to be optimized in real-time. Here,
since A is known to be Schur, we take K = 0. This results in
a highly-efficient real-time optimization algorithm.

A. Optimization objective

The MPC optimization objective involves the expected value
of J(xm, um|k, bm|k) for m ∈ {k, ..., k + h}, conditioned on
data Yk = Yk as well as Uk = Uk|k. Because J(·, ·, ·) is
quadratic its first argument, the second and third arguments
are deterministic when conditioned on the data, and because
xm|k is an unbiased conditional estimate of xm, it follows that

E
{
J(xm, um|k, bm|k)

∣∣Yk = Yk,Uk = Uk|k
}

= E
{
‖F (xm − xm|k)‖2M

}
+ J(xm|k, um|k, bm|k). (64)

The MPC optimization objective is the sum of this expectation
over the time horizon, plus a final-value penalty. Noting that
xm − xm|k is zero for m = k and a linear combination of
{wk, ...,wm−1} for m > k, it follows that the first term on the
right-hand side of (64) is independent of optimization variables
Uk|k and Bk|k, and can be subtracted from the objective
without affecting the solution. In so doing, the objective to
be minimized in the MPC algorithm is

Γ(xk, Uk|k, Bk|k)

, Jf (xk+h+1|k) +
k+h∑
m=k

J(xm|k, um|k, bm|k) (65)

where for m ∈ {k, ..., k + h}, (61) is tacitly assumed, with
initial condition xk|k = xk. Term Jf (·) is the final-value
penalty, which will be formulated in Section IV-C.

B. Constraints

Inequality constraint vector Θ(xk, Uk|k, Bk|k) is formulated
to impose the constraints on force, displacement, and the slack
variables. Specifically, we have that

Θ(xk, Uk|k, Bk|k) =



|uk|k| − bk|k − umax

|dk+1|k| − dmax

−bk|k
...

|uk+h|k| − bk+h|k − umax

|dk+h|k| − dmax

−bk+h|k


(66)

where

dm|k ,E
{
dm|Yk = Yk,Uk = Uk|k

}
= Cdxm|k (67)

with (61) tacitly assumed with initial condition xk|k = xk.

Equality constraint vector Ψ(xk, Uk|k) plays an important
role in guaranteeing closed-loop stability of the MPC algo-
rithm. Specifically we impose the condition

dk+h+1|k = 0. (68)

As such, Ψ(xk, Uk|k) = Cdxk+h+1|k, with (61) tacitly as-
sumed with initial condition xk|k = xk.

C. Final value penalty
Due to the imposition of equality constraint (68), it is known

for all Uk|k satisfying the constraints of MPC algorithm (63),
dk+h+1|k = 0. Now, let hypothetical inputs um|k beyond the
time horizon, i.e., for m > k + h, be those that maintain
dm+1|k = 0. Using Section II-D, this implies post-horizon
trajectories for xm|k and um|k as

xm|k =CsA
m−(k+h+1)
s B⊥u xk+h+1|k (69)

um|k =−D−1
uq Cqxm|k. (70)

An associated feasible post-horizon penalty term bm|k can then
found for all m > k+h+1 as the minimum value that satisfies
the force constraint, i.e.,

bm|k = max{0, |um|k| − umax}. (71)

Now, for um|k, and bm|k equal to (70) and (71) respectively,
consider the post-horizon performance measure

ρ(xk+h+1|k) ,
∞∑

m=k+h+1

J(xm|k, um|k, bm|k) (72)

Ideally, we would use ρ(·) as the final-value penalty Jf (·) in
MPC performance measure (65). However, ρ(xk+h+1|k) is a
complex function of its argument, and in the lemma below, we
show that it may be over-bounded by a much simpler function.

Lemma 1: There exists a final-value penalty function Jf (·)
of the form

Jf (xk+h+1|k) = ‖xk+h+1|k‖2Qf
+ ‖Cfxk+h+1|k‖1 (73)

where Cf ∈ Cnp×n and Qf ∈ Rn×n with Qf = QTf > 0,
such that the for all xk+h+1|k ∈ Rn, the following hold:

ρ(xk+h+1|k) 6 Jf (xk+h+1|k) (74)
Jf (xk+h+2|k) + J(xk+h+1|k, uk+h+1|k, bk+h+1|k)

6 Jf (xk+h+1|k) (75)

where for the second inequality, xm|k, um|k, and bm|k are
evaluated as in (69), (70), and (71) respectively.

We note that the construction of Cf and Qf is given
explicitly in the proof to Lemma 1, in the appendix.

D. Stability
In this subsection we provide a stability proof for MPC

algorithm (63). To be more concise, we introduce the notation

‖x‖1τ ,
τ∑
k=0

‖xk‖1, ‖x‖2τ ,

(
τ∑
k=0

‖xk‖22

)1/2

(76)

with similar notation for norms on subsequences of w. Using
this notation, the theorem below distills to several common
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notions of stability as special cases. For the case in which
wk = 0 for all k > 0 and initial condition x0 6= 0, the theorem
guarantees that ‖x‖2τ is bounded from above as τ → ∞,
thus guaranteeing that ‖xk‖2 → 0 as k → ∞. This implies
asymptotic Lyapunov stability. For the case in which wk 6= 0
for some k > 0, and x0 = 0, the theorem establishes a bound
on ‖x‖2τ which is a continuous function of ‖w‖1τ and ‖w‖2τ ,
which may be interpreted as a form of bounded-input bounded-
state stability. Furthermore, if ‖ 1

1+τw‖1τ and ‖ 1
1+τw‖2τ have

finite upper bounds as τ → ∞, then the result of the
theorem guarantees a bound on limτ→∞ ‖ 1

1+τ x‖2τ . This has a
relationship to mean-square stability for the stochastic system
model, as will be shown in the corollary after the theorem.

Theorem 5: Let τ ∈ Z>0. Assume that for all k ∈ {0, ...τ},
K : Yk 7→ uk is the MPC algorithm (63). Let w be any input
sequence with ‖wk‖ bounded for all k ∈ {0, .., τ} and let x0

be any bounded initial condition. Then there exist constants
{α1..., α4} ⊂ R>0 such that

‖x‖22τ 6 α1‖x0‖1 + α2‖x0‖22 + α3‖w‖1τ + α4‖w‖22τ (77)
For the stochastic model we consider in this paper, the above

theorem may be interpreted as follows. Equation (77) holds
for all stochastic sequences w = w and all initial conditions
x0 = x0 in the ensemble. Consequently, we have that

1
1+τ ‖x‖

2
2τ 6 α1

1+τ ‖x0‖1+ α2

1+τ ‖x0‖22+ α3

1+τ ‖w‖1τ+ α4

1+τ ‖w‖
2
2τ

(78)
Taking τ →∞, we have that

lim
τ→∞

1
1+τ ‖x‖

2
2τ 6 lim

τ→∞
1

1+τ

(
α3‖w‖1τ + α4‖w‖22τ

)
(79)

But recall that each wk is an independent, identically-
distributed, Gaussian random variable with zero mean and
covariance Sw. Via the Strong Law of Large Numbers, we
therefore have that the following limits hold:

lim
τ→∞

α3

1+τ ‖w‖1τ =α3

np∑
i=1

√
2
π ê

T
i Swêi, a. s. (80)

lim
τ→∞

α4

1+τ ‖w‖
2
2τ =α4 tr{Sw}, a. s. (81)

We conclude that over the ensemble, there exists a bound N
equal to the sum of (80) and (81), such that

lim
τ→∞

1
1+τ ‖x‖

2
2τ 6 N, a. s. (82)

As such, we have that in a stochastic context, MPC feedback
law (63) is mean-square stable, almost-surely.

Remark 11: The fact that (82) holds almost-surely is a
stronger statement than the assertion that the limit holds with
probability 1, and implies that the latter holds as well.

V. EXAMPLE

Consider the WEC system illustrated in Fig. 2, comprised
of a floating, slack-moored, cylindrical buoy, in which a tuned
vibration absorber (TVA) is embedded. The TVA is comprised
of a mass-spring-dashpot assembly, and the PTO is situated
between the mass and the buoy. We presume the mooring
system restrains the buoy motion to heave. The dynamics of
the mass along the buoy axis, together with the heave motion,
comprise a two degree-of-freedom vibratory system.

6m

6m
3m − d

50m

u

u

a

D
a

161t

8.5t

propagatory 
direction PTO

Fig. 2. Example WEC system

The masses of the buoy and TVA were chosen such that the
system is in hydrostatic equilibrium in the configuration shown
in Fig. 2. The spring of the TVA is such that the fundamental
vibratory mode of the system (including the added mass of the
displaced fluid) has a natural period of approximately 9s. The
dashpot of the TVA is such that the fundamental mode has
a fraction of critical damping of 0.5%. Regarding the PTO
model, we take R = 1kW/MN2, and vd = 1kW/MN. The
force and stroke limits are umax = 0.5MN and dmax = 3m.

Free surface elevation a(t) is measured at a distance Da up-
wave from the buoy, along the direction of wave propagation.
The specific value of Da will be varied in the example, with
Da = 0 implying that measurements are colocated with the
buoy. As Da is increased from 0, the measurements of a(t)
can be thought of as providing a kind of preview of the
wave loading the buoy will experience in the near-future.
However, this is only an approximate interpretation, for two
reasons. Firstly, the transfer function from the free surface
elevation at the the location of the WEC, to the corresponding
wave loading force f(t), is noncausal. Consequently, even if
some preview information were available for this free-surface
elevation, it would not be possible to exactly determine a
preview of f(t). Secondly, ocean waves are dispersive, and
consequently waves at different temporal frequencies travel
at different velocities. As such, the time history for the free
surface elevation at the buoy cannot be viewed simply as a
time-delayed version of a(t) at location Da > 0. Despite these
two caveats, for the limiting case of Da →∞, knowledge of
a(τ) for all τ < t implies knowledge of the future incident
wave loading f(τ) over an arbitrary but finite receding horizon
τ ∈ [t, t+ th].

The stochastic sea state was taken to be a Pierson-
Moskowitz spectrum [58], i.e.,

Sa(ω) = ca
∣∣ωp

ω

∣∣5 exp
{
− 5

4

(ωp

ω

)4}
(83)

This spectrum is traditionally parametrized by its significant
wave height Hs and peak wave period Tp, with Tp = 2π

ωp
and

Hs = 4σa, and where σ2
a = 1

2π

∫∞
−∞ Sa(ω)dω. We assume

Tp = 9s, and assume Hs = 1m unless otherwise specified.
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Fig. 3. Frequency response function H̄uq(ejΩ). (Both infinite-
dimensional model and finite-dimensional approximation are shown, but
are indistinguishable.)

Fig. 4. Spectrum Σyf (Ω) for infinite-dimensional model (solid) and
finite-dimensional approximation (dashed). Note that S11

yf
and S22

yf
have

zero phase, and S21
yf

and S12
yf

are complex conjugates.

The sample time for the controller is uniformly taken to
be T = 0.5s. Fig. 3 shows the discrete-time frequency
response function H̄uq(e

jΩ), both for the original infinite-
dimensional model (as in Section II-B) and the finite-
dimensional approximation (as in Section II-C). Note that the
both the infinite-dimensional and finite-dimensional models
are positive-real. Analogously, Fig. 4 shows the discrete-time
spectrum Σyf (Ω), both for the infinite-dimensional model and
the finite-dimensional approximation, showing a good match
at all frequencies where the spectrum magnitude is significant.
(This spectrum corresponds to Da = 20m.)

MPC algorithm (63) was implemented for this model, with
a time horizon of one minute (i.e., h = 120). The only other
parameter necessary to specify is the slack penalty factor µ.
Performance was found to be insensitive to this value, so
long as it is sufficiently large to prohibit violations of the
force constraint, and a value of µ = 10 was used for all
simulations. All simulations were performed in Matlab, and
the optimizations were implemented using CVX [59].

Fig. 5a shows the a sample path realization of the stochastic
response of the WEC for the case with Da = 0m. Note that
both the force and stroke constraints are uniformly satisfied,
as desired. The generated power pk is also shown. Note that
the MPC algorithm requires significant bi-directional power
flow (i.e., both significantly positive and significantly negative

values). Fig. 5b shows analogous plots for the same case
but with Hs = 3m. Note that although the average force
magnitude is higher than in the Hs = 1m case, the force rating
is only violated very occasionally, corresponding to times
when it is infeasible for the MPC algorithm to simultaneously
satisfy both the stroke and force constraints.

To estimate the performance pavg achieved by controller, an
ensemble of 48 sample path realizations was simulated for one
hour each. The value of pk was evaluated for each trajectory,
resulting in a sample set of 48 values. From this sample set,
the pavg was estimated, and confidence intervals were found.
The resultant estimates are shown in Fig. 6 for Hs = 1m, and
for various values of Da. As Da is increased, the generated
power also increases, asymptotically approaching a limit.

Also shown on the plot is the anticausal power generation
performance, which may be viewed as an upper bound on the
performance achievable by MPC when accurate wave forecasts
are known over a long time horizon. This was obtained by
optimizing pavg for each sample in the sample set, assuming
the entire w trajectory is known a priori. Additionally, in this
case the optimal control trajectory was optimized all at once,
rather than in the form of an MPC algorithm. As expected,
the anticausal performance exceeds the causal performance
for all values of Da. Theoretically, the anticausal optimal
performance should be slightly higher than the asymptote
of the causal case, as Da is made large. This asymptotic
discrepancy is due to a small degree of sub-optimality inherent
to the MPC algorithm as a consequence of its finite horizon.
However, it is worth noting that as Da becomes large, the
anticausal and causal performance estimates are close enough
that they are within the margin of error for the simulation.

Finally, we examine the manner in which performance
changes with Hs. Fig. 7 shows the estimate for pavg for
Da = 0m, as a function of Hs. To illustrate the features of
this plot better, pavg is normalized by H2

s . We see that, when
normalized as such, the power generation performance has a
peak at approximately Hs = 0.5m. Above this wave height,
constraints on stroke and force hamper the ability of the WEC
to harvest the available energy. Below it, the efficiency of the
WEC power train drops significantly due to the vTd |u| term in
the expression for the parasitic dissipation.

VI. CONCLUSIONS

In this paper we have illustrated a systematic technique for
synthesizing an MPC algorithm for a stochastically-excited
WEC, which adheres to force and stroke constraints whenever
possible, is provably stable, and does not require the incident
wave force to be forecast explicitly. An interesting extension
to this work would be the development of a version of the
technique which can accommodate nonlinearities in the WEC
dynamics. Other items for further study include the stability
and performance robustness of the algorithm, in the presence
of uncertainty in the WEC dynamic model.

APPENDIX

A. Proof of Theorem 1
To begin, we observe that H̄uq(z) is analytic on C>1. Let

uik = êiδk, where êi is the Cartesian unit vector in the ith
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Fig. 5. Sample path realization and distributions for ak, dk, uk, and pk, with MPC algorithm (63), with Da = 0m and Hs = 1m (a), and 3m (b)

Fig. 6. Estimates of pavg (with 90% confidence intervals) vs. Da, with
Hs = 1m.

Fig. 7. Estimates of pavg as a function of Hs, with Da = 0m.

direction and δk is the Kronecker delta, and let ui(t) be the
resultant continuous-time ZOH input, via (12). Let vi(t) be the
resultant continuous-time response, i.e., vi(t) = (Zuvu

i)(t).
Let qik be the corresponding discrete-time response. Then we
note that supk∈Z ‖qik‖2 6 ‖vi‖L∞ . It is a standard result from
input-output analysis that

‖vi‖L∞ 6 ‖Z̃uv‖L1
‖ui‖L∞ = ‖Z̃uv‖L1

× 1

which is finite due to Assumption 1c. We conclude that
‖qik‖2 is uniformly bounded for all k ∈ Z>0. Now, consider

that H̄uq(z) =
∑∞
k=0 z

−k [q1
k · · · q

np

k

]
which is analytic

if the summation converges. Convergence is guaranteed for
|z| > 1, due to the uniform bounds on ‖qik‖2. We conclude
that H̄uq(z) is analytic for z ∈ C>1. Analogous arguments
hold for H̄ud(z). H̄wd(z), and H̄wa(z) are analytic in C>1 by
definition, because they are spectral factors.

To prove claim (a), it is already known that each function is
analytic for z ∈ C>1, and it remains to verify that the required
frequency-domain norms hold. For H̄uq , we require that

‖H̄uq‖H∞ = sup
Ω∈[−π,π]

‖H̄uq(e
jΩ)‖2 <∞.

Letting σ` , sn(ω`T/2), we have that

‖H̄uq(e
jΩ)‖2 =

∥∥∥∥∥
∞∑

`=−∞

Ẑuv(jω`)σ
2
`

∥∥∥∥∥
2

6 ‖Ẑuv‖L∞

∞∑
`=−∞

σ2
`

But
∑∞
`=−∞ σ2

` = 1 so we conclude that ‖H̄uq‖H∞ 6
‖Ẑuv‖L∞ . Per Assumption 1a, we conclude that H̄uq ∈ H∞.
To prove that H̄ud ∈ H∞, we have that

‖H̄ud(e
jΩ)‖2 =

∥∥∥∥∥ 1

ejΩ − 1

∞∑
`=−∞

Ẑuv(jω`)σ
2
`

∥∥∥∥∥
2

=

∥∥∥∥∥
∞∑

`=−∞

Ẑud(jω`) |σ`|

∥∥∥∥∥
2

6
∥∥∥Ẑud(jω0)

∥∥∥
2
|σ`|+

∞∑
`=−∞
6=0

∥∥∥Ẑuv(jω`)∥∥∥
2

∣∣∣∣σ`ω`
∣∣∣∣

6
∥∥∥Ẑud∥∥∥

L∞
+
∥∥∥Ẑuv∥∥∥

L∞

∞∑
`=1

T

(π`)2

Due to Assumption 1a, the above bound is finite, implying
that ‖H̄ud‖H∞ is finite.
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To prove that H̄wa ∈ H2, equations (21) and (22) imply

2π‖H̄wa‖2H2
=

∞∑
`=−∞

∫ π

−π

1

T
σ2
`Sa(ω`)dΩ 6

∫ ∞
−∞

Sa(ω)dω

which is finite due to Assumption 1a. A similar argument
proves the same property for H̄wd. To prove that H̄wa ∈ H∞,
it suffices to show that ‖H̄wa(ejΩ)‖2 is uniformly bounded
over Ω ∈ [−π, π]. Again using (21) and (22),

‖H̄wa(ejΩ)‖22 6
∞∑

`=−∞

1

T
σ2
`Sa(ω`) 6

1

T
‖Sa‖2L∞

which is finite due to Assumption 1a. A similar argument
proves the same property for H̄wd.

For claim (b), observe that for Ω ∈ [−π, π],

H̄uq(e
jΩ) + H̄H

uq(e
jΩ) =

∞∑
`=−∞

[
Ẑuv(jω`) + ẐHuv(jω`)

]
σ2
`

which is positive-semidefinite by Assumption 1e. Define

Ḡuq(z) ,
[
I − εH̄uq(z

−1)
] [
I + εH̄uq(z

−1)
]−1

where 0 < ε < ‖H̄uq‖−1
H∞

. We then have that (24) holds if
and only if ‖Ḡuq(z)‖ 6 1 for all z ∈ C61. Because H̄uq(z)
is analytic on C>1, it follows that H̄uq(z

−1) is analytic on
C<1. But if H̄uq(z

−1) is analytic on C<1 then so is Ḡuq(z),
and therefore via the Maximum Modulus Theorem, ‖Ḡuq(z)‖
attains is maximum on the boundary of C61, i.e., for z = ejΩ,
Ω ∈ [−π, π]. Because H̄uq(e

jΩ) + H̄uq(e
−jΩ) > 0, it follows

that supΩ∈[−π,π] ‖Ḡuq(ejΩ)‖ 6 1. This proves (24).
To prove the last caveat in claim (b), first consider the

case where |z| = 1, i.e., z = ejΩ for Ω ∈ [−π, π]. Due to
Assumption 1e, evaluation of H̄uq(e

jΩ) as in (20) gives that
inequality (24) must hold strictly unless sn(ω`T/2) = 0 for
all ` ∈ Z \ {0}. This only occurs if Ω = 0, i.e., z = 1.
Now, consider the case in which z ∈ C>0. Let ν ∈ Cnp and
define h̄(z) , νHH̄uq(z)ν. Consider the situation in which
there exists a z0 ∈ C>1 such that Re

{
h̄(z0)

}
= 0, and define

analytic function ḡ(z) , h̄(z)− jIm{h̄(z0)}. Then ḡ(z0) = 0.
Suppose it is the case that ḡ(z) 6= 0 for almost all z in an
infinitesimal neighborhood of z = z0. Let z = z0(1 + δejθ)
where δ ∈ R>0 is infinitesimal and θ ∈ [−π, π]. Because ḡ(z)
is analytic at z = z0, and δ is infinitesimal,

ḡ(z) = (z − z0)
m
ψ(z0) = (zm0 δ

mψ(z0)) ejmθ

where ψ(z0) = limz→z0 ḡ(z)(z − z0)−m and m ∈ Z>0 is the
lowest integer such that ψ(z0) 6= 0. It has been proven that
Re{ḡ(z)} = Re{h̄(z)} > 0 for all z ∈ C>1 and therefore we
require that

zm0 ψ(z0)ejmθ+zmH0 ψH(z0)e−jmθ > 0, ∀θ ∈ [−π, π]. (84)

Because z0ψ(z0) 6= 0, this is impossible. We therefore
conclude that if ḡ(z0) = 0 for some z0 ∈ C>1 then it must
be the case that ḡ(z) = 0 in some open neighborhood of
z = z0. But in order for ḡ(z) to be analytic, this implies
that ḡ(z) = 0 for all z ∈ C>1. If this is true then ḡ(z) = 0
almost everywhere on the boundary of C>1, i.e., for z = ejΩ

with Ω ∈ [−π, π]. This in turn implies that Re{h̄(ejΩ)} = 0

for almost all Ω ∈ [−π, π], which contradicts the last caveat
in assumption 1e. We therefore conclude that Re{h̄(z)} > 0
everywhere in C>1. This holds for all ν ∈ Cnp \{0}, implying
that H̄uq(z) + H̄H

uq(z) is nonsingular over the same domain.
The first part of claim (c) is immediate from (18), together

with claim (a). For the second part of the claim, we make a
similar argument as above, resulting in the requirement that
(84) hold at z0 = 1. However, since z0 = 1 is on the boundary
of C>1, rather than in the interior, it is only necessary that
condition (84) hold for θ ∈ [−π2 ,

π
2 ]. Satisfaction of the

condition requires m = 1 and z0γ(z0) ∈ R>0. This proves
that νH

(
H̄ud(1) + H̄H

ud(1)
)
ν ∈ R>0. Enforcing this for all

ν ∈ Cnp implies that H̄ud(1) + H̄H
ud(1) > 0.

B. Proof of Theorem 2
To prove claim (a), it is known from Theorem 1 that{
H̄ud, H̄wa, H̄wd

}
⊂ H∞. Meanwhile, the mapping u 7→ a

is zero. As such, mapping {u,w} 7→ {d,a} is in H∞.
Minimality of realization (25) then implies that A is Schur.

To prove claim (b), it is a standard fact that Duq =
1

2π

∫ π
−π H̄uq(e

jΩ)dΩ and consequently

1

2π

∫ π

−π

[
H̄uq(e

jΩ) + H̄H
uq(e

jΩ)
]
dΩ = Duq +DT

uq

The integrand is positive-definite for almost all Ω ∈ [−π, π]
so the integral is positive-definite.

To prove claim (c), we note that because H̄uq(z) is PR and
A is Schur, it follows that the transfer function H̄ ′uq(z) ,
H̄uq(z)+ 1

2R is strongly strictly positive real, i.e., there exists
a ρ ∈ R<1 such that H̄ ′uq(ρz) +

[
H̄ ′uq(ρz)

]H
> 0 for all

z ∈ C>1. Claim (c) then follows directly from the generalized
Kalman-Yakubovic-Popov Lemma. For continuous-time sys-
tems, this is shown in [60] (Section 3.12). The discrete-time
case is directly analogous, and is omitted here for brevity.

C. Proof of Theorem 3
The matrix

A′ ,

[
I 0

B⊥u ABu[CdBu]−1 As

]
is similar to the matrix A−BuD−1

uq Cq . If η is an eigenvector
of As, then [0 ηH ]H is an eigenvector of A′. Likewise, the
eigenvalues of A′ are those of As, together with λ = 1. We
conclude that if the eigenvalues of A − BuD−1

uq Cq are all in
C<1 ∪ {1}, then these same properties hold for As.

Without loss of generality, we partition the state space to
isolate the subspace controllable from u, i.e., we presume

A =

[
A11 A12

0 A22

]
, Bu =

[
B1

0

]
, Cq =

[
CT1
CT2

]T
and we have that

A−BuD−1
uq Cq =

[
Θ A12 −B1D

−1
uq C2

0 A22

]
where Θ , A11−B1D

−1
uq C1. It is known that the eigenvalues

of A − BuD−1
uq Cq are those of Θ and A22. Furthermore, the

eigenvalues of A22 have moduli strictly less than 1 because
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A is Schur. So it follows that if λ is an eigenvalue of A −
BuD

−1
uq Cq with |λ| > 1 then it is also an eigenvalue of Θ.

Now consider that

H̄−1
uq ∼

[
Θ B1D

−1
uq

−D−1
uq C1 D−1

uq

]
where we note that the above realization is minimal. Con-
sequently, λ ∈ C is a pole of H̄−1

uq (z) if and only if it is
an eigenvalue of Θ. Because H̄uq(z) + H̄H

uq(z) > 0 for all
z ∈ C>1 \ {1}, it follows that H̄uq(z) is nonsingular in this
domain, and consequently H̄−1

uq (z) cannot have poles there.
We conclude that all eigenvalues of As lie in C<1 ∪ {1}.

Assume λ = 1 is an eigenvalue of As. Then there exists a
vector η such that

0 =ηH [As − I] = ηHB⊥u [A− I]C⊥d [B⊥u C
⊥
d ]−1

implying that there exists a vector ν such that

ηHB⊥u [A− I] = νHCd.

Because A is known to be Schur, A− I is nonsingular and ν
must be nonzero. Multiplying from the right by [A− I]−1Bu
gives that νHH̄ud(1) = 0, implying that λ = 1 is a zero of
scalar transfer function νHH̄ud(z)ν. But H̄uq(z) = 1

T (z −
1)H̄ud(z) so λ = 1 must also be a zero of scalar transfer
function νHH̄uq(z)ν. If νHH̄ud(z)ν has a zero at z = 1,
then νHH̄uq(z)ν must have a repeated zero at z = 1. But
because H̄uq(z) is PR, it follows that νHH̄uq(z)ν is positive-
real, precluding the possibility of a repeated zero at z = 1.
We conclude that λ = 1 cannot be an eigenvalue of As.

D. Proof of Theorem 4
We have that for some time k ∈ Z,

E{pk} =− E
{
uTkCqxk + ‖uk‖2R̃ + vTd |uk|

}
where we recall that R̃ = R̃T > 0. It is straight-forward to
verify that

E
{
‖uk‖2R̃

}
=E
{
‖ξk‖2M

}
+ E

{
‖Axk +Buuk‖2W

}
− E

{
‖xk‖2W

}
− E

{
uTkCqxk

}
Because xk and uk are independent of wk, and because wk
is zero-mean with E{wkwT

k } = Sw,

E
{
‖uk‖2R̃

}
=E
{
‖ξk‖2M

}
− E

{
uTkCqxk

}
− p̄

+ E
{
‖xk+1‖2W

}
− E

{
‖xk‖2W

}
.

Summing over k ∈ {0, ..., τ} and dividing by τ + 1 gives the
claimed result, if (53) holds.

E. Proof of Lemma 1
Substitute (69), (70), and (71) into (72), with J(·, ·, ·)

defined as in (56), to get

ρ(xk+h+1|k)

= xTk+h+1|k

( ∞∑
i=0

Qi

)
xk+h+1|k + vTd

( ∞∑
i=0

∣∣uk+h+1+i|k
∣∣)

+ µ

( ∞∑
i=0

uTmax max
{

0,
∣∣uk+h+1+i|k

∣∣− umax

})
(85)

where, for i ∈ Z>0,

Qi ,(B⊥u )T (Ais)
TCTs (F +D−1

uq Cq)
T

×M(F +D−1
uq Cq)CsA

i
sB
⊥
u

By Theorem 3, As is Schur, and so
∑∞
i=0Qi = (B⊥u )TZB⊥u

where Z = ZT > 0 is the unique solution to discrete-time
Lyapunov equation

Z = ATs ZAs + CTs (F +D−1
uq Cq)

TM(F +D−1
uq Cq)Cs

There is no convenient closed-form solution for the second
summation in (85), so we seek to over-bound it by a simple
function of xk+h+1|k. To do this, first let Π ∈ Cn×n be a
similarity transformation that converts As to its Jordan form
Λ, i.e., As = ΠΛΠ−1. Then we have that∣∣uk+h+1+i|k

∣∣ =
∞∑
i=0

∣∣D−1
uq CqCsΠ Λi Π−1 B⊥u xk+h+1|k

∣∣
6
∞∑
i=0

∣∣D−1
uq CqCsΠ

∣∣ |Λ|i ∣∣Π−1B⊥u xk+h+1|k
∣∣

=
∣∣D−1

uq CqCsΠ
∣∣ [I − |Λ|]−1 ∣∣Π−1B⊥u xk+h+1|k

∣∣
where we note that the above infinite summation converges
because if Λ is a Schur Jordan form, then so is |Λ|.

The last term in (85) can be conservatively over-bounded
by first recognizing that

uTmax max{0, |uk+h+1+i|k| − umax} 6 1
4‖uk+h+1+i|k‖22

(86)

But
∞∑
i=0

‖uk+h+1+i|k‖2 =xTk+h+1|k(B⊥u )TXB⊥u xk+h+1|k

where X = XT > 0 is the solution to Lyapunov equation

X = ATs XAs + CTs C
T
q D
−T
uq D

−1
uq CqCs.

We arrive at an over-bound for ρ(xk+h+1|k) as in (74), with

Qf =(B⊥u )T (Z + 1
4µX)B⊥u

Cf = diag
{

[I − |Λ|]−T
∣∣D−1

uq CqCsΠ
∣∣T vd}ΠTB⊥u

To prove inequality (75), consider that because xk+h+2|k =
CsAsB

⊥
u xk+h+1|k and B⊥u Cs = I , we have that

Jf (xk+h+2|k) =
∥∥B⊥u xk+h+1|k

∥∥2

Ξ
+ ‖Cfxk+h+1|k‖1

where

Ξ ,ATs (Z + 1
4µX)As

=(Z + 1
4µX)− CTs (F +D−1

uq Cq)
TM(F +D−1

uq Cq)Cs

− 1
4µC

T
s C

T
q D

T
uqD

−1
uq CqCs

and therefore∥∥B⊥u xk+h+1|k
∥∥2

Ξ
=
∥∥xk+h+1|k

∥∥2

Qf
− 1

4µ
∥∥uk+h+1|k

∥∥2

−
∥∥uk+h+1|k − Fxk+h+1|k

∥∥2

M
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Also, consider that

‖Cfxk+h+2|k‖1
= vTd

∣∣D−1
uq CqCsΠ

∣∣ [I − |Λ|]−1 ∣∣Π−1B⊥u xk+h+2|k
∣∣

= vTd
∣∣D−1

uq CqCsΠ
∣∣ [I − |Λ|]−1 ∣∣Π−1AsB

⊥
u xk+h+1|k

∣∣
= vTd

∣∣D−1
uq CqCsΠ

∣∣ [I − |Λ|]−1 ∣∣ΛΠ−1B⊥u xk+h+1|k
∣∣

6 vTd
∣∣D−1

uq CqCsΠ
∣∣ [I − |Λ|]−1 |Λ|

∣∣Π−1B⊥u xk+h+1|k
∣∣

= ‖Cfxk+h+1|k‖1
− vTd

∣∣D−1
uq CqCsΠ

∣∣ ∣∣Π−1B⊥u xk+h+1|k
∣∣

6 ‖Cfxk+h+1|k‖1 − vTd
∣∣D−1

uq Cqxk+h+1|k
∣∣

= ‖Cfxk+h+1|k‖1 − vTd
∣∣uk+h+1|k

∣∣
Recalling (86), we conclude (75).

F. Proof of Theorem 5
We begin with two technical lemmas which establish vari-

ous bounds that will be useful in the sequel.
Lemma 2: Let K : Yk 7→ uk be as in (63). Then there exist

constants {c1, c2} ∈ R>0 such that

Γ(xk, Ůk|k, B̊k|k) 6 c2‖xk‖22 + c1‖xk‖1 (87)
Proof: For a given xk, let the (sub-optimal) sequence

Uk|k be the sequence rendering dm|k = 0 for all m > k, i.e.,

um|k =

{
− 1
TD
−1
uq CdAxk : m = k

−D−1
uq CqCsA

m−k
s B⊥u xk : m > k

and let corresponding sequence Bk|k be the minimum value
that satisfies the force constraint, i.e.,

bm|k = max{0, |um|k| − umax}.

Then the fact that {Uk|k, Bk|k} are feasible for initial condition
xk implies that that Γ(xk, Uk|k, Bk|k) > Γ(xk, Ůk|k, B̊k|k).
Furthermore, by repeated application of Lemma 1 that

Γ(xk, Uk|k, Bk|k)

6 Jf (xk+1|k) + J(xk, uk|k, bk|k)

= ‖xk+1|k‖2Qf
+ ‖Cfxk+1|k‖1 + ‖uk|k − Fxk|k‖2M

+ (vd + µumax)T |uk|k|

where we have used the fact that bk|k 6 |uk|k|. Substitution of
the expression above for uk|k, and using the fact that CsB⊥u =
I , we have that

Γ(xk, Uk|k, Bk|k) 6 ‖Ǎxk‖2Qf
+ ‖Cf Ǎxk‖1

+ ‖(F + 1
TD
−1
uq Cd)xk‖2M + (vd + µumax)T | 1TD

−1
uq Cdxk|

where Ǎ , (I− 1
T BuD

−1
uq Cd)A. It is then straight-forward to

show by defining c1 and c2 as

c1 =‖Cf Ǎ‖1 +
∥∥diag{vd + µumax} 1

TD
−1
uq Cd

∥∥
1

c2 =‖Q1/2
f Ǎ‖22 + ‖M1/2(F + 1

TD
−1
uq Cd)‖22

we have that

Γ(xk, Uk|k, Bk|k) 6 c2‖xk‖22 + c1‖xk‖1.

Recalling that Γ(xk, Uk|k, Bk|k) > Γ(xk, Ůk|k, B̊k|k) com-
pletes the proof.

Lemma 3: For xik, i ∈ {1, 2}, let U ik|k and Bik|k satisfy

Θ(xik, U
i
k|k, B

i
k|k) 60, Ψ(xik, U

i
k|k) =0 (88)

Let the corresponding receding-horizon trajectories with these
input sequences be xim|k for m > k. Define perturbations
Ũk|k = U2

k|k − U
1
k|k and B̃k|k = B2

k|k − B
1
k|k, and x̃m|k =

x2
m|k − x

1
m|k. Then

Γ(x2
k, U

2
k|k, B

2
k|k) 6 Γ(x1

k, U
1
k|k, B

1
k|k)

+ 2Γ1/2(x1
k, U

1
k|k, B

1
k|k)χ

1/2
k + Γ(x̃k, Ũk|k, |B̃k|k|) (89)

where

χk ,
k+h∑
m=k

‖ũm|k − Fx̃m|k‖2M + ‖x̃k+h+1|k‖2Qf
(90)

Proof: We have that

Γ(x2
k, U

2
k|k, B

2
k|k)

=
k+h∑
m=k

∥∥∥u1
m|k − Fx

1
m|k

∥∥∥2

M
+

k+h∑
m=k

∥∥ũm|k − Fx̃m|k∥∥2

M

+ 2

k+h∑
m=k

(
u1
m|k − Fx

1
m|k

)T
M
(
ũm|k − Fx̃m|k

)
+

k+h∑
m=k

(
vTd

∣∣∣u1
m|k + ũm|k

∣∣∣+ µuTmax(b1m|k + b̃m|k)
)

+ ‖x1
k+h+1‖2Qf

+ ‖x̃k+h+1‖2Qf
+ 2x̃Tk+h+1Qfx

1
k+h+1

+ ‖Cfxk+h+1 + Cf x̃k+h+1‖1

Via the Cauchy-Schwartz inequality,
k+h∑
m=k

(
u1
m|k − Fx

1
m|k

)T
M
(
ũm|k − Fx̃m|k

)
+ x̃Tk+h+1Qfx

1
k+h+1

6

(
k+h∑
m=k

∥∥∥u1
m|k − Fx

1
m|k

∥∥∥2

M
+ ‖x1

k+h+1‖2Qf

)1/2

χk

6 Γ1/2(x1
k, U

1
k|k, B

1
k|k)χk

and via the triangle inequality,
k+h∑
m=k

vTd

∣∣∣u1
m|k + ũm|k

∣∣∣+
∥∥Cfx1

k+h+1 + Cf x̃k+h+1

∥∥
1

6
k+h∑
m=k

vTd

∣∣∣u1
m|k

∣∣∣+
k+h∑
m=k

vTd
∣∣ũm|k∣∣

+
∥∥Cfx1

k+h+1

∥∥
1

+ ‖Cf x̃k+h+1‖1
Also, note that because b1m|k and b2m|k are both nonnegative,

uTmax(b1m|k + b̃m|k) 6 uTmaxb
1
m|k + uTmax|b̃m|k|.

Substituting these inequalities gives (89).
Let the present time be k, and let Ůk|k and B̊k|k be the

trajectories found by the MPC algorithm (63), given present
state xk. For m > k, let the optimized receding-horizon state
trajectory be denoted x̊m|k, with x̊k|k = xk. Let d̊m|k be as
in (67), evaluated with the optimal trajectories, i.e., d̊m|k =
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Cdx̊m|k, where we note that d̊k+h+1|k = 0. For m > k + h,
let ům|k be the post-horizon input that enforces d̊m|k = 0, i.e.,

x̊m|k =CsA
m−(k+h+1)
s B⊥u x̊k+h+1|k

ům|k =−D−1
uq Cqx̊m|k

Now, we advance the present time to k+1. With acquisition
of data yk, the data wk and xk+1 become known. We consider
the receding-horizon control trajectory Uk+1|k+1 that enforces

dm|k+1 = d̊m|k, ∀m ∈ {k + 2, ..., k + h+ 2}. (91)

Corresponding slack variable sequence Bk+1|k+1 has compo-
nents

bm|k+1 = max
{

0, |um|k+1| − umax

}
Note that, so formulated, this trajectory pair
{Uk+1|k+1, Bk+1|k+1} satisfies the constraints in the
MPC algorithm at the (k + 1)th iteration, i.e., conditions

Θ(xk+1, Uk+1|k+1, Bk+1|k+1) 60, Ψ(xk+1, Uk+1|k+1) =0

and is therefore in the feasibility domain for the MPC opti-
mization algorithm at time k + 1.

We now claim that the sequence Uk+1|k+1 resulting in (91),
and the associated receding-horizon sequence {xm|k+1 : m >
k + 1}, can be expressed as

um|k+1 =ům|k + ũm|k+1, xm|k+1 =x̊m|k + x̃m|k+1

where

ũm|k+1 = − 1
TD
−1
uq CdAx̃m|k+1 (92)

x̃m|k+1 =

{
Bwwk : m = k + 1

Ãm−k−1Bwwk : m > k + 1
(93)

with Ã , C⊥d [B⊥u C
⊥
d ]−1B⊥u A. To show this, consider the

inverse system dynamic model from Section II-D. Let

ζm|k+1 ,E{ζm|Yk+1 = Yk+1, dm = dm|k+1, ∀m > k + 1}.

Then we have that for m > k + 1,

ζm+1|k+1 =Asζm|k+1 +Bdsdm|k+1

with initial condition

ζk+1|k+1 = Asζk +Bwswk +Bdsdk

But we also have that for m > k + 1,

ζ̊m+1|k =Asζ̊m|k +Bdsd̊m|k

with initial condition

ζ̊k+1|k = Asζk +Bdsd̊k|k

So, letting ζ̃m|k+1 , ζm|k+1 − ζ̊m|k, we have that

ζ̃m+1|k+1 = Asζ̃m|k+1 +Bds

(
dm|k+1 − d̊m|k

)
with initial condition

ζ̃k+1|k+1 = Bwswk +Bds

(
dk − d̊k|k

)
But dk − d̊k|k = Dwdwk, so using (45), the above initial
condition simplifies to ζ̃k+1|k+1 = B⊥u Bwwk. Also, we have

that dk+1|k+1− d̊k+1|k = CdBwwk while for m > k+1, (91)
implies that dm|k+1 − d̊m|k = 0. Consequently, we have that
for m > k + 1,

ζ̃m|k+1 =Am−k−2
s

[
AsB

⊥
u +BdsCd

]
Bwwk

=Am−k−2
s B⊥u ABwwk

where we have used (44) and (45) in the second line. For
m > k + 1, it follows from (43) and the above, that

x̃m|k+1 =

{
CsB

⊥
u Bwwk +DdsCdBwwk : m = k + 1

CsA
m−k−2
s B⊥u ABwwk : m > k + 1

which simplifies to (93). Using (38), this implies that

ũm|k+1 = −D−1
uq Cqx̃m|k+1 + 1

TD
−1
uq

(
d̃m+1|k+1 − d̃m|k+1

)
.

Use of (93) and (44)-(47) give the above as equivalent to (92).
Define sequences Ůk+1|k = {ůk+1|k, ..., ůk+h+1|k} and

B̊k+1|k = {̊bk+1|k, ..., b̊k+h+1|k}. Then we have that the
pair {Ůk+1|k, B̊k+1|k} are in the feasibility domain of MPC
optimization algorithm (63) at time k+1 given initial condition
x̊k+1|k. From Lemma 3, we infer that

Γ(xk+1, Uk+1|k+1, Bk+1|k+1) 6 Γ(̊xk+1|k, Ůk+1|k, B̊k+1|k)

+ 2Γ1/2(̊xk+1|k, Ůk+1|k, B̊k+1|k)χk+1

+ Γ(x̃k+1, Ũk+1|k+1, |Ũk+1|k+1|)

where

χk+1 ,
k+h+1∑
m=k+1

‖ũm|k+1 − Fx̃m|k+1‖2M + ‖x̃k+h+2|k+1‖2Qf

(94)
From Lemma 1 we have inequality (75), and therefore

Γ(xk, Ůk|k, B̊k|k) > J(xk, uk, bk)+Γ(̊xk+1|k, Ůk+1|k, B̊k+1|k).

So it follows that

Γ(xk+1, Uk+1|k+1, Bk+1|k+1) 6 Γ(xk, Ůk|k, B̊k|k)

− J(xk, uk, bk) + 2Γ1/2(̊xk+1|k, Ůk+1|k, B̊k+1|k)χk+1

+ Γ(x̃k, Ũk|k, |Ũk|k|)

Now, using Lemma 2, we note that

Γ1/2(̊xk+1|k, Ůk+1|k, B̊k+1|k)

6
[
Γ(̊xk|k, Ůk|k, B̊k|k)− J(xk, uk, bk)

]1/2
6 Γ1/2(̊xk|k, Ůk|k, B̊k|k)

6
[
c2‖xk‖22 + c1‖xk‖1

]1/2
6
[
c2‖xk‖22 + c1

√
n‖xk‖2

]1/2
6
√
c2

[
‖xk‖2 +

c1
√
n

2c2

]
So we conclude that

Γ(xk+1, Uk+1|k+1, Bk+1|k+1) 6 Γ(xk, Ůk|k, B̊k|k)

− J(xk, uk, bk) + 2
√
c2

[
‖xk‖2 +

c1
√
n

2c2

]
χk+1

+ Γ(x̃k, Ũk|k, |Ũk|k|)
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Due to (92) and (93), together with (65) and (94), it follows
that there exist constants a1, a2, and a3 such that

χ
1/2
k+1 6 a1‖wk‖2 6 a1‖wk‖1

Γ(x̃k, Ũk|k, |Ũ |k|k) 6 a2‖wk‖22 + a3‖wk‖1
As such, we conclude that

J(xk, uk, bk)

6 Γ(xk, Ůk|k, B̊k|k)− Γ(xk+1, Uk+1|k+1, Bk+1|k+1)

+ a2‖wk‖22 + a4‖wk‖1 + a5‖xk‖2‖wk‖2

where a4 , a3 + a1c1
√
n/c2 and a5 , 2

√
c2a1.

Now consider the implementation of MPC optimization
algorithm (63) at time k + 1, resulting in optimal sequences
Ůk+1|k+1 and B̊k+1|k+1. Because sequences Uk+1|k+1 and
Bk+1|k+1 derived above are feasible, it follows that

Γ(xk+1, Ůk+1|k+1, B̊k+1|k+1)

6 Γ(xk+1, Uk+1|k+1, Bk+1|k+1)

Define rτ for all τ ∈ Z>0 as

rτ ,
τ∑
k=0

J(xk, uk, bk)

Then the above inequalities imply that

rτ 6Γ(x0, Ů0|0, B̊0|0) + a2‖w‖22τ + a4‖w‖1τ

+ a5

τ∑
k=0

‖xk‖2‖wk‖2

Using Lemma 2 and the Cauchy-Schwartz inequality,

rτ 6c2‖x0‖22 + c1‖x0‖1 + a2‖w‖22τ + a4‖w‖1τ
+ a5‖x‖2τ‖w‖2τ

Let δk ,M1/2(uk − Fxk). Then rτ > ‖δ‖22τ , and thus

‖δ‖22τ 6c2‖x0‖22 + c1‖x0‖1 + a2‖w‖22τ + a4‖w‖1τ
+ a5‖x‖2τ‖w‖2τ

Meanwhile, consider that

xk+1 = [A+BuF ]xk +BuM
−1/2δk +Bwwk

where we recall from Theorem 2 that [A+BuF ] is Schur. It
follows that there exist {ϑ, ϕ} ⊂ R>0 such that

‖x‖22τ 6 ϑ‖δ‖22τ + ϕ‖w‖22τ
for all τ ∈ R>0. So we conclude that

0 > ‖x‖22τ − ϑa5‖w‖2τ‖x‖2τ
−
(
ϑc2‖x0‖22 + ϑc1‖x0‖1 + (ϑa2 + ϕ)‖w‖22τ + ϑa4‖w‖1τ

)
The right-hand side is convex in ‖x‖2τ , with real roots. So

‖x‖2τ 6 1
2ϑa5‖w‖2τ

+

√
ϑc2‖x0‖22 + ϑc1‖x0‖1 + ϑa4‖w‖1τ
+(ϑa2 + ϕ+ 1

4ϑ
2a2

5)‖w‖22τ
Inequality (77) is obtained by squaring the above and then lin-
earizing the (concave) square root about the value 1

2ϑa5‖w‖2τ .
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