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Abstract. The generic alignment conjecture states that for almost ev-
ery initial data on the torus solutions to the Cucker-Smale system with
a strictly local communication align to the common mean velocity. In
this note we present a partial resolution of this conjecture using a sta-
tistical mechanics approach. First, the conjecture holds in full for the
sticky particle model representing, formally, infinitely strong local com-
munication. In the classical case the conjecture is proved when N , the
number of agents, is equal to 2. It follows from a more general result
stating that for a system of any size for almost every data at least two
agents align.

The analysis is extended to the open space Rn in the presence of
confinement and potential interaction forces. In particular, it is shown
that almost every non-oscillatory pair of solutions aligns and aggregates
in the potential well.

1. Introduction

The problem of emergence refers to appearance of patterns in systems
with self-organization governed by local rules of communication, see [1, 8, 13]
for extensive surveys. For models incorporating alignment forces, it means
convergence to a common velocity vector (or consensus in the interpretation
of opinion dynamics),

(1) max
i=1,...,N

|vi(t)� v̄| ! 0, as t ! 1.

In this note we address the question in the context of the Cucker-Smale
system introduced in [3, 4]

ẋi = vi, xi 2 ⌦

v̇i =
1

N

NX

j=1

�(xi � xj)(vj � vi), vi 2 Rn,
(2)

where � 2 C1 is a radially decreasing kernel, and ⌦ is an ‘environment’,
typically Rn or a compact manifold. In the open space case ⌦ = Rn the
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following criterion was proved in [3] and further refined and extended in
[7, 6, 2, 15, 5].

Theorem 1.1. Suppose � has heavy tail:
R1
0 �(r) dr = 1. Then all so-

lutions to (2) align exponentially fast to the mean velocity v̄ = 1
N

PN
j=1 vj,

while the flock remains bounded

max
i=1,...,N

|vi � v̄| 6 Ce��t, max
i,j=1,...,N

|xi � xj | 6 D̄.

The heavy-tail condition is sharp.

In what follows we seek to analyze the situation when the kernel is com-
pletely local, i.e.

(3) supp� = Br0(0), for r0 > 0.

In the open space the counterexample to Theorem 1.1 is obvious – two
agents initially separated by a distance larger than r0 and sent in the op-
posite directions will never come to alignment. It is therefore more natural
to address the problem either in the presence of a confinement force (or
other constraining mechanisms such as mutual attraction) or in the context
of a compact environment such as periodic domain ⌦ = Tn. Still, under
completely local protocol (3) there always exists a class of solutions that
consist of disconnected and misaligned agents. For example, on Tn one can
consider a pair of agents x1, x2 revolving around two parallel geodesics at
a distance > r0 with di↵erent velocities. In the case of a confinement force
F = �rU(x) agents may satisfy decoupled Hamiltonian systems

(4) ẋi = vi, v̇i = �rU(xi),

without communicating. All these examples are exceptional because they
are either described by oscillatory dynamics without alignment (4) or as
in the case of the torus, fill a set of measure zero in the ensemble space
TnN

⇥ RnN .
Our approach here is largely motivated by the latter example. We adopt

the methodology of the statistical mechanics where solutions to (2) are
viewed as trajectories in the ensemble space

x = (x1, . . . , xN ) 2 TnN , v = (v1, . . . , vN ) 2 RnN .

Generic long time behavior of the system will be viewed relative to the
classical Lebesgue measure on TnN

⇥RnN . In the example presented above
agents do not interact, and therefore they follow a Euclidean line periodized
on the torus

(5) x(t) = x0 + tv0 mod 2⇡, v(t) = v0.

Since they don’t fill the torus densely, leaving the open set [i,j{|xi�xj | < r0}
unfilled, such solutions must have rationally dependent velocity coordinates
of v0, and hence form a negligible set of data. The latter is a classical result
in ergodic theory due to Kronecker, see [10] for a recent overview.
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Theorem 1.2 (Kronecker). The Euclidean line (5) densely fills a k-dimensional

subtorus of TnN
where

k = dimQ

nNX

j=1

Qv
j
0.

Based on these observations we put forward the following conjecture (see
also the discussions in [14, 8, 16, 5]).

Conjecture 1.3 (Generic Alignment Conjecture). For almost every initial
data (x0,v0) 2 TnN

⇥ RnN solutions to the system (2) align

max
i,j

|vi � vj | ! 0.

The conjecture will be demonstrated in full for the sticky particle model,
which formally corresponds to the case when � = 1 for r < r0. The char-
acter of dynamics here is of course quite di↵erent from the soft interaction
model as every communication e↵ectively results in reduction of the number
of agents. The final formation would consist of a number of non-interacting
clusters and the Kronecker criterion applies, see Section 2.

In general, our approach will be to study volume compression under the
solution map (x0,v0) ! St(x0,v0). The basic idea is to view alignment as
convergence to the diagonal set D = {v : v1 = · · · = vN} which has measure
zero. So, shrinking of a volume element to 0 is necessary for alignment
outcome. The Euclidean distance of v to D is exactly the classical quadratic
variation

V2 =
NX

i,j=1

|vi � vj |
2

which satisfies a dissipation law

(6)
d

dt
V2 = �2

NX

i,j=1

�(xi � xj)|vi � vj |
2.

So, V2 plays the role of entropy – a measure of disorder of the velocity field
of the flock. Using an argument based on the Poincare Recurrence Theorem
we establish the following alternative: generically either the agents are not
interacting at all from the beginning or they interact su�ciently strongly
to compress the volume element to zero. Since the non-interacting agents,
according to Kronecker, form a negligible set, we conclude that generically
at least one pair of agents keeps interacting infinitely many times during the
evolution of the ensemble, and hence, will align. This, in particular, leads
to the resolution of the conjecture when N = 2, see Section 3.

Theorem 1.4. For almost every (x0,v0) 2 TnN
⇥RnN

the solution contains

a pair of agents that align. Consequently, for N = 2 the Generic Alignment

Conjecture holds.
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A similar methodology applies to the open environment ⌦ = Rn in the
presence of confinement or potential interaction forces. The results of [12, 11]
show that the generic behavior here is oscillatory. In the local case consid-
ered here, it results in a possible positive-measure set of clusters which does
not align. A similar alternative, however, holds: generically, outside the
natural set of decoupled oscillators (4) the volume element shrinks to zero,
see Proposition 4.1. As a result, in the confinement case any two-agent
system will align and congregate generically, at least when the potential is
quadratic, see Theorem 4.3. For the model with pair-wise potential interac-
tions we obtain the same result but for a much more general class of pairs
(�, U) which includes the 3Zone model with repulsion - alignment - attrac-
tion forces all present, see Theorem 4.5 and the discussion afterwards. In
particular, we find that alignment and convergence of separation |x1 � x2|
to the potential well occurs generically for every non-oscillatory data. This
extends the near-equilibrium result proved in [11] to a global statement, see
Corollary 4.7.

2. Sticky particle model

We illustrate the validity of the conjecture on a simpler example of the
sticky particle model which corresponds to the situation when communica-
tion is extremely strong within its range:

(7) �(x) =

(
1, |x| 6 r0;

0, |x| > r0.

The sticky particle dynamics obeys the following rules:
– if two agents xi, xj approach distance r0, their velocities switch instan-

taneously to the average 1
2(vi+vj). From that point on the agents are stuck

together for rest of the time.
– more generally, we say that clusters C

1, . . . , CK each consisting of par-
ticles xki , i = 1, . . . , Ik, k = 1, . . . ,K collide at time t⇤ if for all t < t⇤ one
has |xki � xlj | > r0 for all i, j and k 6= l, and at t = t⇤ for each pair k 6= l

there exists i, j such that |xki � xlj | = r0. If clusters have been traveling

with velocities v1, . . . , vK , respectively, a new cluster is formed at time t⇤

traveling with velocity

(8) v =
1

|I1|+ · · ·+ |IK |

KX

k=1

|Ik|v
k.

Proposition 2.1. For almost every initial data (x,v) 2 TnN
⇥ RnN

the

sticky particles congregate in a single cluster. Hence, the Generic Alignment

Conjecture holds.

Proof. We can actually specify which data results in single clusters: those
v0’s that have rationally independent coordinates, i.e. there is no q 2
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QnN
\{0} such that q · v0 = 0. Note that the rationally dependent data

is a countable union of hyperplanes in RnN , so it is Lebesgue-negligible.
Now, let v0 be rationally independent. Suppose it results in more than

one clusters, and we consider a time T beyond which no further gluing
occurs. Let us consider two distinct ones C1, C2 traveling with velocities v1

and v2, respectively. According to the averaging rule (8) both v1 and v2 are
rational convex combinations of the original set of velocities

(9) v1 =
X

i:xi2C1

qivi, v2 =
X

j:xj2C2

qjvj .

Since C
1 and C

2 never come closer than the communication distance r0,
neither does any pair of particles in each cluster. Let us fix x1 2 C

1 and
x2 2 C

2. They travel at constant velocities v1 and v2 respectively, and
|x1 � x2| > r0 for all t > T . The above implies that the Euclidean line

x1(t)� x2(t) = x1(T )� x2(T ) + (t� T )(v1 � v2) mod 2⇡

is non-ergodic. By Theorem 1.2 this implies that the coordinates of v1 �
v2 are rationally dependent. In view of (9), v0 is rationally dependent, a
contradiction.

Remark 2.2. Considering a more general model with arbitrary distribution
of masses {mi}

N
i=1, the averaging rule changes to

(10) v =
1

M1 + · · ·+MK

KX

k=1

Mkv
k,

where Mi are the masses of the clusters. Proceeding as in the proof of
Proposition 2.1 we obtain a pair of momenta

(11) v1 =
1P

i:xi2C1 mi

X

i:xi2C1

mivi, v2 =
1P

j:xj2C2 mj

X

j:xj2C2

mjvj

so that the coordinates of v1 � v2 are rationally dependent. Since there are
only finitely many possible momenta (11) we conclude that v0 belongs to
a negligible set of data, and hence Proposition 2.1 still holds for this more
general model.

⇤

3. Cucker-Smale ensamble

Let us consider now the classical system (2) with smooth kernel �. The
alignment of a solution (x,v) can be interpreted as convergence of v to the
diagonal subspace D = {v : v1 = · · · = vN}. It is easy to show that the
square-distance of a field v to D is given precisely by the 2-variation

(dist{v, D})2 =
NX

i,j=1

|vi � vj |
2 := V2.
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The 2-variation is a natural entropy of the system which obeys the following
law

(12)
d

dt
V2 = �2

NX

i,j=1

�(xi � xj)|vi � vj |
2.

Thus, the distance between v and D is non-increasing.
Since TnN

⇥D is a measure-zero set it is expected that the volume element
under the dynamics of (2) will shrink to zero. This is not exactly the ulti-
mate alignment statement but it is a necessary condition for the conjecture
to hold.

Let us denote for short �ij = �(xi � xj). The divergence of the ensemble
field given by (2) is given by �

n
N

P
i 6=j �ij . So, the Jacobian of the Cucker-

Smale transformation St(x0,v0) = (x(t),v(t)) is given by

(13) detrx,vSt = exp

8
<

:�
n

N

Z t

0

X

i 6=j

�ij(s) ds

9
=

; .

Showing that the Cucker-Smale ensemble shrinks volumes to 0 comes down
to proving the following proposition.

Proposition 3.1. We have
Z 1

0

X

i 6=j

�ij(s,x0,v0) ds = 1,

for a.e. (x0,v0) 2 TnN
⇥ RnN

.

Proof. With a slight abuse of notation for a set F ⇢ TnN
⇥ RnN we denote

by |F | its Lebesgue measure.
Suppose that the conclusion of the proposition is not true, then there

exists a subset F ⇢ TnN
⇥ RnN with |F | > 0 and M > 0 such that

(14)

Z 1

0

X

i 6=j

�ij(s,x0,v0) ds 6 M,

for all (x0,v0) 2 F . In particular, this implies that for any F̃ ⇢ F we have

(15) |F̃ | > |St(F̃ )| > cM |F̃ |.

We can also assume without loss of generality that F is bounded, thus there
exists R > 0 such that F ⇢ TnN

⇥ {maxi |vi| 6 R} = ⌦R. Note that by the
maximum principle, St(F ) ⇢ ⌦R for all t > 0 as well.

We now show that all agents emanating from set F are generically r0-
separated. This will be the content of the following two lemmas.

Lemma 3.2. Let us fix a � > 0 and consider the set

G� = [i 6=j{(x,v) : |xi � xj | < r0 � �}.

Then |F \G�| = 0.



7

Proof. Suppose, on the contrary that |F\G�| > 0. According to (15) for any
F̃ ⇢ F the action of the transformation Sn(F̃ ), n 2 N scales the measure of
F̃ only by a fixed factor. Thus, the Poincare Recurrence Theorem applies
(the classical statement asks for a measure preserving transformation, but
only uses the fact that if Sn(A)’s are disjoint, then |A| = 0. This clearly holds
in our case too, see [9]). It says that for almost every point (x,v) 2 F \G�

the action Sn(x,v) returns to F \G� infinitely many times. Let us fix any
such point (x0,v0) 2 F \ G�. So, Snk(x0,v0) = (x(nk),v(nk)) 2 F \ G�

for some subsequence nk. In particular (x(nk),v(nk)) 2 G�. This means
that for every k there exists ik 6= jk such that |xik(nk)� xjk(nk)| < r0 � �.
Since all the velocities are bounded by R, there exists a time interval I
independent of k such that |xik(nk + s) � xjk(nk + s)| < r0 � �/2 for all
s 2 I. Since � is properly supported on Br0 , see (3), this further implies
that �ikjk(nk + s) > c0 for some c0 > 0 and all s 2 I. Consequently,P

i 6=j �ij(nk + s) > c0 for all k and s 2 I. This clearly contradicts (14).
⇤

Lemma 3.3. For almost any initial condition (x0,v0) 2 F we have |xi(t)�
xj(t)| > r0 for all i 6= j and all t > 0.

Proof. It follows from Lemma 3.2 that

|F\{(x,v) : |xi � xj | > r0, 8i 6= j}| = 0.

By the semigroup property we have the inclusion St(F ) ⇢ F for any t > 0.
Thus, by countable selection, there exists a subset F̃ ⇢ F , |F̃ | = |F | such
that

St(F̃ ) ⇢ {(x,v) : |xi � xj | > r0, 8i 6= j}, 8t 2 Q+.

By continuity,

St(F̃ ) ⇢ {(x,v) : |xi � xj | > r0, 8i 6= j}, 8t > 0.

This proves the lemma. ⇤
According to Lemma 3.3, since all �ij = 0 for almost any initial condition

in F , the trajectories represent straight Euclidean lines periodized on the
torus

x(t) = x0 + tv0 mod 2⇡

with all the agents being separated by r0. This means that the trajectory is
not dense on TnN , and hence, by the Kronecker criterion of Theorem 1.2, v0

must have Q-dependent coordinates. Such data cannot fill a set of positive
measure. Hence, |F | = 0. ⇤

To harvest the consequences of just proved proposition let us prove the
following lemma.

Lemma 3.4. If for some i 6= j, we have
Z 1

0
�ij(s,x0,v0) ds = 1,
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then the agents align, |vi � vj | ! 0.

Proof. The lemma follows in two steps. First, we have the following law for
the 1-variation (see [13])

(16) V1 =
X

i,j

|vi � vj |,
d

dt
V1 6 �

1

N

X

i,j

�ij |vi � vj | := �I1.

In particular,

(17)

Z 1

0
I1(s) ds < 1.

Next, let compute evolution of an individual di↵erence

d

dt
|vi � vj |

2 =
1

N

X

k

�ik(vk � vi) · (vi � vj)�
1

N

X

k

�jk(vk � vj) · (vi � vj)

In the first sum we single out the k = j term and in the second k = i term.
The two result in

d

dt
|vi � vj |

2 = �
1

N
�ij |vi � vj |

2 +
1

N

X

k 6=j

�ik(vk � vi) · (vi � vj)

�
1

N

X

k 6=i

�jk(vk � vj) · (vi � vj),

and hence
d

dt
|vi � vj | 6 �

1

N
�ij |vi � vj |+ 2I1.

Applying Grönwall’s Lemma, and in view of the assumption and (17), we
arrive at the conclusion. ⇤

In view of Proposition 3.1, for almost every data there exists i 6= j which
fulfills the Lemma 3.4. Hence, at least two agents must align, and Theo-
rem 1.4 is proved.

3.1. Clustering Conjecture. For any initial data (x0,v0) 2 TnN
⇥ RnN

the !-limit set of the trajectory, !(x0,v0), consists of solutions with constant
entropy V2. According to (12) the dissipation must vanish. This causes
clustering: if |xi � xj | < r0, and hence �ij > 0, then vi = vj . So, agents
with di↵erent velocities must be separated at least by the communication
distance r0. Moreover, all the velocities are constant and all agents travel
along straight lines xi = xi(0) + tvi mod 2⇡. If we sort all agents into
clusters C

1, . . . , CK which collect agents with the same velocities, then for
any xk 2 C

k, xl 2 C
l, k 6= l, we have vk 6= vl and |xk � xl| > r0. Denoting

v1, . . . , vK all the di↵erent velocities in this cluster system we conclude by
the Kronecker criterion that

(18) rkl · (vk � vl) = 0,
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for some rkl 2 Qn. By Galilean invariance we can also mod out the momen-
tum by imposing another equation

(19)
X

k

|C
k
|vk = 0.

The system (18) - (19) has 1
2K(K � 1) + n equations imposed upon nK

unknowns. Generically such a system will be overdetermined if K > 2n.
So, we conclude that most likely the number of clusters in the limiting state
of the system does not exceed 2n. This is a weaker form of the Generic
Alignment Conjecture.

Conjecture 3.5 (Clustering Conjecture). For almost every initial datum

(x0,v0) 2 TnN
⇥ RnN

the solution to the system (2) forms at most 2n clusters.

4. Potential forces

Let us explore application of the method to the Cucker-Smale system
on the open environment RnN

⇥ RnN with additional potential forces. We
consider two classes of such forces: confinement and mutual interactions.
Let us start with the first case.

4.1. Dynamics under confinement force. The system is given by

(20)

8
>><

>>:

ẋi = vi,

v̇i =
1

N

NX

j=1

�(xi � xj)(vj � vi)�rU(xi),

where the potential U is assumed to be radial and confining

U(r) ! 1, as r ! 1.

The total energy which given by

E = K + P,

K =
1

2N

NX

i=1

|vi|
2, P =

1

N

NX

i=1

U(xi)
(21)

satisfies the same dissipative law

(22)
d

dt
E = �

1

N2

NX

i,j=1

�(xi � xj)|vi � vj |
2.

Hence, it remains bounded. This implies that in the confinement case the
flock remains bounded in both space and velocity directions (although the
diameter may heavily depend on N). To put it qualitatively, let us fix an
energy level E > 0 and consider the sub-level set

⌦(E) = {(x,v) 2 RnN
⇥ RnN : E 6 E}.
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We can see that ⌦(E) is a bounded subset of the ensemble space and remains
invariant under the action of the semigroup St. Note that potential forces
have no impact on the Jacobian of the transformation St, and the formula
(13) remains the same. Consequently, the arguments of Lemma 3.2 and 3.3
apply on every sub-level set ⌦(E) to show that for almost any initial data
(x0,v0) 2 RnN

⇥RnN the following dichotomy holds: either |xi(t)�xj(t)| >
r0 for all i 6= j and all t > 0, or

R1
0

P
i,j �ij ds = 1. The first alternative

may hold for a set of positive measure. Let us denote it

(23) H = {(x0,v0) 2 RnN
⇥ RnN : |xi(t)� xj(t)| > r0 8i 6= j, 8t > 0}

Solutions in H will not interact through alignment, �ij = 0, so the dynamics
is described by N decoupled Hamiltonian systems:

(24)

⇢
ẋi = vi,

v̇i = �rU(xi),

So, we can state the dichotomy above as follows.

Proposition 4.1. For almost every (x0,v0) 2 RnN
⇥ RnN

\H, we have

Z 1

0

X

i 6=j

�ij(s,x0,v0) ds = 1.

In particular, it holds for almost every initial data for which |x0i � x0j | < r0
for at least one pair of i 6= j.

In terms of the action of St, Proposition 4.1 can be interpreted more
geometrically: the semigroup St acts invariantly and measure preserving on
H, while it contracts volumes to 0 as t ! 1 on the complement RnN

⇥

RnN
\H. Despite this contractivity, the generic long time behavior is still

more complicated than just convergence to the same velocity. We illustrate
this by a simple example.

Example 4.2. Suppose we have a three-agent system x1, x2, x3, evolving un-
der the quadratic potential U = 1

2r
2. Let (x3, v3) belong to a set of high

energy data F which oscillate according to

ẋ3 = v3, v̇3 = �x3,

and such that |x3(t)| > R � 1 for all t > 0 and all (x03, v
0
3) 2 F . Such

a set has positive measure |F | > 0 in Rn
⇥ Rn, if n > 1. Let � has a

communication range R/2 and �(r) = ⇤ for r < R/4, and ⇤ � 1. Under
such strong communication, any small initial data (x01, x

0
2; v

0
1, v

0
2) 2 R2

⇥R2

with |(x01, x
0
2; v

0
1, v

0
2)| < " ⌧ R/4 will never leave a �-neighborhood of the

origin as it will be confined to the low energy set ⌦("). Hence, the pair
(x1, x2) will never interact with x3. However, the pair of interactive agents
x1, x2 will undergo constant alignment interaction as �12 = 1. According to
[12], |x1 � x2| + |v1 � v2| . e�ct for some c > 0. Thus, the configuration
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data (x,v) starting on the set F ⇥B" of positive measure will never achieve
complete alignment.

Building upon this example one can construct systems of any number of
agents N which generically achieve aggregation into an arbitrary number of
clusters K 6 N , with K = N corresponding to the data in the oscillation
set H. Since in all these examples there is always a pair of agents that
does align, one is naturally led to believe that a similar statement to that of
Theorem 1.4 can be proved in the confinement case as well. The one crucial
link that is missing, however, is the analogue of Lemma 3.4. In other words,
even knowing that for some pair of agents

R1
0 �ij(s) ds = 1 we cannot

conclude the alignment due to the lack of the V1-law (16).
Nonetheless, this issue can be circumvented for a two agent system with

quadratic confinement.

Theorem 4.3. Suppose N = 2. Suppose that �(r) > 0 is a smooth radially

decreasing kernel, and U(r) = 1
2r

2
. Then for almost every initial datum

(x0,v0) 2 R2n
⇥R2n

\H the solution to the system (20) aligns and aggregates

|x1 � x2|+ |v1 � v2| ! 0.

Proof. Let us denote for short v12 = v1 � v2 and x12 = x1 � x2. We have

v̇12 = ��12v12 � x12, ẋ12 = v12,

and the energy law reads

d

dt
(|v12|

2 + |x12|
2) = �2�12|v12|

2.

We supplement the energy with the communication-weighted cross-product
term with a small factor " > 0 to be determined later. So, let us define

� = �12x12 · v12.

Then

�̇ = 2�0
12
(x12 · v12)2

|x12|
+ �12|v12|

2
� �12|x12|

2
� �2

12x12 · v12.

The first term is negative, so we will drop it. In the last we use that � is
bounded and apply the generalized Young inequality,

�̇ 6 c1�12|v12|
2
�

1

2
�12|x12|

2.

Let us consider the modified energy Ẽ = |v12|2+ |x12|2+ "� and note that
for " > 0 small Ẽ ⇠ E . Combining the above computations, we obtain

d

dt
Ẽ 6 ��12|v12|

2
�

"

2
�12|x12|

2 6 �c2�12Ẽ .

The result follows from Proposition 4.1 and Grönwall’s Lemma.
⇤
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4.2. Dynamics under potential interactions. Let us now consider the
potential interaction force

(25)

8
>><

>>:

ẋi = vi,

v̇i =
1

N

NX

j=1

�(xi � xj)(vj � vi)�
1

N

NX

j=1

rU(xi � xj),

where as before the potential U is assumed to be radial and attracting at
long range

U(r) ! 1, as r ! 1.

The total energy which is given by

E = K + P,

K =
1

2N

NX

i=1

|vi|
2, P =

1

N2

NX

i,j=1

U(xij)
(26)

The total energy satisfies the same law (22).
Let us note that the dynamics under (25) is generically unbounded in the

x-direction thanks to the conservation of momentum and linear transport
of the center of mass:

d

dt
v̄ = 0, v̄ =

1

N

NX

i=1

vi,

d

dt
x̄ = v̄, x̄ =

1

N

NX

i=1

xi.

(27)

So, to make it bounded it is necessary to mode out the momentum by the
Galilean invariance thereby restricting the system to the null-space

RnN
0 ⇥ RnN

0 = {(x,v) : x̄ = v̄ = 0}.

The semigroup St restricted to this space will leave the subenergy sets ⌦(E)
invariant, and will be confined to a bounded region in (x, v)-space depending
only on E.

The next step is to compute the divergence of the field given by (25)
restricted to RnN

0 ⇥ RnN
0 . The following lemma shows that the divergence

is the same as in the unrestricted case.

Lemma 4.4. Denting by F the field defined by (25) on RnN
0 ⇥RnN

0 we have

divRnN
0 ⇥RnN

0
F = �

n

N

X

i 6=j

�ij .

Proof. Since the divergence is independent of coordinate system, the easiest
way to see it is to consider the Cartesian system on the first N � 1 copies
of Rn, and consider the last Rn as a “slave” space given by

xN = �x1 � · · ·� xN�1, vN = �v1 � · · ·� vN�1.
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Since the x-component is independent of the v-component, we can see that
we only have to compute the divergence in first N � 1 coordinates of the
v-equation. Let us write, for i 6 N � 1,

v̇i =
1

N

N�1X

j=1

�ij(vj � vi)�
1

N
�iN

 
N�1X

k=1

vk � vi

!
�

1

N

NX

j=1

rU(xi � xj),

So, taking divergence with respect to vi, we obtain

�
n

N

N�1X

j=1,j 6=i

�ij �
2n

N
�iN .

Summing up over i = 1, . . . , N � 1 we obtain

�
n

N

N�1X

j 6=i

�ij �
2n

N

N�1X

i=1

�iN = �
n

N

N�1X

j 6=i

�ij �
n

N

N�1X

i=1

�iN �
n

N

N�1X

i=1

�Ni

= �
n

N

X

i 6=j

�ij .

This proves the lemma. ⇤

So, since ⌦(E) is a bounded set when restricted on RnN
0 ⇥RnN

0 , Lemma 3.3
applies, and hence we obtain exact same statement as Proposition 4.1 on
the null space. By Galilean invariance it extends to the full configuration
space RnN

⇥ RnN as well simply because the projection on the null space
would send a set of positive measure to a set of positive measure. So, the
set of points for which the conclusion fails must have measure 0.

Let us note that for the quadratic potential U = 1
2r

2 the dynamics on
the null space coincides with the confinement case. So, in general, the set of
oscillations H may have a positive measure. We project, however, that the
Generic 2-agent Conjecture will be valid for the system (25) as well.

For N = 2 the result of Theorem 4.3 can be restated in a much more
general form, and it has several interesting consequences that we will discuss
below.

Theorem 4.5. Let N = 2. Suppose that � is a smooth radial kernel, and

U 2 W 2,1
loc (Rn) is a radial potential U = U(r) > 0 such that

(28) U 0(r)�0(r) 6 0, 8r > 0,

and for all R > 0 there exists cR > 0 such that

(29) |U 0(r)|2 > cR|U(r)|, 8r < R.

Then for almost every initial datum (x0,v0) 2 R2n
⇥R2n

\H the solution to

the system (20) satisfies

U(x1 � x2) + |v1 � v2| ! 0.
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Proof. The proof is almost identical to that of Theorem 4.3. In view of the
oddness of rU we have

v̇12 = ��12v12 �rU(x12), ẋ12 = v12,

thus,
d

dt
(|v12|

2 + U(x12)) = �2�12|v12|
2.

Define

� = �12rU(x12) · v12.

Then

�̇ = 2�0(|x12|)U
0(|x12|)

(x12 · v12)2

|x12|2
� �12|rU(x12)|

2

� �2
12rU(x12) · v12 + �12D

2U(x12)v12 · v12.

where we used that rU(x12) = U 0(|x12|)
x12
|x12| . In view of (28) the first term

is non-positive, and can be dropped. The term ��2
12rU(x12) · v12 is treated

as earlier. And in the last term we simply use the boundedness of D2U on
bounded sets. So, we obtain

�̇ 6 c�12|v12|
2
�

1

2
�12|rU(x12)|

2.

So, for any " < "0 we have

d

dt
(|v12|

2 + "�+ U(x12)) 6 �c"�12(|v12|
2 + |rU(x12)|

2).

In view of (29) we have

|v12|
2 + "�+ U(x12) . |v12|

2 + |rU(x12)|
2,

and so

d

dt
(|v12|

2 + "�+ U(x12)) 6 �c"�12(|v12|
2 + "�+ U(x12)).

So, by Grönwall’s Lemma,

lim sup
t!1

[|v12|
2 + "�+ U(x12)] 6 0, 8" < "0.

Notice, however, that � is uniformly bounded in time thanks to the fact
that the diameter remains bounded. So, from the above

lim sup
t!1

[|v12|
2 + "�+ U(x12)] > lim sup

t!1
[|v12|

2 + U(x12)]� c".

So,

lim sup
t!1

[|v12|
2 + U(x12)] 6 c", 8" < "0,

and the theorem follows. ⇤
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Theorem 4.5 describes ultimate outcome for solutions in many various
scenarios. Let us discuss a few.

To start, let us note that the assumption (29) simply means that near any
zero point U(`) = 0 the order of contact is at most quadratic, U(r) ⇠ |r�`|� ,
� 6 2. Otherwise, U has no critical points.

So, in our first scenario we assume that U(r) = (r � `0)2+ for r < `0 + �,
and otherwise U is monotonely increasing. Hence, (29) holds. Let us also
assume that � is monotonely decreasing to zero on r 6 r0 (here r0 and `0
are in no relation to each other). Then (28) also holds. The result implies
that in this situation generically,

(|x1 � x2|� `0)+ + |v1 � v2| ! 0.

So, the separation between agents decreases to a value 6 `0, and the agents
align. Moreover, if `0 < r0, then for a generic solution starting from some
time t⇤ we have �12 > � > 0. We can then conclude 1/t-decay rate of the
energy. Indeed, let us modify the proof of Theorem 4.5 slightly, where we
set " = "(t) 6 "0 to be a decreasing function of time with |"0| 6 c"2. Then
from time t⇤ we have

d

dt
(|v12|

2 + "�+ U(x12)) 6 �c"(t)(|v12|
2 + |rU(x12)|

2) + "0�

6 �c("(t)� "2(t))(|v12|
2 + |rU(x12)|

2)

6 �
1

2
c"(t)(|v12|

2 + "�+ U(x12)).

By Grönwall’s Lemma, we have

|v12|
2 + U(x12) 6 e�c

R t
t⇤ "(⌧)d⌧ + C"(t).

The optimal rate is obtained with the choice " = 1
ct .

This represents an extension on the results obtained in [11] for global
communication kernels to a completely local case, albeit only for a two
agent system. Let us summarize it.

Corollary 4.6. Let N = 2. Suppose U is an attraction potential described

above. Then for almost every initial datum (x0,v0) 2 R2n
⇥ R2n

\H

(|x1 � x2|� `0)+ + |v1 � v2| ! 0.

Moreover, if `0 < r0, then there exists C > 0 such that

(|x1 � x2|� `0)+ + |v1 � v2| 6
C

p
1 + t

, t > 0.

The above results hold generically for any initial data with |x01 � x02| < r0.

It is notable that the condition |x01 � x02| < r0 imposes no restriction
on the initial velocities. So, for example, one can send the agents in almost
opposite directions with fast momenta, where they surely separate and travel
long distances vastly exceeding their �-communication zones. Yet, under the
attraction force with probability 1 they still come back and eventually align.
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Our second example pertains to the attraction-alignment-repulsion 3Zone
model. Suppose that for some `0 6 `1

(30) U(r) =

8
>>>>>><

>>>>>>:

smooth and decreasing, r0 6
1

2
`0,

|r � `0|
2,

1

2
`0 6 r 6 `0,

0, `0 6 r 6 `1,

|r � `1|
2, r > `1,

In the range r0 6 1
2`0 we do not specify any exact rule as long as U 2 C2

near the origin as a function on Rn and U is radially decreasing. Next,
suppose that �0(r) > 0 for r 6 `0, and �0(r) 6 0 for r > `1. In particular,
� can be simply non-increasing everywhere and is a constant in the range
r 6 `0. Then Theorem 4.5 applies.

Corollary 4.7. Let N = 2. Suppose U,� are as described above. Then for

almost every initial datum (x0,v0) 2 R2n
⇥ R2n

\H

dist{|x1 � x2|, [`0, `1]}+ |v1 � v2| ! 0.

Furthermore, if r0 > `1, the above convergence comes with the rate

dist{|x1 � x2|, [`0, `1]}+ |v1 � v2| 6
C

p
1 + t

, t > 0.

In particular, the results hold generically for any initial data with |x01�x02| <
r0.

A striking application can be seen in the case when `0 = `1 and r0 > `0.
This corresponds to another situation addressed in [11] where it was shown
that

||x1 � x2|� `0| .
ln1/2(t)

t
, |v1 � v2| .

1
p
t
,

provided initially

(31) ||x01 � x02|� `0|+ |v01 � v02| < ",

and the communication range is infinite, r0 = 1. We can see that this result
holds globally and even for a finite r0 by Corollary 4.7. Near the potential
equilibrium (31) the condition |x01 � x02| < r0 is satisfied automatically and
without any requirement on velocities.
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