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ORIGINAL RESEARCH

Predicting Food Distribution with Underlying Factors for 
a Hunger Relief Organization
Kehinde Odubela , Henry Ivuawuogu, Steven Jiang , and Lauren Davis

Department of Industrial and Systems Engineering, North Carolina A&T State University, Greensboro, 
NC, USA

ABSTRACT
Hunger relief organizations often estimate food demand using 
food distribution data. Leveraging Visual Analytics (VA) and 
historical data, we examine how underlying factors like unem
ployment, poverty rate, and median household income affect 
forecasts for aid recipients’ food demand. Our study reveals that 
incorporating these factors enhances forecast accuracy. Visual 
Analytics empowers decision-makers to integrate field knowl
edge with computational insights, enabling more informed 
decisions. This innovative approach presents a valuable tool 
for charitable organizations to strategically improve forecasting 
precision in the dynamic landscape of hunger relief.
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Introduction

Food insecurity as defined by the United States Department of Agriculture 
(USDA) is the inability for an individual or household to have access to 
nutritious food. Individuals and households experience food insecurity when 
they have limited access to safe and nutritious food they need for an active, 
healthy life.1;2 Food insecurity encompasses not only the physical availability 
of food but also considers factors such as accessibility, utilization, and stability. 
The Economic Research Service (ERS) of the (USDA) estimated that 87.2% of 
U.S. households were food secure throughout the entire year in 2022.3 Thus, 
this percentage of the population always had access to enough food for an 
active, healthy life for all members of their households. However, the remain
ing 12.8% of households were food insecure, at least some time during 
the year. These include 5.1% that experienced very low food security, that is, 
one or more times, the food intake of the household members was reduced, 
and their eating patterns were disrupted. This is mostly because they lacked 
money and other resources for obtaining food due to poverty, unemployment, 
stagnant wages and rising cost of living.3

Food banks play a vital role in distributing nutritious food to those in 
need through dynamic distribution networks, facing complexities in supply 
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and demand uncertainties.4–6;7;8 They also prioritize cultural sensitivity in 
ensuring that the foods available align with the diverse preferences of the 
communities they serve.9 Capturing food demand data proves challenging, 
often relying on food distribution data as a proxy.8 Decision makers 
grapple with planning equitable and efficient food distribution amidst 
these complexities, compounded by underlying factors such as poverty 
and unemployment.10–12

This study builds on existing research, focusing on forecasting food 
demand, an area with limited attention in the literature.8 Utilizing a visual 
analytics approach, this study helps decision makers with understanding 
potential underlying factors influencing forecasts, providing a flexible and 
convenient tool. Additionally, manual configuration of forecast models 
using Python programs allows us to compare accuracy with visual analytics- 
generated forecasts.

In humanitarian logistics, research has predominantly focused on sud
den-onset disaster relief, particularly in disaster operations 
management.13;14;15 Resource allocation problems have been addressed 
using Mixed Integer Programming (MIP) and stochastic programming, 
emphasizing uncertainties in demand and supply.16 Fewer studies explore 
uncertainties in slow-onset environments, such as in-kind food donations.8 

Davis et al. applied several forecasting algorithms to model the uncertainty 
inherent in material donations (supply), but the demand by aid recipients 
remains to be studied. This becomes even more imperative considering the 
several socioeconomic factors that might have a relationship with the food 
demand forecasts.17 Odubela et al. characterized the behavior of food bank 
partner agencies and adopted a bottom-up approach to predict the number 
of persons served as a way to estimate the food demand. However, this 
study did not consider the underlying factors that might have an impact on 
food demand. Notably, our study bridges a gap by applying forecasting 
algorithms to model food demand and identify socioeconomic factors 
impacting forecasts, contributing to a more comprehensive understanding 
of food bank operations.

Time series forecasting, a common approach in humanitarian research, 
leverages past behavior to predict future events.18 Studies have employed 
various techniques such as Empirical Mode Decomposition (EMD), 
Autoregressive Integrated Moving Average (ARIMA), and genetic algorithms 
to forecast demand post-disaster.19;20 Additionally, a fuzzy logic-based algo
rithm has been applied for earthquake prediction.21

Visual analytics (VA) emerges as a powerful tool, combining human intui
tion with computational capabilities for data exploration.22;23 Our study pio
neers the use of VA to forecast food demand, enabling decision makers to 
interact with analytical models through visualization. This approach enhances 
the speed of data exploration and boosts decision maker confidence.23 
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Importantly, it allows for the exploration of underlying factors impacting 
forecasts, a unique contribution to the literature.

The study holds merit for nonprofit hunger relief organizations, offering an 
interactive approach to identify factors influencing data and aiding decision- 
making. Our study fills a critical gap by integrating forecasting algorithms, 
visual analytics, and human expertise to model food demand for a hunger 
relief organization. This approach empowers decision makers to make 
informed and strategic distribution decisions in the face of uncertainties.

Methodology

Problem Background

The Food Bank of Central and Eastern North Carolina (FBCENC) is one of the 
seven food banks in North Carolina, all belonging to the Feeding America 
network – serving about a third of all the 100 counties in NC. The food bank 
faces the challenge of equitable distribution of food among the 34 counties, 
such that the amount of food distributed to each county – and agencies in the 
county – is proportional to the amount of need there.

The counties are reached through six food bank branch locations (ware
houses) based on the service area under which they are categorized. FBCENC 
and its branch warehouses can receive donations from wholesale grocers, 
supermarkets, manufacturers, farmers and other individuals or groups. 
These donations are distributed through more than 700 partner agencies 
offering different programs such as kids’ café, soup kitchens, children and 
elderly nutrition, food pantries and so on.

The food bank decision makers are required to determine the amount of 
food they expect to distribute to the counties based on available donations, 
since the resources available cannot completely satisfy the need. Hence, there 
is the need for improved forecasts. Presently, the food bank uses a fair share 
policy to equitably allocate food among the counties served. To assess the 
effectiveness of the fair share policy, Feeding America – the umbrella body of 
food banks in the U.S. – recommends that a county’s pounds per person in 
poverty (PPIP) be a minimum of 75%.

To evaluate and augment the fair share policy, the food bank utilizes the 
Map the Meal Gap tool, a publication by Feeding America. This tool provides 
valuable insights through estimates of county-level and child food insecurity, 
as well as estimates of the food budget shortfall among food-insecure indivi
duals. Map the Meal Gap leverages data on critical factors contributing to food 
insecurity, including unemployment, poverty, and various demographic and 
household characteristics.

While the fair share policy and Map the Meal Gap offer valuable per
spectives, the challenge lies in forecasting food demand accurately. 
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Presently, the amount of food distributed to a county or branch, based on 
the fair share policy, serves as a proxy for demand. However, there exists an 
opportunity to improve forecasting accuracy by introducing underlying 
factors. This research endeavors to fill this gap by exploring the impact of 
these factors on the forecasts generated for food demand by a hunger relief 
organization.

Moreover, this study introduces a novel approach to aid decision-makers at 
hunger relief organizations – a visual analytics methodology. This approach 
allows decision-makers to interact with analytic models through visualization, 
eliminating the need for advanced programming skills or an in-depth under
standing of complex statistical techniques. By incorporating this visual analy
tics approach, decision-makers gain a more accessible and flexible tool to 
navigate the intricacies of forecasting in the dynamic landscape of hunger 
relief.

Research Questions

To understand the nature of food demand at the food bank, this study 
seeks to answer the following research questions: (1) Considering the 
underlying structure of the demand data such as seasonality and trends, 
which forecasting model generates the best estimate for food demand? (2) 
What underlying socioeconomic factors have a relationship with the 
demand data? (3) What changes are made to the forecast by manipulating 
the factors?

Data Collection

To address the questions, six fiscal years of food distribution data (2006–2012) 
from FBCENC was gathered, focusing on each county’s donation amounts. 
The data was pre-processed to include relevant fields: gross weight (pounds) 
and posting date. Food distribution data was used as a proxy for capturing 
food demand data as used in literature.8 Historical records of socioeconomic 
factors were obtained to explore potential relationships, including county-level 
unemployment statistics from the U.S. Bureau of Labor Statistics (BLS) and 
poverty rates and median household income from the U.S. Census Bureau’s 
Small Area Income Poverty Estimates (SAIPE) page for 2006–2012.

The data was aggregated by month and year, aiming to determine the most 
accurate forecasting model. The unemployment rates were sourced from the 
BLS (https://www.bls.gov/data/#unemployment), while poverty rates and 
median household income data were obtained from the USCB website 
(https://www.census.gov/programs-surveys/saipe/data.html). A summary of 
each measure is provided in Tables 1 and 2 displays sample data for one 
fiscal year.24
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Forecasting Models

ARIMA Model
Yule introduced autoregressive (AR) and moving average (MA) models, 
expanded by.25 ARIMA, by Gooijer and Hyndman,26 connects successive 
observations in time series, using univariate models without independent 
variables and multivariate models with accurate forecasts of independent 
variables.27

In summary, for an autoregressive process, it can be expressed as: 

Yt ¼ a þ θ1Yt�1 þ θ2Yt�2 þ ::: þ θpYt�p þ Et (1) 

Yt ¼ b þ θ1Et�1 þ θ2Et�2 þ ::: þ θpEt�p þ Et (2) 

Equation (1) expresses the autoregressive process (AR), where p is the number 
of past observations and Et is the random shock at time t. Equation (2) 
represents the moving average process (MA), with q as the number of past 
observations. Coefficients (ϴ) and constants (a and b) are estimated through 
repeated computation models.27

Estimates of the coefficients ϴ and constants (a and b) can be 
obtained by repeated computation models.27 The ARIMA method 
assumes stationarity in time series, but real-world data often lacks this 
feature.27 Pereira recommends removing trends, variance, and 

Table 1. Summary of data processing.
Measure (State and County Level) Source Measurement Unit Aggregation Period Considered

Food Demand - Gross Weight FBCENC Pounds Monthly July 2006 - June 2011
Unemployment Rate BLS Percentage Monthly July 2006 - June 2011
Poverty Rates USCB
Under Age 18 Percentage Yearly 2006 – 2011
Ages 5–17 Percentage Yearly 2006 – 2011
Under Age 5 Percentage Yearly 2006 – 2011
Median Household Income UCSB Dollars Yearly 2006 – 2011

Table 2. Sample data.

Date

Food 
Demand 

(lbs.) Poverty Unemployment
Poverty- 
Under18

Poverty- 
Age 5–17

Poverty- 
Under5

Median 
Household 

Income

Jul-06 2853437 14.7 4.8 20.1 18.3 23.3 39797
Aug-06 2696531 14.7 4.9 20.1 18.3 23.3 39797
Sep-06 2325048 14.7 4.9 20.1 18.3 23.3 39797
Oct-06 2313834 14.7 4.9 20.1 18.3 23.3 39797
Nov-06 2717386 14.7 4.8 20.1 18.3 23.3 39797
Dec-06 2869578 14.7 4.7 19.5 18.3 23.3 39797
Jan-07 2916354 14.3 4.7 19.5 17.8 22.6 43513
Feb-07 2641102 14.3 4.6 19.5 17.8 22.6 43513
Mar-07 2887641 14.3 4.6 19.5 17.8 22.6 43513
Apr-07 2859369 14.3 4.6 19.5 17.8 22.6 43513
May-07 2760968 14.3 4.6 19.5 17.8 22.6 43513
Jun-07 2805675 14.3 4.6 19.5 17.8 22.6 43513
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seasonality before applying ARIMA, with the option to reintroduce 
them later.28 Enders suggests unit root tests, and determining autore
gressive (p) and moving average (q) observations relies on examining 
ACF and PACF. Model adequacy is validated by assessing residuals, 
ensuring they resemble a normal distribution with zero mean and zero 
autocorrelation.

Exponential Smoothing Model
Exponential smoothing methods were first introduced in the works of29–31 

and.32,33 first suggested a statistical basis for applying simple exponential 
smoothing after demonstrating optimal forecasts generated by the model for 
a random data with noise.26 Gooijer & Hyndman have identified the best 
known exponential smoothing models including simple exponential smooth
ing (SES) for no trend and seasonality in the series, Holt’s linear method for 
additive trend and no seasonality, and Holt-Winters’ additive method for 
additive trend and seasonality. Trend-based methods excel with noticeable 
trends, identified by plotting the time series over time.34  

Yt ¼ αYt þ α 1 � αð ÞYt�1 þ α 1 � αð Þ
2Yt�2 þ α 1 � αð Þ

3Yt�3 þ . . . :: (3) 

In a simple exponential smoothing, an estimate of each one-step-ahead fore
cast is generated by repeatedly computing the Equation (3) below.27 This 
method places more weight on the most recent observations by calculating 
a geometric sum of previous observations. The smoothing parameter (α) 
ranges from 0 to 1.

The Holt-Winters Method
The Holt-Winters method is a generalization of the exponential smoothing 
methods. It is very useful for forecasting a time series that has elements of 
trend and seasonality. In the additive Holt-Winters Method, the time series 
(Yt) is composed of the trend (Tt), seasonality (St) and irregularity (It) com
ponents. It can be represented as in equation (4) below. 

Yt ¼ Tt þ St þ It (4) 

The trend T is assumed to be linear while S, the seasonality component 
changes slowly over time. Irregularity I is due to a random shock or white 
noise. For the purpose of forecasting, the trend and seasonal components and 
trend gradient per time (Gt) can be estimated from the observations. Each of 
the trend, seasonality and gradient have associated smoothing parameters. The 
values of these parameters should be selected to minimize the mean square 
errors (MSE) of the one-step ahead forecast.35
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SAS Visual Analytics

Several tools are available for bridging the gap between visualization and 
analytics domains. They allow business users create visual representations of 
their data and apply human judgments to make conclusions based on evi
dence, hypothesis or assumptions.22 Tools like Tableau, SAS Visual Analytics 
(SAS VA), Board, and Microsoft Power BI facilitate seamless integration of 
visualization and analytics. As such, business users can decide what is impor
tant to focus on.36

SAS Visual Analytics (SAS VA) was chosen because of its ability to deal with 
huge data sets, automatically selecting the best chart (auto-charting) for 
visualizing the data and its advanced forecasting features. The forecasting 
feature in SAS VA can be applied by users to predict how their data trends 
into the future. It also automatically identifies and selects the best forecasting 
model that fits the data. The forecasting models currently available in SAS VA 
7.4 include ARIMA, damped trend exponential smoothing, seasonal exponen
tial smoothing, simple exponential smoothing, linear exponential smoothing 
and Winters method. SAS VA allows the user to manipulate the forecasted 
data to gain insights into how certain data items factor into the forecast. This 
involves finding underlying factors that have a relationship to the forecast 
which can be manipulated with scenario analysis.

Underlying Factors with Forecasting

Time series forecasting, predicting values based on historical records, can be 
enhanced by incorporating additional measures that influence the variable of 
interest.37 SAS VA forecasting models integrate these measures during analy
sis, identifying their impact on the forecast. Non-influential measures can be 
removed, strengthening the model. An advanced feature in SAS VA updates 
forecast values automatically when new influencing measures are added.37 

Identified influential measures enable scenario analysis and goal seeking. 
SAS VA retains the best-fit forecasting model and allows users to manipulate 
underlying factors, visualizing forecast changes based on new values. Goal 
seeking permits users to set forecast values, exploring necessary changes in 
underlying factors. Accuracy in underlying factor values depends on their 
strong correlation with the forecasted variable.37

Forecast Model Evaluation

Data is split into two sets: the training set (July 2006 – June 2011) for building 
time series and forecast models, and the test set (July 2011 – June 2012) for 
assessing forecast accuracy using mean absolute percentage error (MAPE) 
with one-period-ahead forecasts (T0 = 12). The choice of the split is based on 
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careful consideration of the trade-off between model training and evaluation. 
Allocating about 80% of the data for training ensures that the models are 
exposed to a sufficiently large and diverse set of examples. This, in turn, allows 
the models to capture underlying patterns, and relationships, within the data. 
Reserving about 20% of the dataset for testing serves a critical purpose in the 
evaluation phase. This independent subset, untouched during the training 
process, acts as a robust benchmark to assess the generalization performance 
of the developed models. It provides a real-world simulation, allowing us to 
gauge how well the models are likely to perform on new, unseen data.

The careful split between training and testing sets helps mitigate the risk of 
overfitting, ensuring that the models do not merely memorize the training 
data but learn to generalize to new instances effectively. The evaluation on the 
testing set serves as a stringent test of the model’s ability to extrapolate patterns 
learned during training to novel data, indicative of its real-world applicability.

One-period-ahead forecasts Ŷtþ1jt are generated for each of Y1 to Yt. The 
MAPE is determined according to the equation below: 

MAPE ¼ T�1
0

XTþT0

t¼T
j
Ŷtþ1jt � Ytþ1

Ytþ1

" #

x100j (5) 

The mean absolute percentage error (MAPE) is employed to evaluate forecast 
improvement with each introduced underlying factor, specifically those sig
nificantly contributing to the forecast. A lower MAPE, when comparing 
forecasts for different factors, signifies improved accuracy by incorporating 
related information contributing to the forecasted food demand.

Results and Discussion

Underlying Factors of Food Demand and Time Series Plot

The correlation analysis reveals strong correlations (Pearson’s r > 0.8) between 
food demand (“Demand”) and underlying factors such as poverty and unem
ployment. However, median household income exhibits a moderate relation
ship with demand, approximately 0.4. The time series plot below (Figure 1) 
illustrates a consistent upward trend in food demand annually, with noticeable 
seasonality, particularly during holidays, reflecting increased food drives and 
donations to the food bank for distribution to those in need.

Forecast Model Results at the Food Bank Level

Without Underlying Factors
Utilizing Visual Analytics streamlines decision-making for non-experts by 
offering quick and user-friendly tools, as emphasized earlier. Leveraging SAS 
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VA, the Additive Winters Method was identified as the optimal fit for the data 
before introducing underlying factors. This aligns with35 endorsement of the 
Holt-Winters method for its robust forecasting performance. Particularly 
effective for time series with diverse components and subject to structural 
changes, the Holts-Winters method provides stable and accurate forecasts.

Figure 2 offers a detailed view of the monthly food demand forecast, 
spanning six intervals from the last month of the provided data. The forecast 
is accompanied by 95% confidence intervals, enhancing the precision of the 
predictions.

With Underlying Factors
Upon introducing underlying factors to the time series, the forecasting algo
rithm transitioned to the ARIMA model for optimal accuracy, following8 

recommendation for series exceeding 50 values. With our 60-data-point 
dataset spanning five fiscal years, SAS VA identified significant contributors 
using the ARIMAX model, an extension of ARIMA incorporating underlying 
factors.38 It utilizes autocorrelation in residuals, akin to a multivariate regres
sion model, selecting factors based on their statistical significance at a 5% level.

At the food bank level (34 counties combined), under-18 Poverty emerged 
as the sole contributor to the forecast, even with other factors present. 
However, excluding under-18 Poverty shifted the spotlight to median 

Figure 1. Time series plot of monthly food demand in millions of pounds.

Figure 2. Closer view of food demand forecast – before introducing underlying factors.
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household income as the sole contributor, indicating no joint contribution of 
factors in this context. SAS VA permits multiple contributors, but, in this 
application, it showcased a single significant factor at a time. Removing 
median household income revealed unemployment as the sole contributor 
to the forecast, as depicted in Figure 3 below.

Forecast Model Results at the County Level

The analysis above was repeated with data from Wake County, the largest 
county among the 34 counties served by the food bank, aimed to utilize readily 
available socioeconomic data at the county level. Wake County, the second 
most populous in the state, received 9–18% of FBCENC’s distributed food and 
averaged 13% monthly.39

Similar to the food bank-level analysis, introducing underlying factors to 
the time series led to an update of the forecasting algorithm to the ARIMA 
model for precision. Unemployment emerged as a significant contributor. 

Figure 3. Forecast of food demand with under-18 poverty introduced, median household income 
introduced, and unemployment introduced.
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Subsequently, under-18 poverty, not median household income, made 
a significant contribution. Notably, unlike the food bank-level forecast, unem
ployment and under-18 poverty jointly contributed to the county forecast, 
showcasing a unique pattern.

It’s noteworthy that Wake County’s median household income exceeds 
state and national averages, holding the state’s highest in 2017.40 Figure 4 
presents the obtained forecast.

Forecast Model Accuracy

While the visual analytics tool automatically selects the best forecasting model, it’s 
crucial to ensure its accuracy, especially for users unfamiliar with forecasting or 
programming. The mean absolute percentage error (MAPE) was used to assess 
accuracy, comparing tool-generated forecasts to test data. Tables below display 
MAPE for food bank and county level forecasts. A lower MAPE indicates the 
forecast is more accurate relative to the test data. Results indicate underlying 
factors contributed to improvements of accuracy for a 6-month forecast, particu
larly median household income for a 12-month forecast. Food banks, facing 
dynamic conditions, should cautiously plan for the next six months, as forecasts 
projecting too far ahead may be less accurate, as seen in Table 3.

Figure 4. Forecast of food demand by Wake County (in pounds) – unemployment and under-18 
poverty introduced.

Table 3. MAPE of the food bank level forecast.

Pure forecast* Median household income
Under-18 
poverty Unemployment

6 months forecast 8.16 6.33 6.72 6.78
12 months (one period) forecast 8.79 8.71 8.97 8.97

*Pure forecast: without underlying factors.
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The county study yielded similar results. Wake County exhibited substantial 
variability in food demand, resulting in higher prediction errors at the county 
level compared to the food bank level. Surprisingly, the forecast had a lower 
MAPE before introducing underlying factors, despite the visual analytics tool 
identifying significant relationships between food demand, under-18 poverty, 
and unemployment in Wake County. This supports the notion that centralized 
forecasts are more accurate than decentralized ones. Table 4 shows the MAPE 
for the county level forecast.

Forecast Model Comparison

Analyzing time series data requires consideration of correlated observations 
and errors from consecutive periods. Ignoring these correlations can result in 
significant errors when analyzing time-dependent data. SAS VA prevents such 
errors for users without statistical or programming knowledge by providing 
a straightforward way to use advanced forecasting features. It employs various 
algorithms, parameters, and underlying factors, selecting the combination that 
yields the best forecast.

To assess its performance, SAS VA with time series models built from 
scratch using Python were compared. Further research is needed to evaluate 
the effectiveness of models generated by VA tools. The steps involved for each 
model development are described below. Further research is required to assess 
the effectiveness of models generated through VA tools.

Holt Winters’ Exponential Smoothing
This model, suitable for univariate time series with trend and/or seasonal 
components, operates akin to the ARIMA family by generating forecasts 
through a weighted sum of previous observations. Given our data’s trend 
and seasonal components, this method is a valuable choice. Utilizing 
a seasonal period of 12 months, the time series was decomposed. The 
forecast used the same data fed to the VA tool, with five years of historical 
data (fiscal years 2006–2011) as the training dataset and one year (2011– 
2012) as the test dataset for prediction. MAPE measured accuracy, resulting 
in an 8.72% MAPE for a 12-month forecast and a more accurate 6.48% for 
a 6-month forecast, aligning with expectations as longer forecast horizons 
tend to degrade model performance. Figure 5 provides a decomposition of 
the time series, unveiling distinct features. Notably, it highlights 
a discernible upward trend over time, accompanied by evident seasonality, 

Table 4. MAPE of the county level forecast – Wake County.
Pure forecast Under 18 poverty & Unemployment Unemployment

6 months forecast 15.39 20.33 20.59
12 months (one period) forecast 12.94 16.30 15.27
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showcasing consistent patterns year after year. The residual section repre
sents the differential component derived after extracting both the seasonal 
and trend elements from the observed data.

ARIMA Model
The five years of historical data were split into training and validation sets 
(60:40 ratio), reserving the sixth fiscal year as the unknown test set. To ensure 
stationarity, the Augmented Dickey-Fuller (ADF) test confirmed the 1-lag 
differenced time series lacked a time-dependent structure. Conducting a grid 
search for ARIMA hyperparameters on our small dataset of 60 observations, 
the goal was to identify the optimal combination of p, d, and q using root mean 
square error (RMSE) as the performance metric. Employing walk-forward 
validation, ARIMA (1,1,0) emerged as the optimal configuration. Trained on 
the entire dataset using a rolling forecast, the one-period forecast had a 7.78% 
MAPE, while the 6-month forecast improved to 3.85%.

Table 5 compares the MAPE for food distribution forecasts generated by the 
VA tool and those manually configured. Notably, the manually configured 
models consistently outperformed the VA tool’s choice, likely due to the 
researcher’s ability to iterate and fine-tune model parameters for optimal 
performance.

Figure 5. Decomposition of the time series showing trend, seasonality and noise.

Table 5. Model comparison using MAPE (%).
VA Tool Holt-Winters* ARIMA*

6 months forecast 8.16 6.48 3.85
12 months (one period) forecast 8.79 8.72 7.78

*Manually configured model.
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Conclusion

In conclusion, our study employed SAS VA, a Visual Analytics (VA) tool, 
to assess the impact of underlying factors on food distribution forecasts, 
serving as an estimation for demand. While the tool identified the best- 
fitting time series model, particularly showcasing the significance of under- 
18 poverty, median household income, and unemployment rates at the food 
bank level, the observed improvements were more prominent in short-term 
forecasts (6 months) than in longer-term predictions (12 months). 
Interestingly, for the selected county, manual configuration outperformed 
VA tool selections, underscoring the importance of iterative parameter 
optimization. Our findings, aligned with previous studies on socioeconomic 
factors, highlight variations in contributors to demand forecasts across 
different organizational levels. Despite these nuances, our research supports 
the efficacy of VA tools like SAS VA, offering a user-friendly approach for 
time series model construction. The showcased scenario analysis and goal- 
seeking options empower decision-makers to integrate empirical knowledge 
with analytical insights, enhancing forecast accuracy and potentially opti
mizing food bank operations.

Limitations and Future Research

In acknowledging the complexity of forecasting food demand, this study 
selected various socioeconomic factors, recognizing that additional vari
ables could further enhance forecast accuracy. Future research endeavors 
may explore demographics, homeownership rates, labor force participa
tion in specific industries, geographical factors, inflation, consumer price 
index, natural disasters, and more. This comprehensive expansion aims to 
provide a more nuanced understanding and improved predictive capabil
ities, incorporating insights derived from recent data on food bank 
operations.

Moreover, the current research primarily focuses on food demand forecasts 
at the food bank level, leaving room for future investigations to extend their 
scope to the branch/network level. Planned explorations encompass diverse 
food types and factors influencing donations, contributing to strategic plan
ning for food purchases and donations at a more localized level. It is worth 
noting that our current measure of food distributed may potentially under
estimate true demand, highlighting an avenue for future research to explore 
innovative methodologies for a more accurate estimation of demand within 
a food bank’s service area. Additionally, considering the dynamic nature of 
forecasting models, there is acknowledgment that other, potentially superior 
models might exist and could be explored in subsequent studies.
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