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A B S T R A C T

Three-phase (solid, melt, and gas) and two-phase (solid and melt) models of horizontal ribbon growth were
compared to identify the significance of different gas effects. The boundary conditions at the melt–gas and
solid–gas interfaces for two-phase simulations were obtained from decoupled simulations of the gas phase.
The results showed that the gas shear stress strongly changes the flow and temperature fields and the position
of the triple-phase line. Also, the gas pressure distribution determined the vertical position of the triple-phase
line. In the absence of growth angle effects, the results of the two-phase model with specified convective heat
transfer coefficient, shear stress, and pressure as boundary conditions along the gas phase interface closely
matched that of the three-phase model. Even with non-zero growth angle effects, the two-phase model with
all the boundary conditions agreed well with three-phase simulation results, despite increased deviations at
higher pull speeds. Finally, the results indicated that gas-induced velocities are significant compared to the
Marangoni and buoyancy velocities, which could lead to flow instabilities and the variations in solid shape as
observed in HRG experiments.

1. Introduction

In processes of crystal growth from a melt like Czochralski (CZ),
floating zone (FZ), and horizontal ribbon growth (HRG) the solid
and melt are often surrounded by a gas. Three-phase simulations of
such processes are challenging due to complexities at the melt–gas
interface or the triple-phase line where the three phases meet. Thus,
two-phase models are used where the gas effects (i.e. energy, mass,
and momentum transfer due to the gas) are included as boundary
conditions.

In CZ and FZ, radiation is the dominant heat flux and thus the
convective heat transfer due to the gas is usually neglected in two-phase
models of CZ [1–4] or FZ [5–8]. Still, some two-phase simulations of CZ
include a constant convective heat transfer coefficient for gas [9,10].
For high-pressure systems, however, three-phase models of CZ [11,
12] and FZ [13] show that the heat and momentum transfer due to
the gas can significantly modify the convection inside the melt and
the melt–gas interface shape and dynamics. Furthermore, three-phase
simulations of unconventional CZ systems with a high-velocity gas
flowing near the solidification zone show that the gas shear stress can
modify the melt convection [14]. Finally, the gas can transfer species
in such solidification systems. For instance, Bornside et al. [15] used a
two-phase model of CZ to obtain the temperature distribution along
the gas phase boundaries. Next, using the temperature distribution
as boundary conditions, they simulated the gas phase separately to
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determine the transport of carbon through the inert gas from graphite
parts to the melt and solid silicon.

In HRG of silicon, as first proposed by Kudo [16], convection by a
cold helium jet provides the main heat flux for removing the latent heat
of fusion. In their two-phase model of HRG, Daggolu et al. [17–19] used
a constant convective heat transfer coefficient, which was estimated
from experimental results of [16]. Helenbrook et al. [20] decoupled the
gas effects by simulating the helium jet separately and then using the
obtained heat flux distribution as a boundary condition in their two-
phase simulations. The same approach was used in several subsequent
studies [21–28]. However, this approach neglects the effects of the
shear stress and pressure of the gas.

The main purpose of this paper is to demonstrate the importance
of different gas effects in HRG. This is achieved by comparing two-
phase and three-phase simulations of HRG. The two-phase models were
created by extending the work of Helenbrook et al. [20] extracting
the convective heat transfer coefficient, shear stress, and pressure from
decoupled gas phase simulations. Three-phase flow fields from HRG
are presented for the first time. Comparing the two-phase and three-
phase results allows an improved two-phase model of the process to be
developed.

https://doi.org/10.1016/j.jcrysgro.2024.127675
Received 3 January 2024; Received in revised form 14 March 2024; Accepted 19 March 2024

https://www.elsevier.com/locate/jcrysgro
https://www.elsevier.com/locate/jcrysgro
mailto:bhelenbr@clarkson.edu
https://doi.org/10.1016/j.jcrysgro.2024.127675
https://doi.org/10.1016/j.jcrysgro.2024.127675
http://crossmark.crossref.org/dialog/?doi=10.1016/j.jcrysgro.2024.127675&domain=pdf


Journal of Crystal Growth 634 (2024) 127675

2

N. Bagheri-Sadeghi and B.T. Helenbrook

Fig. 1. Schematic and a sample mesh. The circular inset is a zoomed-in view near the helium jet inlet. The helium jet exits from the slot with width ws. The numerical resolution
is 4 times finer than the mesh shown as fourth-degree basis functions were used.

2. Methods

2.1. Three-phase model

The three-phase model for the HRG of silicon, first detailed in [29]
was used. Fig. 1 shows the geometry and a sample mesh with solid,
liquid, and gas subdomains designated as ⌦s, ⌦l, and ⌦g . The solid
was assumed to be a rigid body moving horizontally at the pull speed,
up. The cooling helium jet slot had a width of ws = 0.15 mm and was
centered at x = 0. A slot inlet section of length 2ws was simulated to
allow natural evolution of the jet exit. The melt–gas interface at the
inlet is fixed at y = 0 whereas the solid–gas interface evolves to reach
an equilibrium position. The melt–gas interface is higher because of the
growth angle, which is the angle formed between the melt–gas interface
and the velocity vector of the triple-phase line in a frame of reference
moving with the growing solid.1 For a static problem, considering the
balance of hydrostatic pressure and surface tension, the depth of the
triple-phase line, dTPL, is dTPL,0 = 1.04 mm (see Appendix A.1 of [27]).
The other dimensions in Fig. 1 are w1 = 0.5 mm, w2 = 1.5 mm, ↵ = 45˝,
w = 33.5 mm, h = 2 mm, and hc = 4.6 mm. The corners on both sides
of the jet slot at x = ws_2, ws_2 +w1, ws_2 +w1 +w2 and w_2, were
filleted with radii of 0.05, 0.2, 0.5, and 1 mm respectively.

2.1.1. Governing equations
Steady energy conservation was solved in all three phases assum-

ing constant specific heats and thermal conductivities and negligible
viscous dissipation and compressibility effects as

( � (⇢iciTi íui * ki(Ti) = 0, (1)

where subscript i À {s, l, g} designates solid, liquid, and gas; ⇢ is
density; c is specific heat; T is temperature; íu is velocity; and k is
thermal conductivity. Convection was included in the solid because of
the rigid horizontal translation.

For the melt and gas, the continuity and the Navier–Stokes equa-
tions for a Newtonian fluid were also solved as

( �
�

⇢i íui
�

= 0, (2)

( �
�

⇢i íui íui
�

= *(pi + ( � ⌧i + ⇢i íg, (3)

where p is pressure; ⌧i = �i
�

(íui + ((íui)T
�

is the stress tensor with �
denoting dynamics viscosity; and íg is the gravitational acceleration.

1 Equivalently, growth angle can be defined as the angle between the
tangents to solid–gas and melt–gas interfaces at the triple-phase line. The
growth angle condition defines the growth direction of the triple-phase line
during solidification. However, this condition does not apply to a melting or
non-solidifying solid [30,31] (back-melting can happen in unsteady HRG as
shown in Ref. [27]).

Table 1
The thermophysical properties used in simulations.
Parameter i = s i = l i = g Units

⇢i 2530 [32] 2530 [32] patm
RHeT

a kg_m3

ci 1000 [32] 1000 [32] 5RHe

2 = 5196 [33] J_(kg K)

ki 22 [32] 64 [32] 0.352 [34] W_(m K)
�i – 7 ù 10*4 [32] 4.46 ù 10*5 [35] kg_(m s)

a RHe is the helium gas constant.

The melt density was assumed constant to avoid buoyancy-induced
flow instabilities discussed in [27]. This allowed steady solutions to
be obtained. The helium gas was assumed to be calorically perfect.
The physical properties are given in Table 1 where the gas thermal
conductivity was evaluated at the film temperature Tc+Tm

2 where Tm =
1685 K is the equilibrium melting temperature and Tc = 300 K is the
cold jet temperature at the helium inflow slot.

2.1.2. Interface and boundary conditions
At the solid–melt interface, conservation of mass and energy were

imposed. As solid and liquid densities were assumed equal, conserva-
tion of mass reduces to a Dirichlet boundary condition that sets the melt
velocity equal to the solid sheet pull speed, up. Conservation of energy
was imposed as

*ks(Ts � Çns * kl(Tl � Çnl = ⇢sLf íus � Çns, (4)

where Çni denotes the outward unit normal vectors and the latent heat
of fusion, Lf , is given in Table 2.

In addition, the solidification kinetics model of Ref. [36] was used
to relate growth rate and degree of supercooling as

�T = K(�T , ✓m)Vg , (5)

where K is the solidification kinetics coefficient; �T = Tm * T is the
degree of supercooling; ✓m is the misalignment angle from the direction
of the (111) facet formed at the triple-phase line; and Vg is the growth
rate. Assuming [011] and [100] directions to be respectively aligned with
negative x and positive y directions, the (111) facet would be at an
angle of 55˝ clockwise from positive x direction [37]. It was assumed
that the degree of supercooling at the triple-phase line is determined
by two-dimensional nucleation kinetics with its coefficient K2DN =
B*1
2DNe

A2DN
�T �T where A2DN and B2DN are constants given in Table 2.

Along the rest of the solid–melt interface K =
⇠

K4
step +K4

rough

⇡1_4
.

Kstep = 10KSN
 sin ✓m

is the coefficient of step propagation kinetics where
the constant of step nucleation KSN given in Table 2 was multiplied
by 10 to avoid convergence issues, which as shown in [28] does not
change the results significantly. Krough, also given in Table 2, is the
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Table 2
The solidification kinetics and interface parameters used in simulations.
Parameter Value Unit

A2DN 140 [36] K
B2DN 1.5 ù 1010 [36] m_(s K)
Krough 1/0.122 [38] K s_m
KSN 1/0.63 [39] K s_m
Lf 1.8 ù 106 [32] J_kg
� 0.735 [32] N_m
✏s 0.6 [32] –
✏l 0.2 [32] –

coefficient of roughened growth. As ✓m increases, the model transitions
to roughened growth with smaller supercooling levels. To predict the
dependence of the triple-phase line position on the pull speed, which
is discussed in Section 3.2, it is essential to include the solidification
kinetics [20].

A radiation heat flux that models the thermal radiation between the
hot silicon and a cold surface at Tc with a width of 2w1 centered at
x = 0 and y = h was specified along the solid–gas and the liquid-gas
interfaces assuming the cold surface is black and the silicon surface
is gray, opaque, and diffuse. The radiation heat flux, which had a
secondary effect compared to the convective heat flux of helium, was
specified as qrad,i = ✏i�BF (x)(T 4

i * T 4
c ) where ✏i is emissivity given in

Table 2, �B = 5.678 ù10*8 W_(m2 K4) is the Stefan–Boltzmann constant,

and F (x) = 1
2

H

*w1*x
˘

(*w1*x)2+h2
* w1*x

˘

(w1*x)2+h2

I

is the view factor to a

finite length surface [40]. At the solid–gas interface, the gas velocity
was set to be horizontal and equal to up. At the melt–gas interface, in
addition to zero normal velocity, a jump in the normal stress from the
gas to melt equal to *2� was imposed where � is the surface tension
given in Table 2 and  is the mean curvature of the interface. The
surface tension was assumed to be independent of temperature to avoid
the Marangoni flow instabilities studied in [27].

In the melt subdomain, at the left side, a temperature of Tm + 5 K
and a horizontal velocity profile corresponding to a fully-developed
laminar channel flow with an average velocity of up was specified as
*6 y

d

⇠

1 + y
d

⇡

up. At the bottom of the melt, a heat flux was specified to
model a heater used in HRG experiments as qb = qHFb(x1) where qH =

16.63 W_cm2 and Fb(x) = 1
2

H

wb*x
˘

(wb*x)2+(0.1d)2
* *wb*x

˘

(*wb*x)2+(0.1d)2

I

where 2wb = 20.5 mm is the width of the heater and d = 13 mm is the
depth of melt from the horizontal melt–gas interface. The right side of
the liquid was an outflow (zero total stress and heat flux). Similarly, at
the right side of ⌦s, a zero diffusive heat flux boundary condition was
specified.

In the gas subdomain, outflow boundary conditions were imposed
at the left and right sides by specifying zero total stress and heat flux.
The inflow of helium at the slot was at Tc with a vertical velocity
profile corresponding to a fully-developed laminar channel flow as
* 3

2Vs
⇠

1 * ( 2xws
)2
⇡

where Vs = 48.15 m_s is the average velocity of jet.

Thus, based on the hydraulic diameter of the slot jet, 2ws, and the
viscosity and speed of sound at Tc , the Reynolds number and Mach
number are respectively Re = 119 and Ma = 0.047. Therefore, the
helium jet is laminar [41] and can be considered incompressible as
Ma < 0.1. All of the walls including the top surfaces of the domain
were no-slip. The interior, bottom, and 45˝-sloped walls of the slot
jet were at Tc . The vertical exterior walls of the jet injector were at
Tw = 1500 K. Along the bottom wall of the injector, the temperature
varied smoothly between Tc and Tw. Likewise, the temperature along
the top horizontal walls of the domain varied smoothly between Tw and
Tm + 2 K as detailed in [29].

Fig. 2. The distributions of Nusselt number obtained from the decoupled gas simula-
tions (ds_ws = 13.3 and ds_ws = 20.3 correspond to gas simulations for ✓gr = 0 and
✓gr = 11˝ respectively).

2.2. Two-phase model

The two-phase model of the HRG only included ⌦s and ⌦l shown
in Fig. 1 with the same conditions as the three-phase model imposed
at the boundaries and the interface of melt and solid. The effects of
⌦g were accounted for by the boundary conditions along the solid–gas
and liquid-gas interfaces. To determine these boundary conditions, the
gas phase was simulated separately with the geometry and boundary
conditions on the top, left and right sides kept the same as ⌦g in
Section 2.1. Two simulations were performed with the bottom wall of
the domain positioned at y = 0 and y = *dTPL,0. These simulations
correspond to the position of the triple-phase line for cases with growth
angles of ✓gr = 0 and ✓gr = 11˝ respectively. For both simulations, the
bottom wall was no-slip and horizontal with a fixed temperature of Tm.
The extracted distributions of convective heat flux, qconv, shear stress,
⌧, and pressure, p, at the bottom wall from these simulations were used
as boundary conditions along the solid–gas and melt–gas interfaces.
For the case with ✓gr = 11˝, the extracted shear stress and pressure
distributions were imposed tangent and normal to the curved melt–
gas interface, respectively. The distribution of qconv was converted to
convection heat transfer coefficient, hconv, where qconv = hconv(Tm * Tc ).
Compared to qconv this gives a more accurate distribution of the heat
flux when the silicon surface temperatures deviate from Tm.

Fig. 2 shows the Nusselt number, Nu = hconvws
kg

, obtained from the
gas-phase simulation. The results for both gas simulations are shown
where ds denotes the separation distance between the slot jet exit and
the solid surface. Thus, ds_ws = h_ws = 13.3 and ds_ws = (h +
dTPL,0)_ws = 20.3 correspond to simulations for cases with ✓gr = 0 and
✓gr = 11˝ respectively. Fig. 3 shows the non-dimensional distribution
of shear stress and pressure in terms of the friction coefficient, Cf =

⌧
1
2 ⇢0V

2
s
, and the pressure coefficient, Cp =

p*patm
1
2 ⇢0V

2
s
, where patm = 101.5 kPa

is the atmospheric pressure and ⇢0 = 0.163 kg_m3 is the helium density
at Tc and patm.

The boundary conditions extracted from the gas phase simulations
were applied in two-phase simulations using curves fitted to results
shown in Figs. 2 and 3. These curve fits were obtained using MATLAB’s
Curve Fitting Toolbox. For Nu and Cp respectively the sum of four and
three Gaussian functions of the form ai exp

⇠

*( x*bici
)2
⇡

were used where
ai, bi and ci are the curve fit parameters. The sum of four Gaussian
derivative functions of the form ai(x * bi) exp

⇠

*( x*bici
)2
⇡

was used for
Cf . All the fitted curves were visually indistinguishable at most points
from the curves shown in Figs. 2 and 3 when overlaid on the same plot.
For ds = h + dTPL,0 curves fitted to Nu, Cf , and Cp respectively had

root mean squared (standard) errors of Ç� =
u

≥n
i=1(yi* Çyi)2

n*p = 2.8 ù 10*3,
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Fig. 3. The distributions of friction and pressure coefficients obtained from the
decoupled gas simulations (ds_ws = 13.3 and ds_ws = 20.3 correspond to gas simulations
for ✓gr = 0 and ✓gr = 11˝ respectively).

1.9 ù 10*4, and 1.2 ù 10*3 where n is the number of data; p is the
number of curve fit parameters (9 for Cp and 12 for Nu and Cf );
and yi and Çyi respectively represent the data and curve fit values. The
corresponding values of standard error for ds = h were Ç� = 3.1 ù 10*3,
2.7ù10*4, and 1.3ù10*3 respectively. All fitted curves had a coefficient
of determination of R2 = 1.00.

A grid convergence study was done for the simulation of the gas
phase with ds = h+dTPL,0 using a set of three nested grids with 42ù103,
170 ù 103, and 675 ù 103 degrees of freedom. Performing Richardson
extrapolation for the peak value of Nu (i.e. x = 0), the estimated
error of the finest grid, which was used to obtain the curve fits, was
✏r = 0.006%, and the estimated order of accuracy was pe = 3.5.

2.3. Numerical methods

To obtain solutions, a fifth-order accurate continuous high-order
finite element method, hp-FEM, was used with a streamline upwind
Petrov–Galerkin (SUPG) approach for stabilization. An arbitrary
Lagrangian–Eulerian (ALE) moving mesh method was used to track
interfaces and maintain mesh quality. Additionally, a local mesh adap-
tation scheme was utilized to obtain a uniform truncation error and
enhance solution accuracy [22,42]. Also, a minimum mesh resolution
was specified to prevent excessive mesh refinement near singular
points. A Newton–Raphson method was applied to monolithically solve
the system of equations for the temperature, and flow velocity compo-
nents and the shape of all interfaces. The Jacobian matrix of the system
of equations was inverted using the MUMPS solver in PETSc [43].

Obtaining converged steady solutions was challenging. The solution
strategy for the three-phase model included initializing the solution
with a specified convective heat flux distribution obtained from the
gas simulation discussed in 2.2 with 1% of the actual gas flow rate.
The specified heat flux was gradually reduced to 0 while the gas flow
rate was increased. Similarly, for the two-phase simulations with shear
stress imposed as a boundary condition, the shear stress was gradually
increased to avoid convergence issues.

3. Results and discussion

3.1. Flow and temperature fields

Fig. 4 shows the velocity magnitude contour plot and streamlines of
the three-phase simulation at up = 1.5 mm_s. Note that different color
maps are used for the melt, and the gas, as well as for the gas in the
zoomed-in view due to the different velocity scales of each. The main
effect of the gas on the melt flow is imparting momentum. This causes
melt velocity magnitudes on the order of 0.1 m_s near the surface,

which are two orders of magnitude greater than up. The melt flows into
the domain with a parabolic velocity profile but this is hard to see since
the average inlet velocity is much smaller than the velocities induced
by the gas. At the melt surface, except close to the triple-phase line,
the gas induces a region of upstream flow (towards the melt inlet).
This leads to a complex flow field inside the melt as shown by the
streamlines. The melt flows beneath the large clockwise vortex at the
inlet and then streams between two long recirculation zones towards
the triple-phase line. The upper recirculation zone is counterclockwise.
The second one is larger, clockwise, and encompasses smaller vortices
(two of them are shown). Some of this melt flow is incorporated into
the solidifying crystal and the remainder takes a tortuous path towards
the outflow.

In the gas phase, the impinging jet creates two pairs of vortices,
a pair near the jet exit and a pair near the silicon surface, as shown
in Fig. 4. These pairs of vortices also appear in decoupled gas phase
simulations discussed in Section 2.2 and their effect on enhancing the
heat transfer can be seen in Fig. 2 as two local maxima in the heat flux
profile at x_ws = 52 and x_ws = 66 for ds_ws = 13.3 and ds_ws =
20.3 respectively. Although hard to see, they also cause changes in the
sign of Cf in Fig. 3 at x_ws = 19 and 40 for ds_ws = 13.3 and at
x_ws = 26 and 60 for ds_ws = 20.3. These sign changes indicate flow
detachment and reattachment to the bottom wall. Note that the vortices
in the gas phase simulation were symmetric. However, in Fig. 4 the
vortex lying above the melt surface is smaller than the vortex above
the solid surface because of the slope in the melt surface caused by the
growth angle.

The temperature contours of the three-phase simulation are shown
in Fig. 5. To better discern temperature variations only contours for
x > *5 cm are shown as the temperature changes further upstream
were small. Note that one color map is used for melt and solid phases
and another for the gas because there is a sharp temperature gradient
in the gas near the triple-phase line as it has a much smaller thermal
conductivity than silicon. Similar to the velocity magnitude contours in
Fig. 4, the growth angle causes asymmetry in the temperature contours
near the triple-phase line.

To identify how different gas effects change the melt flow field,
two-phase simulations were conducted where the gas effects were
modeled by different boundary conditions as illustrated in Fig. 6a–c
and compared with the three-phase flow in Fig. 6d. In Fig. 6a only the
distribution of the convective heat transfer coefficient (hconv) extracted
from gas simulation with ds_ws = 20.3 was imposed (Note, that the
melt in this contour plot uses a different color map). A flow resembling
a channel flow is seen with velocity magnitudes on the order of up.
However, when the distribution of shear stress is applied as well,
a flow field much closer to the three-phase was obtained as shown
in Fig. 6b. As displayed in Fig. 6c when pressure distribution was
also specified along the melt–gas interface the flow field only slightly
changed compared to Fig. 6b.

Fig. 7a–d show the temperature contours corresponding to flow
fields illustrated in Fig. 6a–d. Fig. 7b and c agree well with the
three-phase whereas the temperature contours shown in Fig. 7a are
substantially different. This indicates how the disparate flow fields
shown in Fig. 6a and c result in different temperature fields. At the
bottom of the crucible, where a heating profile was specified to model
the heater in HRG experiments, the two large vortices in Fig. 6b–d
cause an upward velocity above the heater. Thus, a larger hot region
is observed in Fig. 7b–d compared to Fig. 7a. Also, the melt flows
induced by the gas lead to a smaller supercooled region near the
triple-phase line in Fig. 7b–d compared to Fig. 7a. If buoyancy and
Marangoni effects were included as well, no steady solutions could be
obtained and a chaotic flow similar to that reported in our previous
two-phase study [27] would ensue. In that study, the gas effects were
simply modeled as a convective heat flux profile. It was shown that
the Marangoni and buoyancy effects cause a chaotic flow field that
leads to significant fluctuations in the position of the triple-phase line,
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Fig. 4. The streamlines and velocity magnitude contours for up = 1.5 mm_s from three-phase model. Three different color maps are used for melt, gas, and its zoomed-in view.
(For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 5. Temperature contours for up = 1.5 mm_s from the three-phase model. The contours are 10 K apart in melt and solid and 100 K apart in the gas. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 6. The streamlines and velocity magnitude contours for up = 1.5 mm_s from (a) two-phase model with hconv specified along the melt–gas interface (b) two-phase model with
hconv and ⌧ specified along the melt–gas interface (c) two-phase model with hconv, ⌧, and p specified along the melt–gas interface (d) three-phase model. Note that (a) uses a
different color map than (b)–(d) for melt velocity magnitudes. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this
article.)
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Fig. 7. Temperature contours for up = 1.5 mm_s from (a) the two-phase model with hconv specified along the melt–gas interface (b) the two-phase model with hconv and ⌧ specified
along the melt–gas interface (c) the two-phase model with hconv, ⌧, and p specified along the melt–gas interface (d) the three-phase model. The contours are 10 K apart.

growth rate, and thickness. The oscillations of the triple-phase line
position caused corrugations on the top surface of the solid sheet
with a range of amplitudes and wavelengths. All of these phenomena
were experimentally reported by Kellerman et al. [37]. The velocity
magnitudes induced by the gas observed here, though smaller are still
comparable to the Marangoni velocities in [27], which were found to
be dominant near the surface. Thus, the gas-induced velocities when
coupled with Marangoni and buoyancy effects can also play a part in
the chaotic flow field reported in [27] and thus lead to triple-phase line
fluctuations at higher frequencies. Such faster fluctuations may lead
to smaller-wavelength surface corrugations that agree better with the
experimental results of [37].

3.2. Pull speed response

A characteristic of HRG is its turning point behavior, which was first
observed from experiments and simulations by Helenbrook et al. [20].
Because the growth rate increases with pull speed, the supercooling
level at the triple-phase line increases as well (see [28] e.g.) and thus
the triple-phase line moves further downstream closer to the point of
maximum cooling flux (i.e. the helium jet center). As the triple-phase
line position slightly moves beyond the jet center, at some pull speed
solutions can no longer be obtained.

Before evaluating the pull speed response, a grid validation study
was performed with ✓gr = 11˝ at up = 1.5 mm_s using sets of three
nested grids to ensure that the triple-phase line positions were accurate.
The baseline grids for the two-phase and three-phase simulations had
similar resolutions since both used the same truncation error target
for mesh adaptation. The degrees of freedom of the grids in each
subdomain i is given as DOFi in Table 3. Also, Table 3 shows the results
of Richardson extrapolation for the horizontal and vertical positions
of the triple-phase line (i.e. xTPL and yTPL) in terms of the relative

errors, ✏r and the estimated orders of accuracy, pe. Note that due to
singularities at the triple-phase line, the optimal order of accuracy
cannot be obtained at the triple-phase line [26,29,44]. In the following
calculations, meshes comparable to the coarsest meshes in Table 3 were
used so the uncertainties are within 0.2% for xTPL and 0.03% for yTPL.

The turning point behavior of the horizontal position of the triple-
phase line, xTPL, as a function of pull speed is shown in Fig. 8a for ✓gr =
0. There are four curves designated as two-phase that differ in how the
boundary conditions along the melt–gas interface were identified. The
first one shows the results when only the convective heat flux (qconv)
was imposed. The second curve was obtained when a convective heat
transfer coefficient (hconv) was used instead. The third one includes
the shear stress (⌧) in addition to hconv. The last one also adds the
pressure distribution. Using hconv is more accurate as it can account for
variations in heat flux when the interface temperature deviates from
Tm. However, comparing hconv with qconv curves, shows that xTPL is
only slightly sensitive to use of hconv rather than qconv. The addition of
shear stress distribution, however, significantly improves the prediction
of xTPL, whereas including the pressure distribution does not have a
significant effect on the prediction of xTPL. The two-phase models with
⌧ and hconv specified agree well with the three-phase results over the
entire range of pull speeds. Note that the three-phase curve terminates
before the two-phase curves since getting steady solutions approaching
the turning point was more challenging with the three-phase model.

For ✓gr = 11˝ shown in Fig. 8b two-phase and three-phase results
deviate as the triple-phase line gets closer to x = 0 since the effect
of the growth angle on the flow field becomes stronger as shown in
Fig. 6. Remember that in the gas phase simulations used to derive
the boundary conditions the bottom boundary of the domain was a
horizontal wall placed at y = 0 and y = *dTPL,0 for cases with ✓gr = 0
and ✓gr = 11˝, respectively. The difference between the results of two-
phase and three-phase models is less significant when the triple-phase



Journal of Crystal Growth 634 (2024) 127675

7

N. Bagheri-Sadeghi and B.T. Helenbrook

Table 3
The grid convergence study results including the degrees of freedom of meshes in each subdomain, relative errors, and the estimated orders of accuracy using Richardson
extrapolation for the horizontal and vertical position of the triple-phase line.
Model DOFl DOFs DOFg xTPL (mm) ✏r (%) pe yTPL (mm) ✏r (%) pe
Two- 8.0 ù 104 4.9 ù 103 – 0.15141 0.16 – *1.20102 0.007 –
phase 3.2 ù 105 1.8 ù 104 – 0.15123 0.04 – *1.20097 0.003 –

1.3 ù 106 7.2 ù 104 – 0.15119 0.01 – *1.20095 0.001 –
ÿ ÿ – 0.15118 – 2.1 *1.20093 – 1.4

Three- 8.0 ù 104 5.1 ù 103 5.8 ù 104 0.28296 0.18 – *1.25173 0.024 –
phase 3.2 ù 105 1.9 ù 104 2.3 ù 105 0.28261 0.05 – *1.25157 0.012 –

1.3 ù 106 7.6 ù 104 9.0 ù 105 0.28251 0.02 – *1.25150 0.006 –
ÿ ÿ ÿ 0.28246 – 1.7 *1.25143 – 1.0

Fig. 8. The horizontal position of the triple-phase line as a function of pull speed
from the three-phase and two-phase models with different boundary conditions along
the melt–gas interface for (a) growth angle of 0 (b) growth angle of 11˝. The
boundary conditions specified along the melt–gas interface for two-phase models
included distributions of convective heat flux (qconv), convective heat transfer coefficient
(hconv), shear stress (⌧), and pressure (p).

line is well upstream of the jet center. For the same reason, at lower
pull speeds the differences between flow and temperature fields seen in
Figs. 6c and d and 7c and d were smaller, and smaller yet when ✓gr = 0.

3.3. Pressure effect

The vertical position of the triple-phase line, yTPL, in the three-
phase simulations also changed with the pull speed as shown in Fig. 9.
The correct variation in yTPL could be obtained from two-phase sim-
ulations only when the pressure distribution was specified along the
melt–gas interface. For the case with ✓gr = 0, the two-phase curve with
hconv, ⌧, and p specified closely parallels the results of the three-phase
simulation. However, for ✓gr = 11˝ as the growth angle modifies the
melt–gas interface shape and thus the pressure distribution, there is a
deviation between the two-phase model with specified p distribution
and three-phase simulations. This deviation increases at higher pull
speeds as the triple-phase line moves closer to the jet center.

Fig. 9. The vertical position of triple-phase line as a function of pull speed from
the three-phase and the two-phase model with different boundary conditions along
the melt–gas interface for (a) growth angle of 0 (b) growth angle of 11˝. The
boundary conditions specified along the melt–gas interface for two-phase models
included distributions of convective heat transfer coefficient (hconv), shear stress (⌧),
and pressure (p).

The variations in yTPL in Fig. 9a follow the changes in pressure
distribution shown in Fig. 3 as the triple-phase line moves downstream
(see Fig. 8). At higher pull speeds the triple-phase line gets closer to
the peak of the pressure distribution and stabilizes at a lower yTPL.
Around up = 1.5 mm_s the vertical position of the triple-phase line
is decreasing at the greatest rate. This is where the triple-phase line
reaches the center of the jet with the maximum pressure. Also, there is
a small increase in yTPL at lower pull speeds like up = 0.6 mm_s since
the triple-phase line passes through a region with negative Cp values.

Fortuitously, for ✓gr = 11˝ at lower pull speeds the yTPL for two-
phase models without a specified pressure closely matches that of
the three-phase simulation and the triple phase line moves upward
after applying p. The upward movement indicates a negative average
pressure along the interface. Again, this is because triple-phase line
at lower pull speeds stabilizes upstream of the jet center where a
vortex exists and causes negative pressures (see Figs. 3 and 8b). Also,
remember that due to the growth angle, the melt–gas interface in
the three-phase simulation was closer to the impinging jet than the
decoupled gas simulation used to extract the boundary conditions with
its bottom horizontal wall placed at y = *dTPL,0. Thus, compared to
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the two-phase model with specified p, the three-phase model had an
average higher pressure along the melt–gas interface and pushed yTPL
to lower values.

Variations in yTPL with pull speed are more than 200 �m, which
is on the order of a sheet thickness and is large compared to the
length of the (111) facet. Thus, gas pressure effects in an unsteady HRG
with buoyancy and Marangoni effects can be important impacting yTPL
fluctuations and corrugations on the solid surface [27].

4. Conclusions

Gas effects on the HRG of silicon were investigated where the latent
heat of fusion is mainly removed from the melt through convection
by a cold jet. This was done by comparing three-phase (solid, melt,
and gas) and two-phase (solid and melt) simulations with different
boundary conditions specified along the melt–gas interface. The results
showed that the effects of gas shear stress and pressure are important in
addition to the convective heat flux. The shear stress of the gas induced
velocities two orders of magnitude larger than the pull speed and dras-
tically changed the flow and temperature fields and thus the position
of the triple-phase line. Also, the gas pressure significantly changed
the vertical position of the triple-phase line. Therefore, the shear stress
and pressure of the gas should also be included in two-phase models of
HRG in addition to the convective heat transfer coefficient. The shear
stress and pressure can couple with other sources of flow instability like
Marangoni and buoyancy effects and cause variations in the shape of
the crystal.

The boundary conditions for heat and momentum transfer along the
gas interfaces of a two-phase simulation of HRG can be obtained from
a decoupled gas phase simulation. For the cases with no growth angle,
specifying the distributions of the convective heat transfer coefficient,
shear stress, and pressure for the two-phase model yielded triple-phase
line positions that closely matched the three-phase simulations. As the
location of the triple-phase line is not known a priori, the effects of
growth angle on the melt–gas interface shape cannot be included in
the decoupled gas phase simulation, and this caused deviations from
the three-phase results. The deviations increased as the triple-phase
line moved closer to the jet centerline, where the presence of growth
angle had a larger effect on the heat flux, shear stress, and pressure
distributions. However, even with the growth angle effects, the two-
phase model with all the extracted boundary conditions stayed in
reasonable agreement with the three-phase model.
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