The thermodynamic effects of solute on void nucleation in Mg alloys
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Replica Exchange Transition Interface Sampling simulations in Mg-Al alloys with high vacancy concentrations
indicate that the presence of solute reduces thermodynamic barriers to the clustering of vacancies and the
formation of voids. The emergence of local minima in the free energy along the reaction coordinate suggests
that void formation may become a multi-step process in the presence of solute. In this scenario, vacancies
agglomerate with solute before they coalesce into a stable void with well-defined internal surfaces. The
emergence of vacancy-solute clusters as intermediate states would imply that classical nucleation theory is
unlikely to adequately describe void formation in alloys at high vacancy concentrations, a likely precursor for

alloy strengthening through nanoscale precipitation.

I. INTRODUCTION

Solid state precipitation and growth of new phases in-
side solid solutions is an important part of the design and
manufacturing of metallic alloys. Intermetallic precipi-
tates are one of the most effective methods to strengthen
metals because such precipitates often resist dislocation
motion. As a result, the alloy strength and failure re-
sistance can be improved!*2. Particularly, for lightweight
materials such as Mg and Al alloys, precipitation pro-
cessing can result in materials suitable for applications
in aerospace, automobile, and defense systems3 .

One optimal microstructure for improving the strength
of metals involves a high density of small precipitates.
Recent studies have demonstrated that this microstruc-
ture can be induced in Mg alloys through mechanical
deformation®. It is hypothesized that this microstruc-
ture arises due to the high densities of defects, partic-
ularly vacancies and voids that are commonly found at
elevated concentrations after severe plastic deformation®.
Voids and vacancy-solute clusters may play crucial roles
in the nucleation of intermetallic precipitates, but the
mechanism for this effect remains poorly characterized.
Clustering may serve as a meta-stable precursor to the
formation of intermetallic nuclei, particularly under non-
equilibrium conditions.

Voids can act as sites for heterogeneous precipita-
tion due to their internal surfaces, which reduce en-
ergy barriers associated with the formation of precipi-
tates. Additionally, voids exhibit stability over a range
of temperatures®, and they can interact with other de-
fects, capturing or emitting vacancies. This interaction
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may contribute to the diffusion of solute, crucial for the
nucleation and growth of new phases. These defects
have been studied in the context of radiation damage? 12/
where understanding void nucleation is critical for ensur-
ing the long-term reliability of materials in a radiation
environment. As stable voids accumulate due to radi-
ation damage, their rapid growth under irradiation can
induce substantial changes in material properties. How-
ever, in the present work, we are interested in vacancy
clustering only due to an excess of vacancies in presence
of solute, differing from the context of radiation, where
radiation dosage, interaction with interstitials, and dis-
locations are important factors’?.

The interaction of solute with voids warrants deeper
consideration. While it is generally well-understood that
an excess of vacancies promotes solute diffusion, Wu et
al1¥ reported that a high density of vacancies can pin
solute atoms. It is known that voids can alter the com-
position in their vicinity by attracting or repelling solute
atoms™®, which could promote or suppress the nucleation
of precipitates. Moreover, Yi et al1% used atomistic sim-
ulations to demonstrate that vacancy clusters induce so-
lute segregation/depletion. In this process, solute atoms
also serve to stabilize the vacancy clusters, potentially in-
creasing the lifetimes of vacancy clusters. This enhance-
ment could make them more effective as heterogeneous
sites for solute clustering and subsequent precipitation of
new phases.

On the other hand, the formation of voids via the
agglomeration of vacancies is itself a nucleation pro-
cess that is not fully understood. Current models as-
sume that voids nucleate from a uniform concentration
of vacanciest™ 20, However, in molecular dynamics (MD)
simulations, we have observed that clusters of vacancies
could remain locally stable before creating a well-defined
internal surface. This suggests that under some condi-
tions, the nucleation of a void with a defined internal
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surface could involve a multi-step process. Fluctuations
in the density of excess vacancies may lead to small ag-
gregates that must spontaneously grow beyond a critical
size before they can coalesce into a stable void?L.

One noteworthy observation is the impact of the local
depletion of vacancies on the creation of an internal sur-
face. Our simulations reveal that the nucleation of an in-
ternal surface surpasses the diffusion of vacancies, result-
ing in local depletion during the rapid nucleation process.
This effect has been reported previously for nucleation in
dense fluid systems and the nucleation of voids?%23 but
has not received widespread consideration.

Void nucleation under such conditions is a "rare
event,” taking place on time scales much longer than a
typical molecular vibrational period due to the high free
energy barrier between the initial and final states. This
makes MD very inefficient for exploring the kinetics of
such processes. To overcome this problem, an advanced
simulation technique is required to study the transition
event such as umbrella sampling?¥, metadynamics??, or
hyperdynamics?6. However, if the order parameter or
”boost potential” is not correctly chosen, such simula-
tions can result in a poor estimation of the free energy
barrier. Simulations based on trajectories such Transi-
tion Path Sampling (TPS) and Transition Interface Sam-
pling (TIS) aim to solve this problem by generating sta-
tistical ensembles of dynamic pathways between the ini-
tial and final states.

TPS simulations perform a Monte Carlo sampling of
trajectories in the phase space. By using a shooting
algorithm®”, TPS generates new pathways (or trajec-
tories) from an existing initial trajectory. Each new
pathway is accepted or rejected, preserving detailed bal-
ance. The collection of pathways provides insight into
the mechanisms of the transition and enables the com-
putation of rate constants. In the same spirit, the
TIS methodology introduces to the path sampling a
progress parameter to define a set of hypersurfaces in
the phase space between the metastable states?d. These
so-called ”interfaces” are used to define crossing prob-
abilities, which improve the computation of rate con-
stants. TIS simulations and their variations have been
applied in the contexts of protein folding2?3% chemical
reactions®!, nucleation®?34 and solid-solid transforma-
tion in nanocrystals under pressure32. Only recently have
these methods been applied to studying the nucleation
of solid-solid phase transitions in bulk crystals, partic-
ularly displacive transitions in the absence of chemical
reordering=?.

An interesting extension of TIS is the Replica Ex-
change Transition Interface Sampling (RETIS)*”. In
RETIS each interface defines a replica, and paths are
sampled for each replica using TIS moves. This exten-
sion also includes a swapping move between replicas that
reduces the correlation between the paths generated. In
addition, RETIS defines a new ensemble that consists of
trajectories that explore the reactant state. This allows
direct computation of the flux through the boundary of

the reactant state.

This study focuses on examining the mechanism of void
nucleation, particularly the role of vacancies and the in-
fluence of solute, utilizing molecular dynamics (MD) sim-
ulations within the RETIS approach. Our specific in-
vestigation centers on Mg-Al alloys, with a 5 at. % Al
concentration, and we compare them to pure Mg. The
systems under scrutiny are characterized by a fixed num-
ber of vacancies, providing insights into the clustering
behavior of excess vacancies within the grain, away from
grain boundaries, and absent external sources or sinks.
Our primary interest lies in addressing how an excess of
vacancies clusters in the presence of solute by comparing
the same system with and without solute under identical
conditions.

With a fixed number of excess vacancies, the sys-
tem exhibits reversible transitions between vacancies and
voids, particularly in regions with local depletion. As
mentioned earlier, depleted regions around growing crys-
talline nuclei are observed in real-world scenarios when
compositional homogenization does not occur quickly
enough to align with the Classical Nucleation Theory
(CNT) assumption of constant background supersatura-
tion. While our simulations align more closely with this
real-world scenario, they deviate from the assumptions
of CNTH8,

Il. METHODS
A. Molecular dynamics simulations

Rare event simulations such as RETIS, require an ini-
tial pathway and a progress coordinate. The purpose of
the initial path is to serve as a starting point for gener-
ating trajectories, but the particular choice of the initial
path must not influence the converged statistics. In this
work, the progress coordinate A for characterizing the
transition is given by

Pmean — Pmin
A= () , 1)

)
¥mean

where ©,,cqn and @, statistically approximate the av-
erage particle density of the system and the minimum
local particle density of the system, respectively. The
average particle density is approximately constant, while
the minimum local particle density decreases as vacancies
agglomerate. Therefore, ) is close to zero when vacancies
are dispersed throughout the system and approaches one
when vacancies agglomerate. The local particle density
is calculated for each MD step as

N =
o(F) = n(|r* = 7)), (2)

a=1



where « is a label for each particle and n(r) is a weighting
function, defined on a volume V such that

/ ndV = 1. 3)
The function n(r) used in this work is

n(r):{éﬁ(lﬂos(%))’ A T

where the length-scale on which the density is measured
is defined by setting R = 10A. Using this value we are
able to distinguish the transition from dispersed vacan-
cies to the agglomeration into a void. Because n(r) is
just a function of r, dV = 4mr?dr. All calculations for
densities in this work are performed using Equations
and [4 We create a grid of 20x20x20 points in the simu-
lation box, and at each point, we compute the local den-
sity ¢. We determine the minimum local density ©min
and the average @peqn from the local values of . We
note that @,eqn arises from a sampling of the density
in the box. Even in the presence of the largest void in
our simulations, ¢,cqn is almost identical to the average
box density defined as number of atoms divided by the
volume of the box.

Paths are generated using the open package
LAMMPS* and a modified embedded-atom method
(MEAM)Iml potential for the MgAl system. This MEAM
potential accurately predicts many of the structural
properties of pure Mg and the Mg-Al binary system
including the bulk modulus, point defects, planar
defects, and thermal properties. Equations of motion
in MD are integrated using a Verlet algorithm®l, and
the integration time step dt is chosen to be 1fs. A
Nosé-Hoover thermo-barostat®2™4 is used to maintain
the temperature and pressure, with thermostatting
and barostatting time constants of 0.1 ps and 1 ps,
respectively.

To obtain the initial path, we induce the system to
undergo the transition of interest by introducing a uni-
form strain into the simulation box. We create a periodic
simulation box with a side length of approximately 58A
containing an hep crystal with 8000 atoms of which 0.5%
are randomly removed to create randomly dispersed va-
cancies. Of the 7960 remaining atoms, 5% are randomly
chosen to be Al atoms. This system size is similar to
the one used by Yi et al® for studying the diffusion of
vacancy clusters, and the vacancy concentration is close
in magnitude to that reported by Wu et al. in their ex-
perimental study®™®. Initially, the box is equilibrated in
the NPT ensemble at temperature T = 600 K, and all
components of the stress tensor are set equal to zero.
Strain is imposed by isotropically stretching the box by
4% and rescaling the atom positions. While keeping the
volume constant, the temperature is increased to 700 K
to enhance diffusion for 1 ns. Subsequently, the temper-
ature is reduced back to 600 K and kept constant for 50
ns of simulation time, during which nucleation occurs.

The strain increases vacancy mobility and the diffusion
of solute as well as making void formation energetically
favorable, inducing the desired transition.

The above procedure was used to generate ten inde-
pendent simulations to mitigate the bias that could be
introduced by spawning trajectories from a single path.
Figure [I] shows the reaction coordinate for these ten dif-
ferent pathways as a function of time. The trajectories
correspond to voids nucleating at different locations in
the simulation box. Figure [2] shows the vacancies and
voids in red and the distribution of solute in blue, for
four of these paths. We observe that the distribution of
solute for each path is different. In this work, one path-
way is used per replica as an initial trajectory.
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FIG. 1. The evolution of the progression parameter A in the
ten initial pathways for Mg-Al with 4% imposed strain at T
= 600 K.

FIG. 2. Panels A, B, C, and D visualize the vacancies and
voids (red), and solute (blue) for four independent simulations
among the ten generated. Figure E, is a superposition of all
images, where the solute is presented with different colors to
show that the pathways are decorrelated and have different
distributions of solute. Images are generated using the surface
mesh algorithm implemented in OVITO%,

After the initial trajectories are generated in the
strained configuration, an affine transformation is ap-
plied to all frames along each path in order to create



unstrained trajectories. Thereafter, we perform a quick
relaxation of the atom positions in each frame by using
MD to simulate the time evolution of each frame for 2
ps. During this relaxation the temperature is maintained
at 600 K and all the stress tensor components are main-
tained at zero. In this manner, a set of states along the
transition path are created by storing the last frame of
each relaxation run.

The configurations generated using the procedure de-
scribed above do not correspond to a set of time-
sequenced frames as would be generated by an inte-
grator in an MD simulation. However, we use these
configurations to generate the ”shooting moves” in the
RETIS simulation, i.e. new trajectories are generated
that evolve physically in the phase space originating from
these configurations2®. All these resulting MD-generated
pathways are simulated in the NPT ensemble at vari-
ous temperatures while maintaining all the components
of the stress tensor at zero.

For pure Mg, we followed the same steps, with the same
number of atoms and vacancy concentration. However,
in order to achieve the transition for each pathway, we
applied a strain equal to 5.4 %.

B. Path analysis

A path or trajectory in TIS is a sequence of frames
x (1) = {®o,x1,2,...,xr} where each x; is a point in
the phase space. The length L of the path is measured
in time steps and satisfies 7 = LAt, where At is the
time between these frames and 7 is the total duration of
the trajectory. The probability of creating a sequence of
duration 7 is given by

L—-1

7 [x(r)] = p(xo) [ ] plas = zis1), (5)

i=0

where p(xg) is the ensemble distribution and p(z; —
Z;+1) is the probability for the sequence to go from x;
to x;41. In the case of MD, p(x; — x;41) can be calcu-
lated as

(i = @iy1) = 6 [Tip1 — d(x1)] (6)

where ¢(z;) is the MD propagator applied to the config-
uration x;. In this manner, the probability of finding a
path can be obtained as

P [x(1)] = 7 [x(1)] /Z, (7)

with Z being a normalization constant analogous to the
partition function, defined as

7= [ Dxnlx). (3)

where the integral runs over all possible paths and all
lengths. In the context of MD, it is possible to write the

last integral as0

7= / dzop(zo), (9)

that runs over all initial configurations of all possible
paths.

In TIS, the interfaces are a sequence of values
of the progression parameter along the phase space
A0, A1y -y An, Where Ag is the boundary of state A, and
A is the boundary of B. The trajectories generated can
be grouped in ensembles depending on the interface they
have crossed. Therefore, the path ensemble AA; is de-
fined as all paths that start at A, end at B, or return to
A, provided that they have crossed the interface A;.

A finite number of paths are collected for each ensem-
ble, and we desire to obtain the best estimation of the
path probability. To achieve this, we have to estimate
the so-called complete path ensemble probability P, [x],
proposed by Rogal et al4Z,

For each ensemble, the crossing probability is defined
as

PO = / DxPar, K 00man [~ A) (10)

with P4y, [x] the path probability on the ensemble AA;.
6 is the Heaviside step function, and A4, [X] is the max-
imum value of A on the path x. For the reverse process,
the ensembles and crossing probabilities are defined simi-
larly. We can compute the crossing probabilities for each
ensemble AAg, AAq, ..., AA,,_1 and merge them using ap-
propriate weights by applying the weighted histogram
analysis method (WHAM)28. In TIS, the weights for
each crossing probability are w; = 1/ Z;‘:o (ZA/ZAAJ.),
with Z4 involving all paths that leave the state A.

Using the weights for the process A — B and B — A
we can re-weight each ensemble and estimate the com-
plete path ensemble probability P, [x], necessary for the
estimation of important physical properties of the transi-
tion. The free energy of the transition can be estimated
as

AF(N) = —ksT[p(\)], (1)

where p()) is the probability density of states, given by

L m
o) =C [ Dx S T]8 (A = 2) Pe (12

k=0 1

The expression above is valid for an m-dimensional pro-
gression parameter \, where C is a normalization con-
stant. In this work A is one-dimensional and it is related
to the local atomic density, as described above.

C. Rare event simulations

To sample the transition between the state character-
ized by dispersed vacancies and the state with a void,



we carried out RETIS simulations. We modified the
open package PyRETIS% to enable the propagation of
pathways in the NPT ensemble using LAMMPS. This
requires the subsequent statistical analysis to take into
account the relative statistical probability of paths that
start from states of differing initial volumes in the NPT
ensemble, as described below.

In RETIS, the progress coordinate A defines a set of
hypersurfaces A; between two metastable states, state
A for A < Ay and state B for A > Ap, such that
A4 < A; < Ap. For each interface \;, an ensemble of
trajectories is generated and collected using Monte Carlo
(MC) moves for the A—B and B—A process. In our in-
vestigation, pathways are harvested using a combination
of 50% swapping moves and 50% shooting moves. The
latter moves generate new trajectories by randomization
of the atomic velocities and the volume, according to the
NPT ensembléd,
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FIG. 3. Conditional probability density of states for vacancies
— cluster (blue) and cluster — vacancies (orange) transitions
in Mg-Al at 400 K. The labels vacancies — cluster and clus-
ter — vacancies indicate the transitions from which the data
were extracted. Error bars are based on a single standard
deviation.

Determining the existence of meta-stable states in-
volves a trial-and-error process. We analyze the con-
ditional probability density of states for known transi-
tions and adjust these boundaries to achieve convergence.
These probabilities are conditional in the sense that the
states collected from the forward process A—B include
paths that within state A as well as those that emerge
from A, whether they reach B or return to A. They ex-
clude paths that originate from B. The same definition
applies for the reverse process B—A. The resulting prob-
abilities are proportional to the number of states visited
for all paths and are calculated for each transition ana-
lyzed. They provide insight into the parameter regimes
of meta-stable states.

Analysis of these conditional probability densities re-
veals the existence of basins between vacancies and the
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FIG. 4. Conditional probability density of states for cluster
— void (blue) and void — cluster (orange) in Mg-Al at 400
K. The labels cluster — void and void — cluster indicate the
transitions from which the data were extracted. Error bars
are based on a single standard deviation.

void where paths become trapped for extended periods
during simulations. Consequently, simulations from va-
cancies to voids were conducted in two stages: vacancies-
cluster and cluster-void, each one for the forward (AB)
and backward transition (BA). The interfaces used for
each simulation are detailed in Table [l

Figure 3| presents the conditional probability density of
states for the vacancies — cluster (AB process) and clus-
ter — vacancies (BA process) simulations. Each simula-
tion exhibits a distinct peak corresponding to the initial
state. Isolated vacancies are discernible in the range of
0.06 < X\ < 0.08, while the presence of clusters is evident
in the interval 0.11 < A < 0.14.

Regarding the cluster-void transition, Figure [] shows
the conditional probability density of states for tran-
sitions from cluster to void and from void to cluster.
Each curve displays a distinct peak corresponding to the
metastable states. A cluster of vacancies is evident in the
range of 0.11 < A < 0.14, while a void with a well-defined
internal surface is located in the interval A > 0.30. Ad-
ditionally, a third peak is observed in the cluster — void
transition for 0.20 < A < 0.26, which could represent
another meta-stable cluster state.

The resulting data, shows that the state characterized
by dispersed vacancies is described by A < 0.08, while
the state with a void by A > 0.30. Reweighting the simu-
lations is necessary to combine all transition datasets so
as to fully understand the contribution of these peaks to
the overall probability density distribution for the pro-
cess. To achieve this, we merge the conditional prob-
ability from vacancies—cluster and cluster—vacancies
into one probability density vacancies<>cluster. Sim-
ilarly, we merge the conditional probability from
cluster—void and void—-cluster into one probability den-
sity cluster<»>void. Finally, we merge the probabil-
ity densities from vacancies<>cluster and cluster<»void



into vacancies<»void. Below we present the reweighting
method for the case of Mg-Al at 400 K; the details for
other cases can be found in the supplementary informa-
tion.

To achieve the properly reweighted probability density,
we merge these complementary datasets by imposing de-
tailed balancd® between two states which we will refer to
as A and B, where A and B correspond to either the va-
cancies state and cluster state respectively, or the cluster
state and void state respecively. The merged probabil-
ity density, which we no longer refer to as conditional,
contains information from both the forward and back-
ward processes, being a superposition of the conditional
probability densities,

p(A) = capap(N) +cppa(N). (13)

Here c4 and cp are the weights of the superposition that
we must estimate. From detailed balance, we know

kappa = kpaps, (14)

where
kap = faP(Ag|Aa) (15)

is the transition rate constant. Here, fa represents the
flux measuring how often trajectories are initiated at
state A, and P(Ap|A4) is the crossing probability for
paths to reach state B before returning to state A. The
reverse process follows a similar formulation. The prob-
abilities p4 and pp denote the probabilities of being in
states A and B, respectively. We defined the state A
such A < A4 and the state B such A > Ag. Therefore the
probabilities p4 and pp are given by

A — / p(A) dA
A< a

ZA . (capap(N) +cpppa(N)) dA, (16)

and

PR = / p(N) dX
A>Ap

ZA . (capap(N) +ceppa(N)) dA. (17)

Then, using Eq. [[4] we determine that

fA<>\A (capaB(N) +cgppa(N) AN kga

Saoap (capas(N) +cpppa(N)) dA " kap’ (18)

Using Eq. |18 and the normalization of p(\) we can solve
for ¢4 and cp.

As mentioned previously, we consider four tran-
sitions. Hence, we have four probability densi-
ties to merge: vacancies—cluster, cluster—vacancies,
cluster—void, and void—cluster. Using the above pro-
cedure we can calculate pyacescl and peluster<svoid from

their corresponding conditional probabilities. To merge
these we again apply detailed balance, imposing that

kvac—ml kcl%voidpvac = kvoid%cl kcl—wacpvoid ) (19)

which results in an overall probability density pyacesvoid-
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FIG. 5. Merged probability density of states for Mg-Al at 400
K during vacancies <+ cluster transition.

In the case of the vacancy-cluster transition in Fig-
ure [3| the transition rates are kap = (4.84 £1.71)ns!
and kpa = (20.9 & 7.3) ns~ !, respectively. The detailed
balance condition and normalization imply that, since
kap < kpa, the probability density p4()) carries greater
weight compared to pg(\). This is reflected by the re-
spective weights c4 = 0.80 £ 0.08 and cg = 0.20 + 0.08
and the resulting merged curve presented in Figure

Similarly, for the cluster-void transition in Figure [4]
the transition rates for this process are kap = (0.368 +
0.148)ns~! and kpa = (4.61 & 1.69) ns~1, respectively.
The detailed balance condition and normalization im-
ply that kap < kpa, and the probability density pa(\)
carries greater weight compared to pp(A). This is re-
flected by the respective weights ¢4 = 0.96 + 0.02 and
cg = 0.04 £ 0.02 and the resulting curve presented in
Figure [6]

Finally, repeating the process for both the vacancies-
cluster and cluster-void presented datasets shown in Fig-
ure([7] the overall probability density for vacancies <> void
is presented in Figure In this instance, the weights
for merging the vacancies <> void and void < vacancies
datasets are c4 = 0.71 £ 0.15 and ¢cg = 0.29 £ 0.15, re-
spectively.

Figure [§| presents the relationship between p and A for
the entire vacancy <> void process. The curve exhibits
several distinct peaks located at A < 0.08, 0.11 < X <
0.15, 0.22 < A < 0.26, and A > 0.30 (as shown in the
semi-log plot). The first peak corresponds to isolated
vacancies, followed by a sequence of intermediate stages
of clustering, and, finally, the formation of small voids.
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FIG. 6. Merged probability density of states for Mg-Al at 400
K during cluster <+ void transition. The plot also provides a
semi-log scale visualization of the same data.
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FIG. 7. Probability density of states for vacancies <> cluster
(blue) and cluster <+ void (orange) in Mg-Al at 400 K. Error
bars are based on a single standard deviation

The locations of the hypersurfaces shown in Table [l are
arbitrary. However, they are typically chosen such that
there is at least 10% of superposition between neighbor-
ing interfaces®?. The boundary chosen for the states A
and B allows paths to explore the basins long enough
before crossing the first interface to ensure decorrelation
but short enough to achieve reasonable simulation times,
on the order of ns.

In RETIS simulations, path correlation is expected.
However, we can reduce this problem by selecting paths
at evenly spaced intervals and analyzing the auto-
correlation function (ACF) applied to the lengths®2. To
implement this approach, we arranged the paths gen-
erated through shooting moves in the order they were

301
== Pvacancies < void
254
P 1
1014 7
20 '\ g PSS
I 1 P
— o 10724 \
=151 " :
Q ri 10-5 L : —
| — 0.2 0.4
w 1B T = 400K
|
I Vs
54 1 My \‘\
! \
ol " W AR,

0.05 0.10 0.15 020 0.25 030 0.35 0.40 0.45
A

FIG. 8. Probability density of states for vacancies > cluster
(blue) and cluster < void (orange) in Mg-Al at 400 K. Error
bars are based on a single standard deviation

Interfaces (\;) : Mg-Al
Simulation T =400 K|T = 500 K|T = 600 K
vacancies-cluster AB|0.08 - 0.11|0.08 - 0.11|0.08 - 0.11
cluster-vacancies BA|0.08 - 0.11|0.08 - 0.11{0.08 - 0.11
cluster-void AB 0.13-0.30|0.15-0.30|0.15 - 0.30
void-cluster BA  {0.13 - 0.30]0.15 - 0.30|0.15 - 0.30
Interfaces (X\;) : Mg

Simulation T =400 K|T = 500 K|T = 600 K
vacancies-cluster AB|0.08 - 0.110.08 - 0.11 | 0.08 - 0.11
cluster-vacancies BA|0.08 - 0.11]0.08 - 0.11{0.08 - 0.11
cluster-void AB  [0.20 - 0.30|0.20 - 0.30{0.20 - 0.30
void-cluster BA 0.20 - 0.30|0.20 - 0.30|0.20 - 0.30

TABLE I. The first and the last interface used in MgAl and
Mg simulations. There are 10 equally separated interfaces
between them. AB notation represents A—B process, BA
represents B—A process.

created, and we omitted them at a predetermined lag.
By adopting this procedure, we ensured the acquisition
of decorrelated trajectories with a 95% confidence level.
The lag values for the pathway selection process can be
found in the supplementary material.

Another important criterion to consider is the conver-
gence of the simulations through the behavior of the tran-
sition rate constant. Once detailed balance is achieved,
the crossing probabilities do not depend on the number
of paths, implying that k4p does not change with the
generation of new pathways. We used this condition as
the criterion of convergence. Table [T shows the number
of paths and acceptance ratio for each simulation that
satisfies the condition. Finally, we compute error bars
numerically, using the bootstrap method.



Number of paths : Mg-Al

Simulation

T =400 K

T =500 K

T =600 K

vacancies-cluster AB
cluster-vacancies BA

1936 (0.17)
2761 (0.12)

3522 (0.13)
3379 (0.12

3086 (0.14)
4459 (0.12

) (0.12)
cluster-void AB 2330 (0.14)|3535 (0.12)|2974 (0.12)
void-cluster BA  |2550 (0.07)|4499 (0.06)|9666 (0.03)
Number of paths : Mg

Simulation T =400 K|T =500 K|T = 600 K
vacancies-cluster AB|3728 (0.13)|3484 (0.13)|6123 (0.11)

cluster-vacancies BA|3298 (0.13) (1500 (0.15)|1768 (0.15)
cluster-void AB | 443 (0.13) |2100 (0.17) (4549 (0.15)
void-cluster BA 1007 (0.11)[2323 (0.09)|7605 (0.04)

TABLE II. The number of accepted paths generated by shoot-
ing moves, used in the analysis for Mg-Al and Mg simulations.
AB notation represents A—B process, BA represents B—A
process. The value within the parentheses corresponds to the
acceptance ratio for the paths.

IIl. RESULTS AND DISCUSSION

Usually, vacancies and vacancy clusters are identified
by comparing the defective crystal to a perfect struc-
ture, achieved by matching atom positions™®. However,
this approach is limited to systems where there is no lo-
cal change in the crystal structure. Additionally, due to
thermal fluctuations, the comparison between the crys-
tals must be preceded by a post-processing technique. A
problem with this approach is that such manipulations
may eliminate entropy contributions to the free energy
and potentially create artificial internal surfaces for small
clusters of vacancies.

To address these limitations, we introduce a progres-
sion parameter A, as defined in equation (1), which serves
as an indirect measure of the biggest cluster size through
the local density. An increase in the value of A indicates
the clustering of vacancies into a void. In this manner, we
can naturally follow the evolution of the system during
the clustering process within the time of simulation it-
self. To estimate the number of vacancies present within
a cluster, we conducted separate simulations featuring a
single nano-void of size N,, positioned at the center. Sub-
sequently, we calculated the corresponding value of A for
each N, size by averaging over the configurations from
ensembles simulated at different temperatures. Figure [J]
displays A as a function of the number of vacancies N, in
such an Mg-Al simulation at 400 K, 500 K, and 600 K.
The relationship between the cluster size and A appears
to be nearly monotonic, i.e. one-to-one, to within the
error of the calculation. The difference between these
curves in Mg-Al and pure Mg is negligible due to the
similar atomic volumes of Mg and Al atoms. A varies
approximately linearly with N,, and the fluctuation in
the shape of the cluster increases with temperature, af-
fecting the value of the local density. Consequently, the
size of the error bars increases with temperature. It is

worth noting that the progression parameter, A\, provides
equivalent information to the largest cluster size com-
monly used in nucleation studies, yet proves to be easier
to track during simulations.

0.6
—- 400K
--F- 500K
051 600K y
T
ol ”{_M/i 3
P
i
~< 0.3 T{ !
P
0.2 =1t
7
2=
0.1 i\eA" !
,;;—4;'
0.0 ; ; : ‘ :
0 5 10 15 20 25 30
Ny

FIG. 9. The progression parameter A as a function of number
of vacancies N,. The number of vacancies corresponds to an
equivalent compact cluster size.

Using the surface mesh algorithm implemented in
OVITO*) we construct visualizations from distinct
stages of the transition at 400 K in Mg-Al, as depicted in
Figure[I0] These images, along with Fig.[J] offer insights
into the stages and sizes of vacancy aggregates during
the void nucleation process. The intervals presented here
will be further explained later once we compute the free
energy. Here, we provide visualizations of the relevant
clustering stages.

In the interval A < 0.08 (represented by A ~ 0.07),
we observe a collection of states where vacancies and di-
vacancies are randomly dispersed. Moving to the interval
0.11 < A < 0.14 (represented by A ~ 0.12), we witness an
early stage of clustering where the largest cluster has a
size of N, =~ 6 vacancies. Vacancies are frequently close
to each other, forming di- and tri-vacancies, but no void
is evident.

Upon further visualization of the system within the
interval 0.22 < A < 0.26 (at A =~ 0.24), we observe a
second stage of clustering. During this stage, vacancies
form a structure resembling a void, although the internal
surface and shape are not fully developed. Finally, at
0.30 < A, we can observe a void with size N, ~ 19 and a
well-defined internal surface

These results suggest that the formation of a void may
involve one or more distinct stages, clustering events that
progressively achieve a critical size at which the void can
develop an internal surface.

Figure illustrates the average local concentration
of solute as a function of local density for all frames
collected during the path sampling, encompassing both
basins and transitions. The ensemble average is per-
formed for all configurations of solute atoms present
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FIG. 10. Figures A, B, C, and D display visualizations of the
process of clustering with values of A at different stages of the
void nucleation process drawn from our simulations at 400 K.
(A) shows vacancies dispersed randomly when A = 0.07, (B)
displays the presence of clustering when A\ & 0.12, (C) shows
a structure between a cluster and a void with no well-defined
internal surface when A ~ 0.24, and (D) shows a void with an
internal surface when A =~ 0.33.
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FIG. 11. Local solute concentration v/s local density in Mg-
Al at T = 400 K extracted from the accepted paths. Error
bars are based on a single standard deviation

during the preparation of the system. In each frame
from all paths, the local density is measured at all of
the grid points and divided by the average density. At
each point, we also compute the local solute concentra-
tion. We group the values of the local solute concentra-
tion at a given Yjocai/©mean and average those values to
construct a histogram of the average solute concentra-
tion as a function of the relative local density. When

Olocal | Pmean < 0.7, the local region corresponds to a
void, whereas for ¢iocar/Pmean > 0.92, the local re-
gion is characterized by the presence of vacancies and
di-vacancies randomly dispersed. It is evident that as
vacancies cluster to form a void, the local concentration
of Al presents a noticeable increase. This implies that
there is favorable binding between small voids and solute,
which aligns with the findings of Yi et al6. In that work,
the free energy of a system including a vacancy cluster
or small void in Mg-Al decreased when solute gathered
near the defect. Here we found that, on average, vacan-
cies cluster in regions with higher concentration of solute.
These results motivated the computation of the free en-
ergy to measure the solute effect on vacancy clustering.

The complete path ensemble probability allows for the
computation of the probability density and the variation
of the free energy profile along the progression parame-
ter. Figure[12]| presents the free energy for Mg-Al alloy as
a function of X\ at different temperatures. The reference
energy for each curve is selected such that the minimum
value for the free energy is set to zero. This choice al-
lows for easy comparison of the barrier heights between
different curves.

From the figure, we observe that at 600 K there is a
local minimum located at A < 0.08. For larger values of
A, the free energy monotonically increases reflecting the
entropic cost of clustering. Upon lowering the temper-
ature to 500 K, a similar behavior is observed, and the
minimum at A < 0.08 persists. We also observe that for
0.15 < A < 0.25, the free energy is slightly higher. For
A < 0.15 and A > 0.25, there is no statistically signif-
icant difference between the 500K and 600K cases. In
both scenarios, we observed that voids with A > 0.30
quickly dissolved into separated vacancies.

At 400 K, we again observe a minimum at A < 0.08. A
plateau/minimum is observed between 0.11 < A < 0.14.
A second plateau/minimum emerges at 0.22 < A < 0.26,
and a barrier to void nucleation is evident at A = 0.30.
At this temperature, we estimate the free energy bar-
rier to void formation to be approximately 0.22 (eV).
which corresponds to an approximate nucleation rate of
J = (kap + kpa)/V = 6.10 x 10~ %ps~™Inm=3. It is
noteworthy that during the clustering process, as va-
cancies aggregate, the system transitions through several
plateaus/minima. This progression continues until the
clusters reach a critical size, at which point the nucle-
ation of the interface becomes possible.

Figure [13] illustrates the free energy profile of the va-
cancy clustering process in pure Mg at 400 K. To facil-
itate comparison with the presence of solute, the curve
for Mg-Al at the same temperature is also provided. In
pure Mg, we observe the same initial local minimum
as in Mg-Al, and the curve remains statistically simi-
lar for A < 0.16. A notable difference is the absence of
a plateau/minimum in the range 0.22 < A < 0.26 for
Mg in contrast to what is observed in the alloy system.
Void formation in pure Mg exhibits a higher barrier when
compared to Mg-Al.



FIG. 12. Free energy as a function of the progression param-
eter \ for Mg-Al at different temperatures. Error bars are
based on a single standard deviation
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FIG. 13. Free energy as a function of the progression param-
eter A for Mg-Al and Mg at T = 400 K. Error bars are based
on a single standard deviation

The behavior exhibited by these curves indicates that
the introduction of Al solute promotes void formation by
lowering the clustering barrier. During the initial stages
of clustering, the influence of the solute remains relatively
minor, and the initial appearance of a plateau/minimum
in both curves at 0.11 < A < 0.14 can be attributed
solely to vacancy-vacancy interactions. As the clusters
in Mg-Al gradually find some stability on average within
the range of 0.22 < A < 0.26, they become more predis-
posed to develop an internal surface, facilitating the void
formation process.

Assuming an Arrhenius process between A < 0.08 and
A > 0.30 at 400 K, we computed the attempt frequency
v for A < 0.08 and A > 0.30 at 400 K. The values are pre-
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sented in Table[[T]] We found that the attempt frequency
for Mg-Al is decreased by 0.11 ps~! , which represents a
reduction of ~ 85% compared to pure Mg. However, this
change is within the error, therefore the change is not
significant. The transition rate for Mg-Al is significantly
higher compared to pure Mg. This suggests that the at-
tempt frequency for reaching A = 0.30 is not considerably
affected by the local minima in 0.22 < A < 0.26, and the
nucleation process is mainly governed by the reduction
of the barrier due to the presence of the solute.

Attempt frequency v for MgAl (400 K)
kag (10_5ps_1) v =kapexp(AG/kpT) (ps_l)
3.82+1.95 0.02+0.02
Attempt frequency v for Mg (400 K)
kap (107°ps™1) |v = kap exp(AG/ksT) (ps™?)
0.13£0.10 0.13£0.15

TABLE III. The table shows the attempt frequency between
A4 = 0.08 and Ap = 0.30 for the A—B process.

To assess whether we can reasonably disregard size ef-
fects that might arise due to the fixed number of vacan-
cies, we performed an examination of the phenomenon
of local depletion upon the nucleation of the void. Ide-
ally, the system simulation box should be big enough
to contain the depletion zone around a nucleation site.
Taking into account that the vacancy diffusion for pure
Mg and Mg-Al using this potential at 450 K is less

than I(A2 /ns)X8 the formation of internal surface is con-
strained by the local concentration of vacancies. Specif-
ically, in our simulations, the nucleation of an internal
surface for Mg-Al occurs over a time scale of approxi-
mately 7 = 1/JV = 0.87 ns, whereas the diffusion of
vacancies across the entire volume takes about ~ 561 ns,
a process that is three orders of magnitude slower. So-
lute diffusion is even more limited. In essence, clustering
takes place within a background of fixed vacancies and
solute.

Figure [14] provides a visual representation of this phe-
nomenon. We selected all frames that contain a critical
cluster and computed the local density over the overall
density in Mg-Al when vacancies are dispersed. For pure
Mg, the behavior is analogous since the atomic species
have approximately the same size. On average, local de-
pletion is observed up to 15A from the nucleation site.
The void at this stage has a mean radius of ~ 6A, re-
sulting in a depletion zone of ~ 9A. Beyond this range,
the local density corresponds to that of a crystal with a
vacancy concentration of 0.5%. This behavior has been
suggested beforé?223 implying that CNT fails to describe
the nucleation of nanovoids. Both the capillarity approxi-
mation and the assumption of a constant concentration of
vacancies surrounding the cluster during nucleation ap-
pear to be violated. Hence, simulations with fixed num-
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FIG. 14. Local density v/s distance from the center of a criti-
cal cluster in Mg-Al at T = 400 K extracted from the accepted
paths. This corresponds to the critical region characterized
by 0.28 < A < 0.32

bers of vacancies closer to a real scenario according to
Blow et al58.

IV. CONCLUSION

Our atomistic simulations using the formalism of Tran-
sition Interface Sampling (TIS) provide evidence that
void nucleation is thermodynamically favored by the
presence of solute in Mg-Al alloys. Plateaus in the free
energy profile suggest that the clustering process may
involve the formation of intermediate meta-stable struc-
tures before the nucleation of a void. However, statistical
limitations prevent us from definitively confirming or ex-
cluding this behavior. Moreover, our analysis indicates
that the presence of solute has a negligible effect on the
attempt frequency for nucleating small voids. The en-
hancement in the nucleation process is primarily driven
by the free energy of the transition state. We also found
that the concentration of solute increases as vacancies
agglomerate into a void.

Our investigation uncovers that vacancy agglomera-
tions are confined by local supersaturation, a conse-
quence of the disparity in time scales between vacancy
diffusion and clustering. This establishes an ”equilib-
rium” between void formation and isolated vacancies.
Minor shifts in local solute concentration bring about a
thermodynamic effect by modifying the free energy bar-
rier for clustering. In Mg-Al, clustering is promoted, sug-
gesting that vacancy clustering and solute precipitation
are mutually influential. Modest adjustments in local
solute concentration may encourage vacancy clustering,
while simultaneously, vacancy clusters and voids induce
solute segregation. This observation could explain the
zones of solute concentration reported by Yi et al18 and
Sasaki et al®.
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We anticipate that in other alloys, characterized by un-
favorable interactions between vacancies and solute, the
presence of solute is unlikely to promote void formation.
Additionally, our findings suggest that using local den-
sity to describe the different stages of vacancy clustering
provides an accurate progression parameter for distin-
guishing void formation stages. This parameter offers
the advantage of being potentially measurable in exper-
iments. It also exhibits a nearly monotonic relationship
with the number of vacancies that form the biggest clus-
ter — a quantity traditionally used as an order param-
eter in modeling void nucleation. Further interpretation
of this progression parameter will be presented in future
work.

V. SUPPLEMENTARY MATERIAL

Please refer to the supplementary material for detailed
information regarding the lag values utilized in select-
ing both forward and backward processes for Mg-Al and
pure Mg at temperatures of 400 K, 500 K, and 600 K.
Additionally, the supplementary material contains the
data not explicitly mentioned in the paper such as fluxes,
crossing probabilities, and probability density of states
for Mg-Al and pure Mg at the aforementioned tempera-
tures.
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