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A B S T R A C T

Heart rate variability (HRV) is a vital sign with the potential to predict stress and various diseases, including
heart attack and arrhythmia. Typically, hospitals utilize electrocardiogram (ECG) devices to capture the heart’s
bioelectrical signals, which are then used to calculate HRV values. However, this method is costly and
inconvenient due to the requirement for stable connections to the body. In recent years, photoplethysmography
(PPG) sensors, which collect reflective light signals, have gained attention as a cost-effective alternative for
measuring heart health. However, accurately estimating HRV using PPG signals remains a challenging task
due to the inherent sensitivity of PPG sensors. To address the challenges, this paper presents an on-device,
low-cost machine learning-based system that aims to achieve high-accuracy HRV estimation in real-time.
Firstly, we propose a novel unified performance and resource-aware neural network (UP-RaNN) search method
that leverages grid search techniques to identify a neural network model that can deliver both high HRV
accuracy and smooth operation on resource-limited devices. Secondly, we design a real-time HRV monitoring
system using a resource-limited, ultra-low-power microcontroller unit (MCU). This system utilizes the neural
network model obtained through the UP-RaNN to provide HRV readings from PPG data in real-time. Thirdly,
we evaluate the proposed UP-RaNN method and the real-time HRV monitoring system by comparing its
performance to state-of-the-art studies. Moreover, the system is enhanced with adaptive reconfiguration
capability, enabling it to improve energy efficiency and adapt to varying demands during runtime. The results
demonstrate that when deployed on an MSP430FR5994 development board running at 8 MHz, the trained
deep neural network model obtained through our proposed UP-RaNN achieves HRV estimation in just 0.3 s per
inference. Additionally, the model exhibits a better mean absolute percentage error (∼ 5.8%) than the state-of-
the-art HRV estimation methods using PPG, while significantly reducing model complexity and computational
time.
1. Introduction

Heart rate variability (HRV) is widely recognized as a crucial indi-
cator of an individual’s health, measuring the time interval between
consecutive heartbeats [1]. Its analysis has been proven valuable in
ardiology, with links observed between HRV and heart rate turbu-
ence, maximal oxygen uptake, inflammatory response, and exercise
apacity [2,3]. Traditionally, HRV assessment has relied on electrocar-
iogram (ECG) devices, which employ electrodes attached to the body
o record the heart’s bioelectrical signals [4]. ECG devices offer accu-
ate HRV monitoring, making them the preferred choice for patients
equiring intensive care in hospitals. However, these devices present
ertain limitations. Firstly, the requirement for electrode attachment
o the skin imposes constraints on the applicability of ECG devices
n various scenarios. Secondly, professional-grade ECG devices tend
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to be expensive, rendering them inaccessible to social-economically
disadvantaged patients.

While ECG technology has been integrated into consumer electron-
ics like the Apple Watch for everyday HRV monitoring [5–7], it still
poses certain limitations due to specific operational requirements. For
example, users of the Apple Watch’s ECG module are instructed to rest
their arms on a table or their lap and keep their fingers touching the
Digital Crown (the button on the watch) to initiate HRV monitoring.
This approach is inconvenient and impractical for continuous long-term
monitoring [8]. In contrast, photoplethysmography (PPG) sensors have
emerged as a promising alternative for measuring heart health [9].
These sensors capture reflective light signals from blood vessels and
offer advantages such as low cost and convenience compared to ECG
devices [10]. While PPG sensors do not directly provide the R–R
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interval values needed for calculating HRV, they can extract ‘‘peak-
to-peak’’ interval values that can be interpreted as the cardiac R–R
interval [11]. Each peak in the PPG signal represents the occurrence of
a heartbeat. However, estimating HRV from PPG sensor data remains
challenging due to various sources of noise, particularly those related
to motion artifacts. Accurately identifying the peak locations in the PPG
signals is crucial to successful HRV estimation.

Two main approaches have been utilized to address the challenge
of noise in data sensing and HRV estimation with PPG: signal process-
ing [12,13] and machine learning (ML) [14,15]. While both approaches
ave demonstrated effectiveness in noise reduction and achieving high
ccuracy in HRV estimation, they have several limitations which are
ummarized as follows:

• One notable limitation of existing studies is their exclusive focus
on improving HRV accuracy without considering the resource-
heavy or costly implementation. Consequently, these approaches
face challenges when it comes to being implemented in resource-
constrained devices. Given that HRV is typically calculated within
a time window ranging from half to five minutes [16], and
PPG signals are commonly sampled at rates exceeding 100 Hz, a
significant number of signals (3000∼30,000) need to be stored to
obtain a single HRV reading. This considerable memory require-
ment poses applicability issues for many devices constrained by
limited memory capacity. An illustrative example is the widely
recognized TROIKA framework [17], which has demonstrated
high accuracy in heart rate (HR) estimation and presented the
potential for accurate HRV estimation. However, the framework’s
reliance on a PPG sampling rate of 125 Hz implies that at least
3750 raw PPG signals are required to compute a single HRV read-
ing. This substantial memory burden poses significant challenges
for resource-constrained devices, making it difficult to implement
the TROIKA framework in such environments.

• Another noteworthy observation is that existing ML-based HRV
estimation methods often rely on specific platforms with ne-
glecting compatibility considerations for deploying the proposed
algorithms on various hardware, particularly embedded devices.
For instance, Zhang et al. [18] introduced a compound method
that combines signal processing and ML techniques to achieve
highly accurate HRV estimation within a fast inference time.
However, this method heavily depends on high-level tools like
Python, along with relevant ML packages (PyTorch1), which ne-
cessitates additional transformations to execute the algorithm
on different embedded devices. As a result, further analysis is
required to assess the performance of these methods in real-world
settings.

• Existing studies usually concentrate more on improving HRV es-
timation accuracy while less on considering the delay to generate
an HRV reading. Considering the time-sensitiveness of real-world
applications that need HRV monitoring such as driving fatigue
detection [19], it is necessary to obtain real-time HRV estimation.
Hence, it is imperative to evaluate the delay of the designed HRV
monitoring system.

Considering that the PPG sensor is normally equipped on mobile
evices that have restrained computing resources, limited memory, and
recious energy, the approach we use for noise cancellation and HRV
stimation should be practical and resource-aware of the device we
eploy on.
To address existing works’ limitations and make PPG-based HRV

stimation feasible, we need to start from practice and design an
ntelligent HRV monitoring framework that could fit most embedded
evices and provide a fast and high-accurate HRV estimation. In this

1 https://pytorch.org/
2

work, we focus on resource-aware deep-learning models for HRV
stimation with PPG sensing data and their deployment on ultra-
ow-power devices for real-time monitoring. Specifically, we first
ropose a unified performance and resource-aware neural network
earch method, named UP-RaNN that takes resource usage and per-
ormance into account. The search algorithm takes the deep learning
DL) model latency and model size into account to search for a fast
nd accurate HRV model that satisfies hardware memory constraints.
hen, we design a real-time HRV monitoring system considering the
imited resource of an ultra-low-power microcontroller unit (MCU).
his system collects raw data from the PPG sensor and conducts several
ransforms before feeding the data into the HRV model to achieve
eal-time resource-saving HRV monitoring. In the end, we take an
SP430FR5994 development board as a case study to evaluate the
onitoring system and the trained model’s performance and energy
fficiency. Moreover, the energy efficiency of the deep learning models
ith different operation modes on the device is also analyzed to sup-
ort online adaptation. The experimental results show that the overall
ptimal model within the size limit can achieve a low Mean Absolute
ercentage Error (MAPE) of 5.8% for HRV estimation, which has an
nference time as low as 0.303 s on the MSP430FR5994 development
oard to support real-time monitoring of HRV.
The contributions of this work are summarized as follows:

• The UP-RaNN method is proposed to derive DL models for HRV
estimation using PPG sensing data where the accuracy is compa-
rable to the results obtained by the state-of-the-art methods;

• A real-time HRV monitoring system is designed for embedded
devices considering their limited resources and their develop-
ment environment. The designed system implements the trained
low-resource occupation model obtained by our proposed UP-
RaNN method to provide a low-latency and high-accurate HRV
estimation;

• To accommodate various performance and energy efficiency de-
mands (e.g., battery capacity) during runtime, we further enhance
the system with adaptive reconfiguration capability based on
the evaluation and analysis of the energy efficiency of different
modules in the HRV monitoring system and the trained DL models
under different operating modes.

The remainder of this paper is organized as follows. Section 2
resents some preliminary and background. Section 3 introduces our
proposed unified neural network search method and real-time on-
device HRV monitoring system. Section 4 discusses the experimental
results and Section 5 presents our conclusion and future works.

2. Background and closely related work

2.1. HRV with ECG

The ECG is a traditional medical device widely used for obtaining
accurate and real-time human vital signs. It provides real-time electrical
signals of the human body, which depict the propagation of a stimulus
through the ventricles [4]. Different methods of HRV quantification,
both in the time-domain and frequency-domain, are employed to an-
alyze human health based on the R–R intervals obtained from ECG
devices [20]. Among them, the Root Mean Square of Successive Dif-
ferences (RMSSD), a time-domain method, is one of the most widely
used [21]. Eq. (1) shows the definition of RMSSD, where 𝑅𝑅𝑖 denotes
he 𝑖th R–R interval, and 𝑁 denotes the total number of R–R intervals
n a given period.

MSSD =

√

∑𝑁−1
𝑖=1 (𝑅𝑅𝑖+1 − 𝑅𝑅𝑖)2

𝑁 − 1
(1)

While ECG devices can offer precise HRV readings, their application
is restricted due to stringent development requirements. Connecting
electrodes to the skin is necessary for an ECG device, which restricts the

https://pytorch.org/
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subject’s movements since any vigorous activity can result in unstable
and inaccurate HRV readings. Additionally, professional ECG devices
are often expensive, making them accessible only within a hospital
setting.

2.2. PPG and HRV estimation with learning models

In contrast to ECG devices that directly provide R–R intervals for
HRV calculation using Eq. (1), PPG sensing data only allows the deriva-
ion of ‘‘peak’’-‘‘peak’’ intervals between pulsations, which can be used
s an approximation of cardiac R–R intervals [11]. Therefore, an alter-
ative method to obtain HRV is by estimating these PPG ‘‘peak’’-‘‘peak’’
ntervals and subsequently deriving R–R intervals for HRV calculation,
s represented by the RMSSD formula in Eq. (1). Indeed, Eq. (1)
emonstrates that even slight variations in R–R interval values can
esult in significant differences in HRV. Consequently, minor noise in
‘peak’’-‘‘peak’’ intervals derived from PPG sensing can lead to varying
–R intervals and ultimately substantial discrepancies in calculated
RV [22,18]. For example, a small 1% MAPE in R–R interval estima-
ions amplifies to over 10% error for RMSSD based on our previous
tudy [18]. Furthermore, PPG ‘‘peak’’-‘‘peak’’ intervals are susceptible
o interference from motion artifacts, environmental lighting, and other
ources of noise [17]. Therefore, accurately estimating HRV using PPG
ensors remains a challenging task.
ML models have been utilized in existing studies to estimate HRV

23–27]. Wittenberg et al. [23] tried a few neural network models in
ocating peaks on TBME [28] and TROIKA [17] datasets and found
hat the 3-layer gated recurrent units (GRU) outperform 1-layer con-
olutional neural network (CNN). Alqaraawi et al. [24] used Bayesian
earning to mitigate the effects of human artifacts when detecting the
PG peaks. However, all these studies focused on peak detection from
PG signals.
Rather than peak detection, Xu et al. [29] applied a bidirectional

ong short-term memory (biLSTM) model on accurate PPG cardiac
eriod segmentation and pulse rate variability (PRV) estimation under
trenuous physical exercise where PPG waveforms are contaminated by
trong motion artifacts. Moreover, Hong-Yu et al. [15], Luke et al. [14]
mployed ML to reconstruct ECG-like signals through PPG signals.
The aforementioned PPG-based HRV estimation studies have fo-

used on predicting HRV indirectly. Previous studies have primarily
ocused on predicting R–R intervals from detected peaks or attempting
o construct ECG-like signals. Besides, the evaluation of their proposed
pproaches has not included performance metrics specifically related to
RV prediction, such as RMSSD. However, performance in predicting
–R intervals does not directly reflect the effectiveness of their methods
n predicting HRV. Therefore, it is crucial to directly predict HRV
nstead of solely focusing on R–R interval prediction. Zhang et al. [18]
roposed a comprehensive approach that combines signal processing
nd machine learning for direct HRV estimation. They proved that
he direct HRV estimation outperforms the indirect HRV estimation.
owever, their method was implemented using Python and scikit-
earn, which may not be directly deployable on devices with limited
esources and software packages, such as MSP430FR5994. In contrast,
ur method does not require the use of high-level programming lan-
uages or machine learning packages, offering a more accessible and
fficient approach.
Compared to existing works, our proposed HRV monitoring ap-

roach takes into full consideration the limitations of resources, and we
ave evaluated the UP-RaNN models and the real-time HRV monitoring
ystem after deploying the system on a resource-constrained device.
urthermore, our method directly predicts HRV values rather than
alculating the HRV with predicted HRs, which can avoid amplifying
he errors and is a notable advantage compared to other approaches.
3

2.3. Network architecture search for resource-limited devices

Network Architecture Search (NAS) is an advanced technique in
the field of machine learning and artificial intelligence that focuses on
automating the design of neural network architectures, which could
significantly reduce human efforts when the network design space
is tremendously large [30]. NAS aims to streamline this process by
leveraging algorithms that can systematically explore and evaluate a
vast space of potential architectures, identifying the most effective
configurations with minimal human intervention. Unlike early NAS
methods [31] that mainly focus on searching for a global optimal
architecture in terms of accuracy, NAS for resource-limited devices
requires additional attention on model size, model latency, and energy
cost.

Several researchers have studied NAS for resource-limited devices.
On-NAS [32] is proposed to provide a memory-efficient on-device
NAS, which can reduce the massive memory requirement of NAS on
the device. However, the On-NAS could deploy on a Jetson Nano
equipped with 2 GB memory, but cannot fit the embedded system.
LC-NAS [33] is proposed specifically for RISC-V devices to achieve a
training-free NAS method. To achieve this, LC-NAS utilizes a lookup
table and latency predictor to provide precise latency measurement.
Yang [34] employed adaptive dataflow patterns to achieve hardware-
aware search, and utilized the latency as a constraint directly, to reduce
the number of sampled useless networks and improve the searching
efficiency. FastStereoNet [35] is based on late acceptance hill-climbing,
followed by simulated annealing, and considers the estimated network
inference time along with accuracy as the search objectives to dis-
cover resource-efficient architectures. LightNAS [36] is proposed to
try to find the required architecture that satisfies various performance
constraints through a one-time search. However, there are still some
limits when employing those frameworks on embedded systems. Some
of the aforementioned frameworks are specifically for one platform,
making them infeasible for other platforms. For example, LC-NAS is
designed specifically for the RISC-V platform. Some of them seem to
reduce memory utilization, but the memory requirement is still so high
that cannot fit embedded systems. For example, the smallest memory
utilization of On-NAS is above 20 MB, while the embedded system may
only have tens of KB available. Moreover, although these frameworks
indeed considered the model latency, they did not consider the model
size, which is also an important factor that affects the deployment of the
model on an embedded system. Therefore, we want to design a general
algorithm that can work upon existing NAS methods, making the NAS
process more efficient. The basic idea here is that our proposed UP-
RaNN method is a multi-objective method that considers both model
size and model latency, which can help to reduce model candidates
significantly without training those useless models, making the NAS
process more efficient.

2.4. Challenges in real-time on-device monitoring

Existing works for estimating HRV provide good performances in
predicting R–R intervals, or ECG-like signals. However, these models
are generally too complex to be adopted in resource-constrained de-
vices. For instance, the model of BioTranslator [14] has more than
40,000 parameters, which is too large for wearable devices. In ad-
dition, several works use the Long Short-Term Memory (LSTM) ar-
chitecture that is energy and computation-hungry [23,29], which is
not suitable for wearable devices with limited battery energy as well.
Furthermore, existing works ignored the algorithm’s compatibility. The
TROIKA framework [17] and Zhang et al. [18] utilize specific platforms
with high-level packages, like Python and MATLAB that require addi-
tional conversion to adapt to resource variations on different embedded
devices.

Besides ignoring the resource-constrained hardware and algorithm
compatibility, these offline methods normally cannot provide real-

time monitoring of HRV. There are cases where it is necessary to
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Fig. 1. Overview of the PPG-based Real-time HRV Monitoring.
provide real-time HRV monitoring, for instance, to support self-health
monitoring or timely alerts in driving fatigue detection [19].

To overcome the challenges mentioned earlier, it is essential to
develop a universal method that can be easily deployed on various
devices without requiring additional effort. This method should offer
efficient and accurate real-time on-device HRV monitoring capabilities.
By developing such a method, we can ensure widespread accessibility,
convenience, and reliability in monitoring HRV across different devices.

3. Intelligent real-time on-device HRV monitoring

3.1. Overview

Fig. 1 illustrates the overview of the proposed work, which consists
of two main parts: the offline UP-RaNN method using a labeled dataset
and the online real-time on-device HRV monitoring system. In Fig. 1(a),
the UP-RaNN takes into account the constraints of the device, such as
hardware-specific limitations (specified as model size) and performance
requirements (specified as model latency). This method trains size-
limited deep neural network (DNN) models to estimate HRV based
on offline collected PPG sensing data, using HRV readings from ECG
as the ground truth. In Fig. 1(b), we developed a real-time HRV
monitoring system. The real-time HRV monitoring system works with
the model retrieved from our UP-RaNN method and can be deployed on
various devices. To maintain real-time monitoring, the system tries to
reduce computing workload by reducing data size without sacrificing
HRV model accuracy. In the end, we evaluate our UP-RaNN searched
model and real-time HRV monitoring system by analyzing the energy
consumption and latency on an MSP430FR5994 development board.
Besides, we propose multiple working modes that allow for runtime
system reconfiguration to adapt to various demands, like changing
system frequency to reduce power consumption when the battery level
is low. These modes ensure optimal performance while considering
specific requirements and constraints.

3.2. Unified performance and resource-aware neural network search (UP-
RaNN)

As mentioned above, we propose a unified neural network search
method that guarantees the trained neural network model not only fits
the various hardware but also provides a fast and high-accurate HRV
estimation. To achieve this, the NAS process will be guided by two
4

constraints: model size and model latency.
3.2.1. Data preprocessing
In our study, we utilized an ECG device to acquire accurate HR/HRV

measurements, which served as the ground truth for providing label
information during model training and testing phases. To capture the
PPG signals, a PPG sensor was attached to the finger and the light
signals will be obtained synchronously along with the ECG R–R interval
values. Instead of feeding the light signals into our model directly, we
use a signal processing algorithm [37] to estimate peaks in four seconds
to predict an HR every second with a sliding window of one-second
step. This strategy brings two distinct advantages. Firstly, we enhance
computational efficiency by significantly reducing the input data size.
Secondly, our approach enables adaptation to various sampling rates
of data, making it versatile and applicable across different scenarios
and datasets. Then the signal-processed HR (calculated HR) will be the
input of the HR calibration model. The HR model’s labels are calculated
through Eq. (2), where 𝑅𝑅𝑎𝑣𝑒𝑟𝑎𝑔𝑒 denotes the average interval between
that period in milliseconds obtained from ECG. Therefore, it estimates
how many beats there are in one minute (60,000 ms) when the interval
time between every two beats is 𝑅𝑅𝑎𝑣𝑒𝑟𝑎𝑔𝑒. The HR model is utilized
to mitigate the bias between HR and ECG-based HR. In this work, we
mainly focus on the HRV estimation model and thus the HR model can
be treated as a preprocessing phase for ‘‘calibrating’’ the HRV model’s
features (historical HR values).

𝐻𝑅 = 60, 000∕𝑅𝑅𝑎𝑣𝑒𝑟𝑎𝑔𝑒 (2)

After that, the Root Mean Square of Successive Differences in HR
(RMSSDHR) is extracted through Eq. (3), where 𝐻𝑅𝑖 denotes the 𝑖th
HR, and𝑁 denotes the total number of HR in a given period. The period
can be 30–300 s for different demands. Eq. (3) is inspired by combining
Eq. (1) and (2). Although PPG sensors cannot directly retrieve R–R
intervals, using Eq. (3) allows the HRV model to learn the relations
between HRV and the variations in HR directly. The label, which is
ECG-based HRV, is calculated with Eq. (1).

𝑅𝑀𝑆𝑆𝐷𝐻𝑅 =

√

∑𝑁−1
𝑖=1 (60, 000∕𝐻𝑅𝑖+1 − 60, 000∕𝐻𝑅𝑖)2

𝑁 − 1
(3)

3.2.2. Constraints definition for UP-RaNN
Model size and model latency are two main constraints to guide

the neural network search. Among them, the model size is constrained
by the hardware’s storage capacity and can be estimated by Eq. (4),
where 𝑆 denotes the model size,𝑁 denotes the number of trainable
𝑚 𝑝𝑎𝑟𝑎
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parameters of the neural network, and 𝑈 denotes the occupied size of
one parameter (e.g., four bytes). When conducting the neural network
search, we pass a specific model size for reference so that every to-
be-trained model that exceeds the model size will be rejected to save
time and guarantee the model’s deployability. The model latency can
be estimated by Eq. (5), where 𝑇 denotes the model latency, 𝑇𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠
denotes the central processing unit (CPU) cycles used to calculate the
𝑅𝑀𝑆𝑆𝐷𝐻𝑅, 𝑇𝑛 denotes the model forward propagation CPU cycles in
layer 𝑛, and 𝐹𝑅𝐸𝑄 denotes the CPU frequency. For a model having two
hidden layers, the 𝑁 equals three (𝑇1 denotes input → hidden layer1,
𝑇2 denotes hidden layer1 → hidden layer2, 𝑇3 denotes hidden layer2
→ output). When we set a computation latency as a threshold, Eq. (5)
estimates whether the model could fulfill the latency requirement. With
these two constraints, we can make sure that the trained models can be
deployed on the MCU and provide real-time HRV monitoring.

𝑆𝑚 = 𝑁𝑝𝑎𝑟𝑎 × 𝑈 (4)

𝑇 = (𝑇𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠 +
𝑁
∑

𝑛=1
𝑇𝑛)∕𝐹𝑅𝐸𝑄 (5)

To obtain the 𝑇𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠 and 𝑇𝑛, which are highly related to specific
system settings of the target device, experiments are required to be
conducted on the target device. The basic concept entails deploying
multiple random models on the target device and measuring the CPU
cycles consumed during different phases, specifically preprocessing
and forward propagation. By analyzing the statistics of these CPU
cycle measurements, we can predict the CPU cycles required for both
preprocessing and forward propagation tasks. This approach allows us
to estimate the computational resources needed for these phases and
optimize the deployment of models on the target device.

Fig. 2 shows the CPU cycles of the neural network model running on
an MSP430FR5994 development board as an example. Fig. 2(a) depicts
the CPU cycles elapsed for calculating the 𝑅𝑀𝑆𝑆𝐷𝐻𝑅, and Fig. 2(b)
and (c) show the CPU cycles when inference conducted through a
fully connected layer and a convolutional layer. It can be found that
both preprocessing and MAC operations have an approximately linear
relation with the CPU cycles and therefore we can estimate the pre-
processing time through the number of historical HRs and estimate the
forward propagation inference time through the number of multiply–
accumulate (MAC) operations. Consequently, the total computational
time can be obtained through Eq. (5). Here we do not need to conduct
a complete accurate CPU cycle estimation as an approximate value is
sufficient. Please note that, in our case, a linear function is sufficient
to predict the CPU cycles, but it may not be suitable for more complex
model structures. Therefore, utilizing a multilayer perceptron (MLP) to
predict the model latency appears to be more practical when model
structures are more complicated [36].

3.2.3. Search space for UP-RaNN
Grid search and random search are two common neural network

search strategies for neural network exploration [38]. In this work, we
choose grid search as the basic search strategy. Although a traditional
grid search is time costly compared to a random search as it permutes
all the possible combinations of a given search space, it benefits from
finding the globally optimized neural network model. Therefore, to find
the globally optimized neural network model while not spending much
time, we can try to shrink the search space by setting thresholds, as
mentioned in Section 3.2.2, thus making the grid search feasible and
efficient in our work. When generating search space, the maximum
possible hidden layers and the maximum possible neurons of each layer
are set to determine the search space. The input size is determined by
the application scenarios and can be any time in the set (30 s, 60 s,
. . . , 300 s) plus one calculated 𝑅𝑀𝑆𝑆𝐷𝐻𝑅. During the fine-tuning
process of the neural network model, we can consider different batch
sizes, learning rates, and maximum epochs to optimize the model’s
performance. This flexibility allows for customization and fine-tuning
5

Fig. 2. CPU cycles estimation with historical HRs and MAC operations.

of the model based on specific requirements and datasets in different
scenarios. Therefore, our UP-RaNN method could apply to other re-
search fields besides HRV estimation. By incorporating model size and
model latency constraints into the process, we can effectively narrow
down the range of possible neural network configurations. This allows
us to focus on a subset of neural network settings that meet the desired
criteria for model size and model latency. By reducing the search space,
we can streamline the neural network search process and improve the
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Table 1
Search space attributes.
Attributes Descriptions Search Space 1 Search Space 2

maxConv Maximum possible convolution layers 0 3
maxChannel Maximum possible channels

for each convolution layer
NA 5

kernelSize Kernel size options, two dimensions NA [(1,2)]
strideSize Stride size options, two dimensions NA [(1,2)]
padSize Padding size options, two dimensions NA [(0,1)]
pooling Pooling options NA [‘‘max’’]
poolKernel Pooling kernel size options, two dimensions NA [(1,2)]
poolStride Pooling stride size options, two dimensions NA [(1,2)]
poolPad Pooling padding size options, two dimensions NA [(0,1)]
maxLinear Maximum possible fully connected

layers
8 3

neurons Neuron options for each fully
connected layer

2𝑛 , 𝑛 = 1..7

activation Activation function options relu
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efficiency of finding the optimal model configuration within the given
constraints.

3.2.4. UP-RaNN search
Algorithm 1 UP-RaNN search
1: function UPRaNN(searchSpace, maxEpoch, sizeT, timeT)
2: modelCandidates←modelGeneration(searchSpace)
3: for model in modelCandidates do
4: if size(model) > sizeT then
5: continue
6: else if latency(model) > timeT then
7: continue
8: end if
9: TRAIN(model, maxEpoch)
0: end for
1: end function
2: function train(model, maxEpoch)
3: epoch ← 1
4: while epoch ≤ maxEpoch do
15: modelTraining(model)
16: modelSave(model)
17: if loss goes up and exceeds a threshold then
18: break
19: end if
20: epoch += 1
21: end while
22: end function

Algorithm 1 shows the pseudocode of the grid search phase. In
he initial phase of our approach, several input parameters are given,
amely the search space, maximum epoch, size threshold, and time
hreshold, which are represented as searchSpace, maxEpoch, sizeT, and
imeT in the algorithm, respectively. Please note that unlike the other
hree parameters, the search space is a multi-dimensional parameter,
nd its attributes and descriptions are detailed in Table 1. The attributes
re expandable so that the modelGeneration function in our algorithm
an take care of more network structures in the future. In this paper,
e only focus on the convolution and fully connected layers. We then
terate through all possible neural network models based on the given
earch space and for each generated neural network model, we assess
ts compatibility with the hardware and its ability to provide fast
nference by comparing it against the provided size and time thresholds.
f the model does not exceed all thresholds, we proceed with training.
n the other hand, if the model exceeds either threshold, we discard
t and move on to the next model configuration. Additionally, an
arly exit strategy is implemented during training. If the loss starts
o increase and surpasses a predefined epoch threshold, the training
6

rocess is terminated early.
.2.5. Model selection
Our ultimate objective is to realize on-device real-time heart rate

ariability monitoring using models selected through our UP-RaNN
odel search method. The deployment of the model into the real-time
onitoring system necessitates the selection of suitable models from
he search outcomes. Model accuracy and model latency represent the
wo objectives of our research and how to calculate a unified score to
elp select the optimal model is shown in Eq. (6). Here, 𝑆𝑐𝑜𝑟𝑒 denotes
he overall score of a model, 𝑙𝑜𝑠𝑠𝑛 denotes the test loss of the model
, 𝑙𝑎𝑡𝑒𝑛𝑐𝑦𝑛 denotes the latency of the model 𝑛, 𝑓1 and 𝑓2 are two
ositive factors associated with model loss and model latency. They
an help to normalize the model loss and model latency to make sure
he two metrics are comparable. namely, the factors are used to adjust
he weights of the two matrics. In addition, 𝑏1 and 𝑏2 are two biases.
q. (6) illustrates that a lower loss corresponds to a higher score, while
shorter latency leads to a higher score as well.

core = (𝑏1 − 𝑙𝑜𝑠𝑠𝑛∕𝑓1) + (𝑏2 − 𝑙𝑎𝑡𝑒𝑛𝑐𝑦𝑛∕𝑓2), 𝑛 ∈ {𝑚𝑜𝑑𝑒𝑙𝑠} (6)

.3. Real-time on-device HRV monitoring system

In this section, we will present the real-time on-device HRV mon-
toring system that we have developed. As previously mentioned, the
esign of this system incorporates the constraints of embedded systems,
uch as low CPU frequency and limited memory size. Our primary
bjective is to provide real-time HRV monitoring without compromis-
ng the accuracy of HRV estimation. Additionally, the system only
equires common components, such as a float arithmetic logic unit, I2C
ommunication unit, and non-volatile storage, to make it versatile and
ompatible with various devices. To fulfill the requirements, we design
he HRV monitoring system as shown in Fig. 1(b).

.3.1. Raw data transform
Initially, the light signals of the PPG sensor will be stored in a buffer

n the MCU so that the signal data array can be used to estimate
eaks by the signal processing function. The size of the buffer is
etermined by the sampling rate times four seconds. For example, when
he sampling rate of the sensor is set to 25 Hz, the buffer size is 100
25 × 4) with each value being a four-byte floating-point number. To
chieve greater data size compression, data quantization is typically
mployed. However, in the context of HRV prediction, we refrain from
sing data quantization. Since HRV prediction is a regression problem,
nappropriate data quantization could substantially amplify the error.
he signal processing phase can effectively reduce the number of input
eatures and thus reduce model sizes. Given original light signals in
00 s and 25 Hz sampling rate, then the input size becomes 7500,
hich is too huge for a resource-constrained device. With the help of
ignal processing, the number of inputs can be reduced from 7500 to
00. Moreover, this could also enable our method to adapt to various
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sampling rates of data. Once we get the estimated peaks from signal
processing, the calculated HR can be obtained by Eq. (7). The basic idea
here is that once we estimate how many peaks there are in four seconds
(the time is determined by buffer size divided by sampling frequency),
we can calculate HR by estimating how many peaks there are in 60 s.
We only store light signals in the RAM to ensure enough memory space
for HR signal processing, model inference, and preprocessing in HRV
estimation.

𝐻𝑅 = 𝑝𝑒𝑎𝑘𝑠 ∗ 60∕4 (7)

3.3.2. HR ‘‘calibration’’
According to Eq. (1), the RMSSD can change significantly by a minor

change in the R–R interval, that is, any minor changes happening on
HR values would lead to totally different RMSSD readings. Therefore,
in our designed HRV monitoring system, the calculated HR will be
passed through an HR ‘‘calibration’’ model, which is trained by taking
ECG as the ground truth, to filter out the noise and minimize the bias
between the PPG sensor and the ECG device. The HR ‘‘calibration’’
model has four hidden layers, each having 16, 32, 16, and 8 neurons,
respectively. The effectiveness of combining signal process and machine
learning in increasing HR estimation has already been proven by our
previous work [18], thus we integrate the theory and implement it in
our real-time monitoring system.

3.3.3. Historical HR/HRV storage
Given that the monitoring system is intended to operate on a

resource-constrained embedded device with limited battery capacity,
we have incorporated the use of non-volatile storage. This allows
us to store the predicted HR and HRV data, ensuring that historical
information is preserved even in the event of a power outage.

3.3.4. Real-time monitoring
When monitoring HRV in real-time, a 𝑁-second sliding window is

determined and we will retrieve all historical HRs during that window
to estimate an HRV. In our paper, since we focus on predicting RMSSD
as it is the most used HRV indicator, the HR array will be sent to a
preprocessing function to calculate the RMSSDHR based on Eq. (3).
After that, we use the calculated RMSSDHR and the HR array as the
input features to predict the HRV, which is RMSSD in our paper. Both
the predicted HR and predicted HRV will be sent to a UART client
to provide real-time monitoring. Moreover, to fulfill various needs, we
could specify different step lengths for the sliding window.

3.4. Adaptive runtime reconfiguration

The performance of the model, battery life, and model latency are
intuitively influenced by factors such as model size, CPU frequency,
and sensor sampling rate. The memory capacity of the MCU limits the
PPG sensor’s sampling rate and model inference intermediate memory
usage, while the model size determines the size of the model that can
be deployed. Generally, larger model sizes require more computational
time and result in shorter battery life as the CPU remains occupied.

Different models exhibit varying sizes and performance levels.
Moreover, a higher sampling rate negatively impacts battery life and
computational time, as it necessitates larger input sizes for signal
processing. On the other hand, a higher CPU frequency accelerates
computational time but consumes more power.

Consequently, various system configurations offer distinct perfor-
mances and can adapt to different requirements. For instance, if users
prioritize faster computational time and are willing to compromise on
battery life, they would configure the MCU at a higher frequency. If
energy conservation is of greater importance while accepting longer
inference times, a lower frequency and lower sampling rate configura-
tion can be chosen. Therefore, runtime reconfiguration enables users
to switch between different operation modes without the need for
reprogramming the device.
7

To empower the system with adaptive reconfiguration capability at
runtime to improve energy efficiency and adapt to different demands,
we prepare different system settings on the MCU. When a reconfig-
uration is needed, the system will stop the data pipeline in Fig. 1,
switch the configuration, and restart the pipeline to apply the new
configuration, where the first HRV estimation would be available only
after a certain time interval (e.g., 300 s) from the reconfiguration
time point. In other words, our developed real-time HRV monitoring
system is fully capable of supporting runtime reconfiguration without
compromising its functionality, albeit resulting in only a brief service
interruption.

4. Results evaluation

4.1. Experiments setup

For evaluating our proposed UP-RaNN method and the real-time
HRV monitoring system, we select the MSP430FR5994 development
board as our experimental platform. The MSP430FR5994 offers a com-
prehensive development platform for ultra-low-power MCU. It includes
an on-device probe for programming and debugging, supports a vari-
ety of communication protocols, and contains all necessary hardware
components, making it ideal for verification experiments. We selected
the MSP430FR5994 primarily because it is the platform we currently
have available and it has the most limited resources. Besides, this board
is a typical embedded device which can represent a large number of
embedded systems that has two layer on-chip memory and limited CPU
frequency. Our method can be easily transferred to other platforms as
long as the platform supports the necessary hardware components our
method requires. Following the UP-RaNN method, we obtained suitable
HRV models and integrated them into our real-time HRV monitoring
system. Therefore, the evaluation contains two parts: evaluate the
effectiveness and efficiency of the UP-RaNN method and evaluate the
performance of online real-time HRV monitoring.

To prepare the dataset for the proof of concept, a MAXREFDES117
PPG sensor is selected and connected to a Raspberry Pi 4 to collect
the PPG data, and a 3-lead TLC5007 dynamic ECG device is utilized
to provide the data ground truth. The PPG sensor and ECG device
are carefully synchronized in time to guarantee simultaneous data
recording. To ensure comprehensive data collection and prevent under-
fitting, the subject is instructed to provide three sets of data, each
corresponding to different activities: sitting, sleeping, and daily life.
Each activity is recorded for two hours to capture sufficient data for
analysis. During the training phase, the collected data is split into
training and testing sets with a ratio of eight to two.

When applying our proposed UP-RaNN method, we set two con-
straints based on the hardware. The selected MSP430FR5994 supports
an MCU frequency of up to 16 MHz and is equipped with 256 KB
FRAM and 8 KB SRAM. To make sure the explored model can fit
the MSP430FR5994, the two constraints are set as follows: the model
should not exceed 4000 parameters and the model latency should not
exceed two seconds. When estimating the model latency, we set the
CPU frequency to 8 MHz, that is the maximum number of allowed CPU
cycles in computation is 16,000,000 (8 MHz × 2 s = 16, 000, 000). We
devised two search spaces to assess our UP-RaNN method thoroughly:
one includes solely linear layers, while the other incorporates both
convolutional layers and linear layers. In our case, we focus on the
global optimal network model composed of both linear and convolu-
tional layers. Therefore, the two search spaces are sufficient as they
can cover most combinations of these layers. A search space with only
convolutional layers is impractical because we typically need to append
several linear layers at the end of a CNN model to solve regression
problems. The details can be seen in Table 1. We find that most of
the models do not have more than three fully connected layers, such as
ResNet [39], GoogLeNet [40], and VGG [41], thus we set the maximum
hidden layer to be less than three linear layers in our Search Space 2.
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Fig. 3. Connections of the real-time on-device HRV monitoring.
Table 2
Search results of UP-RaNN method.

Search Spaces and methods Search Space 1
(pure Linear)

Search Space 2
(Linear + Conv)

Grid Search UP-RaNN Grid Search UP-RaNN

Settings 6,725,600 612,130 61,845 45,047
MAE of top 1 percent 3.2 ± 1.0 3.3 ± 1.1 1.8 ± 0.4 1.8 ± 0.4
Average MAE of top 1 percent 3.3 3.7 2.0 2.1
Best MAE 2.2 2.2 1.4 1.5
MAPE of top 1 percent 10.0 ± 3.1% 10.3 ± 3.3% 5.5 ± 1.2% 5.7 ± 1.1%
Average MAPE of top 1 percent 10.1% 11.4% 6.4% 6.5%
Best MAPE 6.9% 7.0% 4.4% 4.6%
For our Search Space 1, since we do not have any convolutional layers
there, we slightly increased the maximum number of possible linear
layers to eight. Moreover, we only provide one option for kernel size,
stride size, padding size, and activation function for proof of concept,
although we can add more possibilities. The reason is our data is time
series one-dimensional data, padding in two dimensions seems not
necessary. When training, the learning rate is set to 0.005, and the
batch size is set to 32. We choose the mean squared error (MSE) as
the loss function.

When evaluating the designed real-time on-device HRV monitoring
system, the MSP430FR5994 development kit receives light signals from
a PPG sensor, conducts HRV estimation, and then sends the results to
a UART client for real-time monitoring. The UART client can decode
the messages and show the monitoring results on a display with a
resolution of 320 × 240. In our experiment, for the convenience of
valuating the power consumption, there is a multi-meter between the
ART client and the MSP430FR5994 so that we can easily measure
urrent in real-time. The schematic connection is shown in Fig. 3.

4.2. Effectiveness and efficiency of UP-RaNN method on HRV estimation

As mentioned above, we set the maximum number of allowed
trainable parameters to 4000 and the estimated total CPU cycles to
be no larger than 16,000,000 to reduce the search intensity and make
the searched neural network compatible with the given development
board. The search results of our UP-RaNN are shown in Table 2. In
the table, Mean Absolute Error (MAE) and Mean Absolute Percentage
Error (MAPE) are provided to demonstrate the benefits of our UP-
RaNN search method on two different search spaces. Our UP-RaNN
method achieves notable acceleration compared to the grid search,
attributed to our hardware-aware strategy. Moreover, the UP-RaNN
method applied to the pure Linear search space experiences a speed-up
of up to ten times due to its expansive search scope. This underscores
8

that a larger search space correlates with greater speed-up, demonstrat-
ing the efficiency of our UP-RaNN method. Although the exhaustive
grid search yields better results than our method, the difference is
minimal. The grid search shows only a 0.1–0.2% improvement in best
MAPE and at most a 0.1 improvement in best MAE compared to our
method. This slight advantage does not justify spending ten times more
training time, especially considering that the resulting models cannot
be deployed on the chosen platform. Furthermore, the search results
indicate that Search Space 2 surpasses Search Space 1 in both MAE
and MAPE, demonstrating that the CNN network outperforms the pure
linear network.

Table 3 shows the top three models from Search Space 1 and 2 when
the sort keys are MAPE, MAE, and Total CPU cycles, respectively. To
represent the model network, we add ‘‘l’’ for a linear layer followed by
the number of neurons of that layer and add ‘‘c’’ for a convolutional
layer followed by the number of channels of that layer. There are 301
features as the input (300 historical HR plus one RMSSDHR) and one
neuron as the output which will predict an HRV value. We do not
include input and output in the network representation to simplify the
representation. As depicted in Table 3, models c1-l2 and l2-l2-l2 fail to
converge during training, attributed to poor parameter initialization.
Models c1-c1-l2 and c1-l2-l2 both demonstrate minimal total CPU
cycles, indicating they demand limited computational resources for
deployment. However, their performance in terms of MAE and MAPE is
suboptimal due to the limited number of trainable parameters utilized.
Additionally, an intriguing observation is that within the provided
search spaces, networks comprising purely linear layers exhibit worse
MAE and MAPE compared to those incorporating convolutional layers,
while consuming only half of the CPU cycles. That is, convolutional
layers help to increase accuracy in estimating HRV but require more
computational resources. Furthermore, model c1-c3-c2-l32-l2-l2 as one
optimal solution is appended to the table. It can be observed that model
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Table 3
HRV estimation models results.
Model Trainable Parameters Total CPU cycles MAE MAPE FRAM Model RAM

c1-l2 160 1,719,519 4.389 13.444% 35,094B 9,388B 4,670B
l2-l2-l2 619 1,609,636 4.442 13.770% 33,350B 10,348B 4,670B
c1-c1-l2 51 1,723,239 3.160 9.564% 35,210B 9,188B 4,670B
c1-l2-l2 166 1,723,983 2.931 9.178% 35,140B 9,428B 4,670B
c2-c4-c4-l64-l16 2,719 4,791,401 1.459 4.631% 35,384B 22,372B 4,670B
c3-c5-c3-l128-l4-l128 3,794 6,327,713 1.507 4.826% 35,446B 29,188B 4,670B
c3-c5-c3-l64-l4-l128 2,322 5,232,579 1.568 4.959% 35,446B 22,788B 4,670B
l4-l64-l4-l32-l4-l32-l4-l128 3,141 2,861,951 2.224 6.956% 33,604B 22,564B 4,670B
l4-l16-l64-l8-l16-l4-l4-l64 3,513 3,119,519 2.224 6.964% 33,604B 23,316B 4,670B
l4-l4-l64-l4-l64-l8-l2-l64 2,923 2,773,134 2.228 6.975% 33,598B 21,228B 4,670B
l4-l32-l32-l8-l32-l8-l2-l64 3,515 3,119,519 2.225 6.978% 33,604B 23,340B 4,670B
c1-c3-c2-l32-l2-l2 517 2,343,716 1.860 5.792% 35,430B 11,932B 4,670B
c1-c3-c2-l32-l2-l2 sacrifices 25% accuracy but reduces the CPU cycles
by about 50%, compared to model c2-c4-c4-l64-l16.

Additionally, Table 3 provides the actual memory consumption
hen models are deployed on our tested platform. In the table, the
RAM size primarily indicates how much memory our Real-time HRV
onitoring system occupies when integrating various models. Thus, we
an observe that the program size changes minimally when switching to
similar model. The Model size reflects how much memory is utilized
o store the model itself, and it increases according to the number
f trainable parameters in a model. However, the RAM size remains
onsistent across all models. This is because the RAM size represents
he size of global and static variables and the software system stack in
ur monitoring system. Since the stack size is pre-set and the global
nd static variables do not change when different models are used, the
AM size remains the same.
To conduct a more in-depth analysis and comparison of our UP-

aNN method results across two search spaces, Fig. 4 displays the
performance distributions of MAE and MAPE, respectively. Box plots
have been utilized in the figures to illustrate the positions of the
first quartile (Q1), third quartile (Q3), and the mean of the results,
while circles denote outlier points. Significantly, the search space in-
corporating both linear and convolutional layers demonstrates superior
performance compared to the search space containing pure linear
layers, as evidenced by both MAE and MAPE metrics. Furthermore,
both search spaces exhibit loss reduction as the number of trainable
parameters increases. However, it is important to note that enhancing
performance is not indefinite with the continual increase of trainable
parameters, as excessive parameter inflation can result in overfitting
issues.

When selecting the optimal models, Eq. (6) is converted to Eq. (8).
Here we chose MAPE to represent the model loss and CPU cycles to
represent the model latency, respectively. As MAPE typically ranges
from 0 to 100, we set 𝑓1 to 100 to scale the range between 0 and
1. Considering that CPU cycles are related to hardware constraints,
we set 𝑓2 to 16,000,000 to normalize the range between 0 and 1.
Both 𝑏1 and 𝑏2 are assigned values of 1. Then, we can calculate the
score to select the optimal models. To be noticed that the unified score
could help us to find the model that has the highest score, while could
not provide the alternatives unless two optimal models have the same
score. To better explain the model selection phase, the Pareto front
results are shown in Fig. 5. The Pareto front, also referred to as the
Pareto frontier or Pareto curve, represents the set of all Pareto-efficient
solutions. In the accompanying figure, each dot corresponds to a neural
network model within the Pareto front. The bottom-left point signifies
the ideal point as our objective is to attain the lowest MAPE while
minimizing time expenditure. The figure illustrates that the search
space incorporating both linear and convolutional layers outperforms
the search space containing only linear layers. Furthermore, the optimal
model, identified as model c1-c3-c2-l32-l2-l2, is readily discernible in
the figure. Alternatively, the model c2-c4-c4-l64-l16, which exhibits
the lowest MAPE, can be selected when aiming for the highest model
accuracy.

Score = (1 −𝑀𝐴𝑃𝐸 ∕100) + (1 − 𝐶𝑃𝑈𝑐𝑦𝑐𝑙𝑒 ∕16, 000, 000) (8)
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𝑛 𝑛
Fig. 4. Performance distribution of UP-RaNN search method on two search spaces.

4.3. Comparison with existing studies in HR/HRV prediction

Table 4 shows the performance of our UP-RaNN method compared
with that of existing frameworks. TROIKA [17] and BioTranslator [14]
both use ISPC dataset [17]. We implement our method on the ISPC
dataset first for a direct comparison, and then we introduce our method
with our dataset. In the comparison, model c2-c4-c4-l64-l16 is selected.
The results show that the TROIKA framework has the best accuracy
in HR estimation. However, it relies on singular spectrum analysis
that is very complicated [42] and takes almost more than 1.9 s to
estimate one HR when we simulate this framework using MatLab on
Windows 10 powered by i7-9700k PC (eight cores, 3.6GHz, and 32 GB
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Fig. 5. Pareto frontiers of UP-RaNN search method on two search spaces.

Table 4
Comparison with Existing Framework.

Framework HR HRV (RMSSD)

MAPE Latency/Platform MAPE MACs Para.

TROIKA [17] 1.8% 1.9s/PC na na na
BioTranslator [14] 7.2% na 52.59% 158M 42,657
UP-RaNN Model
(ISPC dataset) 8.2% 0.0002s/PC na na na
UP-RaNN Model
(Own dataset) 4.6% 0.056s/MCU 5.79% 1,449 517

RAM). Therefore, it is impractical to deploy this framework on an MCU.
Moreover, both BioTranslator and our UP-RaNN search method have a
MAPE of around 8% for HR estimation, whereas our HR model only
takes 0.0002s to obtain one HR estimation on the PC and 0.056 s on
the MCU at 8 MHz. In addition, when training the HR model on our
dataset, the HR estimation can reach a much lower MAPE.

Our method demonstrates superior performance over BioTranslator
in terms of MAPE, MACs, and Trainable Parameters for HRV estima-
tion. A significant difference can be observed when comparing our
method to BioTranslator. BioTranslator has over 100,000 times more
MACs and 80 times more parameters, making it impractical to deploy
on a memory-constrained MCU. It is worth noting that BioTranslator
exhibits a considerably high MAPE for HRV estimation. There are
two main reasons for the high MAPE observed in HRV estimation
using BioTranslator. Firstly, the ISPC dataset utilized in the evaluation
contains numerous motion artifacts that can affect the accuracy of HRV
estimation. Secondly, the ISPC dataset only provides 300 s of data for
each subject, which is insufficient for directly predicting an HRV value
over such a short period. As an alternative approach, BioTranslator
chooses to first predict the R–R interval and then calculate the corre-
sponding HRV values based on that information. This method is proved
inaccurate as we mentioned in Section 2.2: Even minor variations in
R–R interval values would lead to a major difference in HRV. As a
comparison, our proposed solution has a pretty low MAPE of 5.79%
with model c2-c4-c4-l64-l16. In summary, our method offers significant
advantages for deployment on a MCU due to its optimized resource
usage. Despite being designed for MCU constraints, our method main-
tains comparable performance in terms of latency and accuracy when
compared to the state-of-the-art methods for HRV estimation. This com-
bination of efficient deployment and competitive performance makes
our method highly favorable for practical implementation.

4.4. Energy consumption of the HRV monitoring system

In addition to the neural network search method and the real-
time on-device HRV monitoring system, three key configurations have
10

impacts on the power consumption of the entire system: the Digitally
Controlled Oscillator (DCO), the sub-main system clock (SMCLK), and
the sampling rate (SR). The DCO determines the main clock frequency
of the chip, which in turn affects the speed at which the code can
execute. By adjusting the DCO configuration, we can control the overall
performance and power consumption of the system. The SMCLK relies
on the DCO as its source and drives the I2C and UART protocols. By
modifying the SMCLK configuration, we can influence the data transfer
rate and power consumption of these communication interfaces. The
sampling rate has implications for memory usage, computational time,
and battery life. The choice of sampling rate determines the amount of
sensor data that needs to be processed and stored. Different sampling
rates may require adjustments to the configurations of I2C, UART, and
buffer size used for storing the sensor data. These variations directly
impact the overall power consumption of the system. Therefore, careful
consideration and optimization of the DCO, SMCLK, and sampling
rate configurations allow us to fine-tune power consumption while
balancing the system’s memory usage, model latency, and battery life.

Fig. 6 shows the MCU battery life results under different system
configurations. The battery life is calculated by measuring energy
consumption using EnergyTrace [43], a built-in tool for MSP430 devel-
oping software, and assumes the MCU is powered by a CR2032 battery.
Increasing the sampling rate has a significant impact on reducing
battery life. For instance, when the DCO is set to 1 MHz, the battery
life decreases by 2.5 times when the sampling rate is increased from
12.5 Hz to 100 Hz. Although the DCO does affect energy consumption,
it does not have a notable impact on the sampling rate itself. However,
reducing the DCO will result in longer inference times for HR and HRV
estimation. Therefore, if the objective is to conserve energy, reducing
the sampling rate is a more effective approach than decreasing the DCO.
The effect of the SMCLK on energy consumption is less straightforward.
The SMCLK primarily influences the configurations of the I2C and
UART protocols, affecting the execution speed of the MSP430 chip.
Therefore, when designing the HR/HRV monitoring system, we can
adjust the SMCLK based on the DCO and other specific requirements.
However, it is not expected that reducing the SMCLK will provide
significant improvements in power savings. In conclusion, to optimize
power consumption in the HR/HRV monitoring system design, it is
recommended to reduce the sampling rate rather than the DCO. The
impact of the SMCLK on energy consumption is indirect, primarily
affecting protocol configurations, and any power-saving enhancements
from reducing the SMCLK are minimal.

4.5. Evaluation of runtime reconfigurations

Based on the aforementioned analysis, we propose designing mul-
tiple configurations that can adapt to different demands or scenarios
during runtime. The core concept is to pre-define various configurations
on the MCU and utilize different signals to trigger reconfiguration
when necessary. These triggering signals can include a button press,
a timer reaching a specific interval, or reaching a certain battery level
threshold.

Table 5 presents the analysis results for different HRV monitoring
modes. From the analysis, it can be determined that the regular mode is
the recommended choice for regular users who prioritize quick compu-
tational time. In this mode, each computation takes only 0.302 s, while
still providing relatively high accuracy in HRV estimation. Additionally,
the Energy (saving) mode is available for users who need to conserve
energy, particularly when the battery has low energy levels. This mode
reduces the DCO frequency and sampling rate and employs the same
model with regular mode to optimize energy efficiency while still
providing acceptable accuracy in HRV estimation. Furthermore, the
Accuracy mode is designed to maximize accuracy in HRV estimation
by utilizing a larger model, c2-c4-c4-l64-l16. However, it may require
more energy consumption due to the increased computational require-
ments. These preset modes allow users to switch between them at

runtime based on their specific needs.
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Fig. 6. Battery life results.
Table 5
Current under various system modes.
Mode Model MAPE/% DCO/MHz SR/Hz Latency/s Current/mA

Regular c1-c3-c2-l32-l2-l2 5.79 8 25 0.302 8.7
Energy c1-c3-c2-l32-l2-l2 5.79 1 12.5 2.456 8.2
Accuracy c2-c4-c4-l64-l16 4.63 8 100 0.556 12.2
Fig. 7. Power consumption comparison in different work schedules. (For interpretation
of the references to colour in this figure legend, the reader is referred to the web version
of this article.)

Fig. 7 displays the results of a current comparison on the MSP430FR
994 development board using different schedules. Power consumption
s measured in milliamps (mA). In the figure, the blue line represents
ontinuous monitoring of the HRV for 10 min, while the green line
epresents a periodic schedule of ‘‘work 1 min - rest 1 minute’’. The pe-
iodic monitoring reduces the current by approximately 22% compared
o continuous monitoring. This feature enables effective power-saving
hen required, especially when combined with an accelerator to in-
elligently and efficiently monitor an individual’s heart health during
ntense activities.

. Conclusion and future works

In this study, we introduce a novel approach that addresses the
hallenges by proposing a unified performance and resource-aware
eural network search method: UP-RaNN. This method aims to find the
ptimal neural network model for HRV estimation using PPG sensing
ata while considering specific resource limitations. Following that, we
evelop a real-time on-device HRV monitoring system for ultra-low-
ower devices using the trained models. Additionally, we analyze the
erformance and energy efficiency of different operation modes with
NN models to support runtime configurations.
11
To evaluate the proposed UP-RaNN method and the real-time HRV
monitoring system associated with the adaptive runtime configuration
switch mechanism, we choose an MSP430FR5994 development board
as the test platform. The results show that our proposed UP-RaNN
method can effectively and efficiently conduct the network architecture
search and explore suitable models for a given platform compared to
the traditional grid search method. In addition, the explored mod-
els show comparable performance to state-of-the-art HRV estimation
methods using PPG. Moreover, our real-time HRV monitoring system
outperforms state-of-the-art HRV methods in computational time and
the runtime configuration switch mechanism provides the possibility
of changing operation mode for various demands.

However, there are still some limitations that need to be addressed
in our future works. First of all, the current real-time HRV monitoring
system does not take advantage of hardware accelerator and low power
modes. We plan to explore how utilizing these hardware accelerators
and enabling low power mode can enhance the monitoring system,
improve power consumption, and speed up the system. Second, we aim
to analyze the integration of other sensors to increase HRV estimation
accuracy by further eliminating motion artifacts. Third, the accuracy
of the HRV model varies for different individuals, thus creating the
need for personalized models. Lastly, quantized neural networks have
not been explored in this paper. Given that quantized neural networks
can save storage and speed up inference time, their implementation is
worth investigating.
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