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ABSTRACT
Heterostructure quantum dots (QDs) are composed of two QD nanocrystals (NCs) conjoined at an
interface. They are useful in applications such as photovoltaic solar cells. The properties of the inter-
face between the NCs determine the efficiency of electron–hole recombination rates and charge
transfer. Therefore, a fundamental understandingof how this interfaceworksbetween the twomate-
rials is useful. To contribute to this understanding, we simulated two isolated heterostructure QD
models with Janus-like geometry composed of Cd33Se33 + Pb68Se68 NCs. The first Janus-like model
has a bond connection between the two NCs and is approximately 16× 17× 29 Å3 in size. The sec-
ondmodel has a through-space connection between the NCs and is approximately 16× 17× 31 Å3.
We use density functional theory to simulate the ground state properties of these models. Nona-
diabatic on-the-fly couplings calculations were then used to construct the Redfield Tensor, which
described the excited state dynamics due to nonradiative relaxation. From our results, we identified
a qualitative trend which shows that having a bond connecting the two NCs reduces hole relaxation
time.We also identified for a sample of electron–hole excitations pairs that the through-bondmodel
allows for a net positive or negative numerical net charge transfer, depending on the excitation pair.
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Introduction

Quantum dots (QDs) have unique electrical properties
such as high quantum yield [1,2], multiple exciton gen-
eration (MEG) rates [3,4], tunable absorption and emis-
sion spectra that can cover the entire visible spectrum
[5,6], and tunable band alignment for relaxation path-
ways of photogenerated carriers [7,8]. These properties
are useful for devices such as solar cells [1,3,9]. To better
understand these properties, and possibly improve them,
computational simulations of QDs can be performed.

A QD’s ability to transfer charge is one of its dynamic
electric properties that is especially relevant in pho-
tovoltaic applications [10]. Various studies have anal-
ysed how di!erent aspects of QDs a!ect charge trans-
fer. The impact of a QD’s geometry on charge transfer,
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including heterostructure core–shell QD [2,4,11,12] and
heterostructure Janus QD [1,3,4,8] con"gurations, has
been explored. In this paper, we classify a Janus QD as
a structure with two nanocrystal (NC) hemispheres con-
joined at an interface. The types of NCs that can be used
to compose these heterostructure models include PbSe
and CdSe, whose individual QD properties have been
studied extensively in ab initio [13–15] and experimental
studies [1,16].

While core–shell and Janus QD geometries have both
been shown to slow charge carrier cooling and have
high MEG rates, the Janus QD geometry allows for
both electron and hole photogenerated carriers to be
extracted. This accessibility is important for redirecting
these carriers to other MEG relaxation pathways, which

© 2023 Informa UK Limited, trading as Taylor & Francis Group

http://www.tandfonline.com
https://crossmark.crossref.org/dialog/?doi=10.1080/00268976.2023.2273415&domain=pdf&date_stamp=2023-10-25
http://orcid.org/0000-0001-7847-5549
mailto:dmitri.kilin@ndsu.edu
https://doi.org/10.1080/00268976.2023.2273415


2 H. B. GRIFFIN ET AL.

in turn can be useful when constructing photoconductive
devices [3].

Previous studies have also focused on how charge
transfer is a!ected by choice of material in the NCs [4].
The charge transfer properties can also be impacted by
a substrate connected to di!erent parts of the interface
[13,17]. Changing the stoichiometry of the QDs also
impacts charge transfer [8]. The e!ect of changing the net
charge on clusters of multiple QDs has been the subject
of an ab initio study of PbS NCs [18].

A less explored aspect of heterostructure QD charge
transfer is the impact of having a through-bond (TB)
versus through-space (TS) connection between the inter-
face of the NCs composing the heterostructure. An
ab initio investigation of bond connection and inter-
face properties has been done previously for doped sil-
icon QDs [19]. Another recent ab initio study investi-
gated the e!ect of twisting epitaxially fused ZnTe/ZnSe
QD heterodimers on the generation of charge transfer
excitons [20]. An experiment investigated the changes
in absorption spectra for fused or separated core–shell
CdSe/CdS QD dimers [12]. TB and TS studies have
also been done for non-QD structures such as ther-
mally activated delayed #uorescence emitters molecular
systems [21].

The dynamic information for optoelectronic informa-
tion in similar classes of QDmodels can be obtained by a
variety of computational methods. These include explic-
itly correlated Hartree–Fock Method [22], coupled clus-
ter theory [23], di!usionMonte Carlo quantummethods
[24], and the GW/BSE approach [15,25], surface hop-
ping [26,27], and multiple spawning [28,29]. Nonadia-
batic coupling (NAC) calculations, also known as elec-
tron phonon couplings, have recently been calculated by
applying machine learning techniques [30,31]. One of
the practical and e$cient options for obtaining optoelec-
tronic information is calculating on-the-#y NAC calcu-
lations and then constructing the Red"eld Tensor based
on NAC results. The Red"eld Tensor contains informa-
tion about how the photoexcited charge carrier densities
change over time as a system relaxes toward thermal
equilibrium [10,32].

In our study, we used on-the-#y NAC and the Red"eld
Tensor to study how the nonradiative relaxation rates and
the charge transfer between the interfaces of a Janus-like
QD composed of Pb68Se68+Cd33Se33 is impacted by TS
or TB connection between the interfaces of the two NCs.
A Janus-like QD contains two nearly spherical NCs that
are in close physical proximity to each other. Special fea-
tures of true Janus QDs can be understood by analysing
limiting cases such as this Janus-like con"guration. We
examined the case of independent PbSe and CdSe QDs
and a Janus-like QDwith a TS connection.We compared

these models, with a focus on the Janus-like TS model,
with the case of the NCs in a Janus-like formation with
a TB connection. Our chosen QD geometry is unique
compared to core–shell and Janus QD models since our
main NC components have little contact with their het-
erostructure counterparts. This minimal contact allows
us to examine in greater detail the impact of TB versus
TS connection between NCs on nonradiative relaxation
rates and charge transfer.

We hypothesised that a TB connection would slow
the relaxation rates of charge carriers in the Janus-like
QDs because this slowing of rates has previously been
observed in Janus QDs [3]. We also hypothesised that
having a TB or TS connection would have an impact on
the observed charge transfer during the relaxation pro-
cess. To prove this, we examined ground and dynamic
states for both models.

In the following sections, we give more details about
the theory behind our ground and dynamic state analy-
sis. We present the results of both analyses. With regards
to dynamic results, we identi"ed two signi"cant qualita-
tive di!erences between theTB andTS Janus-likemodels.
First, the hole relaxation for the TBmodel does not follow
the energy gap law for semiconductors [33]; instead, its
relaxation rate increases as the energy gap increases. The
hole relaxations for the TB model also take a longer time
to occur than the TS model relaxations in general, which
is bene"cial for applications like harvesting charged par-
ticles in solar cells [3]. The second signi"cant qualitative
di!erence we found was that the TB model allowed for
a numerical net positive or negative charge transfer dur-
ing nonradiative relaxation for a sample of electron–hole
relaxation pairs, while the TS model mostly favoured a
net negative charge transfer.

Methods

Ground state calculations

In order to analyse the ground state properties of the
Janus-like models and their individual NC counterparts,
we applied density functional theory (DFT) [34] (Supple-
mental Information 1).

Notations for positions of ions, Kohn–Sham (KS)
orbitals, and KS energies are de"ned in Supplemental
Equation S1. Once we have the ground state energies
from solving Supplemental Equation S1, [35] we then
can determine the band gap of our given model by eval-
uating the di!erence in energy of the highest occupied
KS molecular orbital (HOMO) and lowest occupied KS
molecular orbital (LUMO):

Eg(KS) = Eg −!xc = εn+1(KS) − εn(KS) (1a)



MOLECULAR PHYSICS 3

In Equation (1), !xc is the di!erence between the ener-
gies of the (n+ 1)th orbitals of the KS systems. This
di!erence is given by the KS orbitals that correspond to
the ionised and neutral electron systems. Another item of
note is that the excited states of our system that are used
to construct our density matrices can be represented as a
superposition of electron–hole pairs:

|ψα〉 =
∑

e,h
Aαeh|ϕ

KS
e > ⊗|ϕKSh > (1b)

One may assume that there is a leading order term in the
expansion coe$cient:

Aαeh = δee′δhh′ + O2 (1c)

Under this approximation, a single pair of non-
interacting e’ and h’ can represent an excited state.

We also examined the absorption spectra of our four
models. In order to obtain these, we need the dipole
oscillator strength &Dij to get the absorption rate fij: [32].

fij =
4πmeωij

3he2
|&Dij|2 (2)

where me is the mass of an electron, e is the charge of an
electron, and:

ωij =
εi − εj

! (3)

is the angular frequency required to excite an electron
from a state i to a state j. The transition dipole moment
from a state i to j is:

&Dij = e
∫

d&rϕKS∗i (&r) · &r · ϕKSj (&r) (4)

Here ϕKSj (&r) is a KS orbital found while solving Sup-
plemental Equation S1. Once the absorption rates are
calculated, one can plot the spectral density of absorption
by using the following equation:

α(ω) =
∑

i≤HO

∑

j≥LU
fijδ(!ω − !ωij) (5)

Dynamic calculations

A critical step in moving forward with dynamic calcu-
lations is subjecting our model to a thermal bath which
drives it away from equilibrium. Once a system is ther-
mally excited, we perform molecular dynamic (MD)
microcanonical ensemble simulations to create a tra-
jectory of the system state over time. The positions of
ions &Ri = &Ri(t), KS energies εi = εi({&Ri(t)}), and KS
orbitals ϕKSi = ϕKSi (−→r, {&Ri(t)}) become time-dependent
and allow consideration beyond Born-Oppenheimer

approximation. The information from the MD steps
can be used to calculate on-the-#y NAC, which are
used to construct the Red"eld Tensor, for a perturba-
tive account of electron-to-nuclear interaction [10,32].
In order to implement NAC, we calculate the coupling
between states i and j at two di!erent times steps in a
given trajectory:

VNA
ij (t) = − i!

2!t

∫
d&rϕKS∗i (−→r, {&Ri(t)})ϕKSj

× (−→r, {&Ri(t +!t)}) + h.c. (6)

A set of couplings is then entered into the autocorrelation
function:

Mijkl(τ ) = 1
T

∫ T

0
Vij(t + τ )Vkl(t)dt (7)

Here T is the total time span of the trajectory. We then
take a Fourier Transform of Equation (7) to get its partial
components:

*+
ljik =

∫
dτMljik(τ )exp(−iωikτ ) (8)

*−
ljik =

∫
dτMljik(τ )exp(−iωljτ ) (9)

Equations (8) and (9) can be used to construct the
Red"eld Tensor, which controls the density matrix ρjk
dynamics of a system:

Rijkl = *−
ijkl + *+

ijkl + δlj
∑

m
*+
ijkl − δik

∑

m
*−
ijkl (10)

(dρjk
dt

)

diss
=

∑

lm
Rjklmρlm (11)

Suppose our system is now stimulated by a photon. There
is an excitation energy between a state A and B:

!,AB = EtotA→B − Etotground ≈ εA − εB (12)

In terms of our density matrix, at time t = 0, we can
de"ne our excitation energy as:

ρij(0) = δij(fi − δiA + δjB) (13)

here fi is the Fermi Dirac thermal population of state i.
We then solve the equations of motion in order to "nd
the time evolution of our electronic state:

ρij = − i
!

∑

k
(Fikρkj − ρjkFki) +

(dρij
dt

)

diss
(14)

Here Fki represents the matrix element of the KS state
term, which comes from the dissipation energy of elec-
tronic to nuclear degrees of freedom. The numerical
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solutions of the autocorrelation function (Equation (7))
give the time-dependent elements of the density matrix
ρjk(t). These functions can describe electron and hole
state dynamics.

Now that we can solve our density matrix, we can
calculate observables using Equation (10). We also can
describe the time-dependent occupation values of the KS
states with the diagonal elements of the density matrix
ρii. By knowing dissipation rates and occupation values,
we can calculate charge distribution dynamics, energy
dissipation rates, and charge transfer rates.

We can express our charge distribution as an equilib-
rium distribution:

n(ε, t) =
∑

i
ρii(t)δ(ε − εi) (15)

Our change of charge distribution, or population dynam-
ics, can then be expressed as:

!n(ε, t) = n(ε, t) − n(ε) (16)

When!n > 0 in Equation (16), there is a population
gain which corresponds to the electron part of an exci-
tation occurring at energy ε. When !n < 0, we have a
population loss which corresponds to a hole excitation at
the energy ε. We can calculate the expectation energy of
our charge carrier with:

〈
!εe/h

〉
(t) =

∑

i
ρii(t)εi(t) (17)

As is typical for white noise-driven dissipative systems, it
is reasonable to assume that our energy dissipation can
be written as an exponential. We can then describe the
relaxation rate k of electrons and holes as follows:

ke/h = {τ e/h}−1 =
{∫ ∞

0
!εe/h(t)dt

}−1
(18)

An item of note about the relaxation rates of excited
particles in a semiconductor system is the energy gap law
for semiconductors: [33]

k ≈ k0e−α!E (19)

where !E is an energy di!erence between a charge
carrier’s initial excitation and the HOMO–LUMO gap.
This law describes the expectation that nonradiative
relaxations in semiconductors that occur from orbitals
closer to the HOMO–LUMO gap will have shorter relax-
ation times than relaxations that start further from the
HOMO–LUMO gap. This expected trend has a positive
exponential behaviour.

To "nd how charge distribution changes during non-
radiative relaxation, we need to have our total electron

and hole density of the system. This can be found by sum-
ming over the density contributions of each KS state for
electron and holes, respectively:

ρe(r, t) =
∑

i≥LU
ρeii(t)ϕ

KS∗
i ϕKS∗i (20)

ρh(r, t) =
∑

i≤HO
ρhii(t)ϕ

KS∗
i ϕKS∗i (21)

From here, we can "nd the current in a system for a given
time step by taking the partial derivative of the charge
density with respect to time and then integrating over
space: [10]

j(z, t) =
∫ z

0
dz′

[
∂ρ(z′, t)
∂t

]
(22)

Since current depends on direction, we choose to focus
on how the current changes with respect to one dimen-
sion (Z). After the current is calculated for each time step
of the relaxation, we can "nd the net charge transfer of
the entire relaxation process by integrating, with respect
to time, the partial derivative of the current, with respect
to position:

ρ(z, t) =
∫ t

0
dt′

[
∂j(z, t′)
∂z

]
(23)

Computational and atomistic details

The Janus-like models in our study were composed of
near spherical NCs of Pb68Se68 and Cd33Se33. Both NCs
are intrinsic semiconductors. The individual NC models
were both obtained by cutting nearly spherical structures
from a periodic bulk material. The bulk material model
was imported from an online database [36]. The near
spherical shape cut was chosen since typical PbSe and
CdSe NCs in experiments tend to form spherical-like
structures [1,3].

After cutting our NC models from the bulk material,
we implemented DFT calculations with Vienna Ab initio
Simulation Package (VASP) [37]. We geometrically opti-
mised the respective NCs to identify their ground state
properties such as band gap (Equation (1)) and partial
charge densities of the KS orbitals.

To construct the Janus-like models, we took one of
each geometrically optimised NC and placed them in a
unit simulation cell with a "xed initial distance between
their closest points of contact. One model had 2Å of
spatial displacement. The second model had 4Å of spa-
tial displacement between QDs. We then geometrically
optimised the respective models until the system reached
a given energy minimisation tolerance of 10−4 eV. The
"rst model remained in close enough contact to have
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Figure 1. The through-bond (TB) (A) and through-space (TS) (B) Janus-likemodels for 8 Å of vacuum spacing between QD replicas. Both
models are composed of two nanocrystals (NCs) of stoichiometry Cd33Se33 + Pb68Se68. There is an approximate spacing of 2 Å between
the closest contact points of the NCs of the TB model. There is an approximate spacing of 4 Å between the closest NC points for the TS
model. Bonds within 3 Å of length are shown in the models. A QD replica of the TB model is shown to the left of (A) to demonstrate total
vacuum spacing between QD replicas.

bond formation, so we used it as our ‘TB model’ test
case (Figure 1(a)). This method of fusing simulated
QDs via geometry optimisation has been performed in
another ab initio study [20]. The second model con-
tinued to have a ∼4Å spatial di!erence of close con-
tact and had no observed bond formation between the
NCs, so it was set as our ‘TS model’ case (Figure 1(b)).
The "nal dimensions of both models are approximately
16× 17× 29 Å3 for the TB model, and 16× 17× 31
Å3 for the TS model. The geometry optimised mod-
els were then examined for band gap and partial charge
densities.

The VASP DFT simulations of the individual NCs and
Janus-like models were implemented with the GGA-PBE
functional [38], on account of the functional’s computa-
tional e$ciency. We used the projected augmented wave
(PAW) potentials plane wave basis state to simulate the
elements of our model [39].

Electronic structure calculations with VASP software
are based on the concept of periodic simulation cells. In
order to simulate isolated QDs, su$cient vacuum spac-
ing between the model and the periodic cell boundary is
required. For our study, static observables and absorption
spectra were calculated for models simulated with 8Å of
vacuum spacing between QD replicas.

To visualise our models, we primarily used Visual
Molecular Dynamics (VMD) software [40]. We used a
parameter of 3Å to visualise the bonds forming between
ions in the Janus-likemodels.We also used VMD to visu-
alise the KS partial charge density plots for di!erent KS
orbitals. Some supplemental "gures were generated using
JMOL software [41].

The absorption spectra (Equation (5)) of our models
were calculated by inputting the oscillator strength values
from the geometry optimised VASP output.

To prepare our system for molecular dynamic calcu-
lations, we applied the Nosé–Hoover thermostat (NVT)
at 300K [42].We then performedmolecular dynamics in
VASP for 1000 fs [43].

The MD output was then fed into programs designed
to calculate NAC (Equation (6)). The overlap functions
were calculated for time steps 100–555 fs, which was
inclusive of the time span where relaxation occurred for
excited electrons and holes. We then calculated the auto-
correlation function (Equation (7)) and Red"eld tensor
(Equation (10)) from the NAC data.

Once we had the Red"eld tensor, we could calculate
the expectation value of the energy (Equation (17)) and
change in charge density over time during the nonra-
diative relaxation process. We logged the values of the
relaxation rates (Equation (18)) for all possible electron
and hole particle excitations that had numerically stable
solutions. Solutions were deemed numerically unstable
if their population dynamics contained numerical arte-
facts like exceeding the expected normalised occupation
range.

For our Janus-like models, we also calculated the
change in current (Equation (22)) and net charge transfer
(Equation (23)) for a sampling of electron–hole pair ini-
tial excitations which had the highest oscillator strengths.
Since the NCs in the Janus-like models were displaced
with respect to each other along the z-axis dimension,
we used the ‘z’ dimension to analyse the current of the
models.
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Table 1. Band gap energies, Fermi energy (mid-band gap
energy), and total system energies of the individual CdSe and
PbSe NCs, and the TB and TS Janus-like models for 8 Å vacuum
spacing between QD replicas.

Ground State Observable Data

Models
Band Gap
Energy (eV)

Fermi Energy at
Band Gap (eV)

Total System
Energy (eV)

Cd33Se33 1.56 −3.44 −158.87
Pb68Se68 1.15 −1.66 −536.47
TB Janus-like 0.90 −2.42 −695.72
TS Janus-like 0.65 −2.56 −695.38

Results

Ground state results

Our DFT calculations gave us information about the
ground state of the individual CdSe, PbSe NCs and
of both Janus-like models. We obtained the band gap
energy, Fermi energy at band gap, and total system ener-
gies for our Janus-like models (Table 1).

We found that the band gaps of the Janus-like mod-
els were smaller than the individual NC counterparts.
This occurs since the CdSe NC conduction band (CB),
or LUMO, acts as the CB in the Janus-like model. Mean-
while, the PbSe NC valence band (VB), or HOMO,
becomes the VB for the Janus-like model. We see evi-
dence of this relocation of CB and VB by examining the
KS orbital partial charge density plots of the Janus-like
model (Figure 2).

The newly formedCB andVB in the Janus-likemodels
are closer in proximity than their individual NC compo-
nents, which results in a smaller band gap. This tradeo!
occurs because the relative energy levels of theCdSeVB is
lower in energy than the PbSe VB, and the relative energy
level of the PbSe CB is higher than the CdSe VB. The
shift in the relative Fermi energy (ormid-gap energy level
between HOMO and LUMO) for the Janus-like mod-
els is a consequence of this as well (Table 1). The stated
band gap structure observations are visually summarised
in Figure 3.

An important result of the reorganised electronic
structure in the Janus-like models is that the CdSe (CB)
part of the Janus-like model acts as an electron accep-
tor, and the PbSe (VB) acts as an electron donor. As
a consequence, the lowest excited state of the system,
or HOMO -> LUMO transition, is expected to have a
charge transfer character when we move on to dynamic
observations.

One di!erence between the ground state of the TB
and TS model is that the band gap of the TS model
is smaller than the TB model band gap (Table 1). We
hypothesise that this slightly smaller band charge may

Figure 2. Kohn-Sham (KS) partial charge density plots for the
ground state TB (A) and TS (B) Janus-like models. The solid con-
tour surfaces represent charge densities for a particular KS orbital.
For both models, the orange contour surface represents the
LUMO+ 1, the red represents the lowest unoccupied molecu-
lar orbital (LUMO), blue represents the highest occupied (HOMO)
orbital molecular orbital, and green represents HOMO-1. HOMO-1
and HOMO are composed of Selenium p-atomic orbitals at PbSe
for bothmodels. LUMO are composed of Selenium atomic orbitals
at CdSe for both models. LUMO+ 1 is composes of Pb atomis
orbitals for TB model and of Cd atomic orbitals for TS model.

be correlated with the TS model having charge localisa-
tion on the CdSe (CB) for LUMO and LUMO+ 1 states
(Figure 2(b)). In comparison, the TB model LUMO+ 1
state localises mostly on the PbSe (Figure 2(a)). We
hypothesise that this observed di!erence in localisation
of the LUMO+ 1 charge distribution for the TB and
TS model is a consequence of a perturbation exerted to
the whole model by the formation of a bond between
the NCs.

The total ground state system energies for the TB
and TS models is similar, with the TS model having the
slightly more stable con"guration (Table 1). Since both
energies are comparable, the TS or TB connection has
little e!ect on the total ground state energy.

After analysing the ground state, we calculated the
absorption spectra of the simulated geometry optimised
models for the Janus-likemodels and reference QDmod-
els. The second lowest peaks of the Janus-like models
coincide with the lowest excitation peak of the PbSe
QD. These energy transitions are expected to be neu-
tral, with no electric charge. However, the lowest exci-
tation peaks for the Janus-like models are expected to
have a charge transfer character and exhibit a lower
intensity. The absorption spectra of the Janus-like mod-
els are red-shifted compared to their NC counterparts,
which is expected since there is a smaller band gap
structure.
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Figure 3. Band gap schematic of the individual NCs and Janus-like models. The black, dashed lines represent the location of the Fermi
level energywithin thebandgapof eachmodel. The relativepositionof theFermi energy level and the sizesof thebandgaparequalitative
representations based on the numerical values found in Table 1. The arrows between certain parts of the conduction band (CB) and
valence band (VB) of the Janus-like models’ NCs emphasise which parts of the CdSe and PbSe interface are electron donors (ED) and
electron acceptors (EA).

Figure 4. The simulated absorption spectra of the geometrically
optimised models. The spectral lines falling off above 3 eV (not
shown) occur due to the limited number of calculated transitions
states. The lowest peak for each model is labelled as A, second
lowest as B. The second lowest peaks in both TB and TS mod-
els have a transition energy close to the one for the standalone
PbSe QDs. One may attribute these peaks to neutral transitions
without charge transfer. The lowest peaks in both TB and TSmod-
els have no analogs in standalone QD models. These excitations
are expected to have charge transfer character and demonstrate
lower intensity.

Dynamics results

Wecalculated theRed"eldTensor for the Janus-likemod-
els and then analysed the dynamics predicted by our Red-
"eld Tensor (Equation (10)), which informed us about
the nonradiative dynamics of the system (Equation (11);
Figure S1). We "rst examined the energy relaxation rates

Figure 5. Electron and hole energy relaxation rates for the (A) TB
and (B) TS model, for the transitions with each model’s respective
highest oscillator strength. The black dashed line represents the
expectation value of the energy of the electron as it relaxes from
some initial orbital above LUMO to LUMO (LU in figure). The black
solid line represents the expectation value of the energy of the
hole as it relaxes from some initial orbital below HOMO to HOMO
(HO in figure). The bright yellow colour indicates electron charge.
The dark blue colour shows hole charge. The light blue indicates
neutral charge.

for all the numerically stable hole and electron excita-
tions in the Janus-like models. As time passes after an
initial excitation, charge carriers dissipate energy into a
heat bath. We can calculate (Equation (17)) and plot this
energy change and relaxation rate (Equation (18)). An
example of these energy trajectories for an electron–hole
excitation pair undergoing nonradiative relaxation is pre-
sented in Figure 5 for both the TB (Figure 5(a)) and TS
model (Figure 5(b)).

The initial excitation for certain electron–hole pairs
of the respective models in Figure 5 was selected since
they correspond to the highest oscillator strength, indi-
cating that their excitation from ground state has the
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Figure 6. The dependance of the relaxation rates on the energy difference of the (A) electrons initial position (iE) and LUMO. For (B)
holes, this dependance is between an initial position (iH) and HOMO. We calculated lines of fit for the behaviour trends of the TB and TS
models. Values for the lines of best fit listed in the key are available in Supplemental Information 2.

greatest likelihood of occurring if irradiated. The tran-
sition energy for the initial electron–hole pairs are 1.20
and 1.17 eV, respectively. Both of these excitations occur
in the infrared range of excitations.

From examining Figure 5, we observe that the expec-
tation value of the energy trajectory shows that the hole
charge carriers in bothmodels relax sooner than the elec-
trons. We hypothesise that this occurs since the HOMO
charge distribution ismore uniformly spread on the PbSe
NC, while the LUMO charge is localised further from the
HOMO–LUMO gap (Figure 2). Therefore, excited elec-
trons in the CdSe (the VB) have more of a charge and
space di!erence to traverse to before relaxing back to the
HOMO–LUMO gap than the holes in the PbSe NC (CB).
Additionally, a greater overlap of KS orbitals results in
longer relaxation times.

To compare the e!ect of TB versus TS connection, we
calculated the relaxation rates for all charge carrier exci-
tations that came from numerically stable results for both
models.We plotted the relaxation rates against the energy
di!erence of the initial charge carrier energy level to its
relaxed energy level (Figure 6). We noticed an interesting
change in the data trend for the electrons (Figure 6(a))
for both Janus-like models around ∼0.6–0.7 eV. At ener-
gies prior to this behaviour change point, the relaxation
times decrease for increasing excitation energy. After the
behaviour change point, the models behave according to
energy gap law of semiconductors (Equation (19)).

The observed trend of the electrons in both models is
likely due to (1) the electron density residing on the PbSe
NC for orbitals closer to the LUMO. The LUMOorbital is
localised on the CdSe NC, so it initially takes more time
for the charge to move through space to LUMO. (2) The
electron density for orbitals further from LUMO tends to
localise on the same CdSe NC as the LUMO. This allows
for quicker electron relaxation times beyond ∼0.7 eV
(Figure S2).

While the electron excitations are comparable for both
models, the hole behaviour is di!erent. As shown in
Figure 6(b), the TS model follows the energy gap law
of semiconductors. However, the TB model exhibits the
opposite trend. Based on hole density graphs, it appears
that the TB model has less hole density localisation on
the PbSe NC compared to the TS model for initial hole
excitations close toHOMO. (Figure S3). Thismore global
spread of charge on the PbSe in the TB model results
in hole relaxation taking more time. As the initial hole
excitation occurs further from HOMO, the hole charge
begins localising in a manner comparable to the TB
model, which reduces the relaxation time and causes it
to converge with the TS relaxation time values. Conse-
quentially, a trend opposite of the energy gap law occurs
when there is a TB connection between the two NCs.

We calculated trendlines for our data in Figure 6 to
help quantify the trend. The equations are available in
Supplemental Information 2.
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Figure 7. Charge density changes over time as electrons and holes undergo nonradiative relaxation. The TB model (Figures A, B, C)
and TS model (Figures D, E, F) dynamics shown are for the same initial hole and electron excitation pairs given in Figure 5. We have (A,
D) KS orbital visualisations of the initial excitation orbitals and HOMO and LUMO. Initial electron excitation LUMO+ 1 is orange for the
TB model, initial electron excitation LUMO+ 4 is grey for the TS model. For both models, LUMO is red, HOMO is blue, and initial hole
excitation HOMO-2 is pink. For the dynamics, (B, E) we can see how the charge carrier density changes over time with respect to the
z-dimension. (C, F). In the contour plots, yellow indicates electron charge density. Dark blue indicates hole charge density. Light green is
neutral charge. A time derivative of the charge density at each time step in (B, D) yields a value for the current at each time step in the
z-dimension (Equation (22)).

As we calculated the charge carrier relaxation rates,
we also calculated how electron and hole densities simul-
taneously changed over time with respect to the z-
dimension of our model (Equations (20, 21)). We then
calculated the current (Equation (22)) during the nonra-
diative relaxation process. A sample visualisation of these
results for the TB and TS case is given in Figure 7. The
same electron–hole excitations used to produce the data
in Figure 5 are used in Figure 7.

The KS partial charge densities for HOMO, LUMO
and the state the charge carrier is excited to are repre-
sented in Figures 7(a,d). These plots serve as a check
to indicate where we expect the charge density of elec-
trons and holes to be when the initial excitation starts
and where they should be once they relax to HOMO and
LUMO (Figure 2). We created contour plots which show
the di!erence between electron and hole charge densities
for the models (Figure 7(b,e)). The yellow contours rep-
resent electron charge density, and the dark blue contours
represent hole charge density. The charge density is eval-
uated with respect to the z-dimension, which matched
the axis that our NCs were separated across. The current
during the nonradiative relaxation process is presented in

Figure 7(c,f). The current undergoes the greatest change
when the relaxation to HOMO-LUMO occurs.

We can observe in both Janus-like models that there
is some exchange of negative charge (electrons) with
respect to the spatial localisation. The relaxed state of
the system shows that the electrons reside on the CdSe
NC, which is LUMO. The holes remain on the PbSe NC,
which has HOMO and the HOMO-2 orbital. The lowest
excitation of both models is a charge transfer from CdSe
to PbSe. However, charge transfer dynamics do depend
on whether there is a bond connection in space, as indi-
cated by the di!erent evolutions of the current in the
Z-dimension for the TB and TS case (Figure 7(e,f)).

Since the current depends on the choice of model,
we went ahead to calculate the numerical net charge of
the entire nonradiative relaxation process. We selected
a sample of the 18 highest numerically stable oscilla-
tor strength electron–hole excitations for the TB model
and a sample of 19 for the TS model. To obtain the net
charge density change, we enter the current (Equation
(22)) calculated for a given electron–hole excitation pair
into Equation (23). The pair choice was important here
since the overall charge transfer depends on changes in
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electron and hole density. The chosen pairs are listed in
Supplemental Tables S1 and S2.

The resulting numerical net charge transfers for the
given sample are presented in Figure 8. We found that
both the TB and TS models tended to have a net nega-
tive charge transfer. For the electron density case shown
in Figure 7(b,e), this makes sense since the electrons
relax from the PbSe NC to the CdSe for the given exam-
ples. However, as shown in Figure 8, the TB model
exhibited some positive net charge transfer. Our inves-
tigations of comparing the TB and TS models’ ground
state electronic structure (Figure 2) and the dynamic
hole nonradiative relaxation rates (Figure 6) show that
having a bond alters the electronic con"guration and
dynamics of the Janus-like model. Therefore, we expect
the TB model to allow for some di!ering net change
in charge transfer for di!erent electron–hole excitation
pairs.

Discussion

The focus of our research was to prove that properties
related to charge transfer across an interface for Janus-
like QDs are impacted by having a TB or TS connection.
Fromour ground state results, we found that the band gap
of the static TS model was smaller than the TB model.
The value of the band gap energy is a consequence of
the electron–hole attraction between the orbitals across
the interface of the NCs. Both models had comparable
total ground state energy (Table 1). To gain insight into
why the TB and TS model band gaps di!ered, we went
on to examine the KS partial charge density orbital con-
"gurations for KS orbitals near the HOMO and LUMO
(Figure 2). We determined that band gap di!erence may
be correlated to the LUMO+ 1 orbital charge density
localising on the PbSeNC in theTBmodel. TheTSmodel
LUMO+ 1, in comparison, localised on the CdSe. The
bond connection therefore a!ects the static electronic
structure.

From our absorption spectra, we observed that both
TB and TS models had lower energy, red-shifted peaks.
This indicates a charge transfer character is expected for
these lower energy transitions.

For our Red"eld Tensor, we observed that the hole
nonradiative relaxation rate of the TSmodel followed the
energy gap law, while the TBmodel followed an opposite
trend (Figure 6(b)). We determined that the TB model
had a slower relaxation rate for initial hole excitations
near HOMO since the hole charge density distribution
is less localised on the PbSe NC in comparison to the
TS model. The hole charge distributions for initial exci-
tations much further from HOMO become comparable
for the TB and TS cases, which results in a convergence

of their relaxation trends. The longer relaxation time for
holes can be useful if one needs to harvest charge carri-
ers, therefore, it is a bene"cial charge transfer property
for solar cells.

The e!ect of a bond connection was also evident from
examining net charge transfer during the nonradiative
relaxation process (Figure 8). For the sampled excitation
pairs, both TB and TS models tended to have a net neg-
ative charge transfer overall. However, the TB model had
some cases of net positive charge.We expected there to be
some qualitative di!erence in the net charge since the TB
model has a di!erent electronic structure for LUMO+ 1
in the ground state and di!erent hole relaxation rates
for the excited state. Therefore, we were able to prove
that having a TB or TS connection between the interface
of the NCs in Janus-like QD does a!ect charge transfer
properties.

If we were to compare our results to experimental sys-
tems, some factors in our simulated approach must be
considered. For example, our individual NCs and Janus-
likemodels were simulated with VASP in a vacuum space
of approximately 8Å vacuum spacing between QD repli-
cas. As a consequence, all models are not simulated in
unit cells of the same size. For example, in the 8Å case,
meaning that there are 4Å of vacuum between themodel
and each of the periodic boundaries of the cell (Figure
1), the unit cell sizes ranged from ∼20× 22× 20 for the
CdSe NC to ∼24× 25× 39 for the TS Janus-like model.
A more rigorous comparison of the four QD models
could be undertaken if all unit cell sizes matched. How-
ever, we still expect similar qualitative trends to occur for
our observables.

Additionally, experiments usually have a medium
interacting with the interface of QD models, instead of
a vacuum. These experiments show that the choice of
mediumbetween theNCs has an e!ect on charge transfer
across the interface [17]. The in#uence of a surrounding
solvent or solidmatrix results in a polarisation correction
to Coulomb interactions. Polarisation can be taken into
account by doing the following: (1) having a vacuum in
zeroth order, which was done in this study. (2) Explicit
modelling of surrounding molecules. (3) Polarised con-
tinuum medium. (4) Polarisation correction in many
body perturbation theory [44,45].

Our simulated Janus-like QDs are sizes 16× 17× 29
Å3 (TB model) and 16× 19× 31 Å3 (TS model), which
would have the same volume as a spherical particle with
a diameter of at most 24Å. Some experiments have syn-
thesised QDs with radii ranging from 40 to 70Å, [46]
or 45 Å [17]. We chose to simulate QDs with smaller
radii since the critical importance ofQD radius originates
from comparing it to the Bohr radius of an exciton for a
givenmaterial. For ourQDsmaterials, aPbSeBohr = 4.60Å and
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Figure 8. Net charge transfer (Equation (22)). in the z-dimension as function of initial excitation for a sample of different initial electron
exitation (iE) and initial hole excitation (iH) combinations which had the highest oscillator strengths (Tables S1 and S2).

aCdSeBohr = 5.40Å. Consequentially, any spherical QD with
a radius less than 2 Bohr exciton radius will show the
same qualitative properties dictated by quantum con"ne-
ment rather than electron–hole interactions in a range of
0 < r < rBohr. The gap systematically scales as a function
of dot size related to particle-in-spherical-box scaling.
Our studied models "t in this range.

Some ab initio and experimental studies also give
motivation for our QD choice size. Ab initio studies on
CdSe and PbSe NCs have shown that small, stoichio-
metric ‘magic’ QDs with sizes comparable to our study
can simulate bulk material properties [47]. Experimen-
talist have synthesised NCs of this size for our chosen
stoichiometry of Cd33Se33 [16,48]. They have also syn-
thesised PbSe QDs as small as 10Å in diameter [49],
which is smaller than our estimated Pb68Se68 diameter of
roughly 15Å. These cited experimental studies tended to
focus on the synthesis of QDs, with the exception of the
study on the synthesis and #uorescence quantum yield of
‘magic sized’ PbSe QDs. While the PbSe study identi"ed
excitonic emission from cluster and surface states as the
source of emission, the physical explanation of why there
was such high quantum yield was that the quantum con-
"nement e!ectwas responsible. Relaxation channels such
as nonradiative relaxation or relaxation in the intraband
were unexplored. Regardless, these experimental stud-
ies on magic sized QDs are useful to the computation
community because magic-sized QDs are more accessi-
ble for ab initio studies. This accessibility allows for a
greater potential of comparable experimental and theo-
retical results for analysis. Ab initio studies are useful for
the experimental community because the femtosecond

monitoring of the dynamics of the photoexcited states is
often performed in a blindway, especially in systemswith
substantial in#uence of surface e!ects. The dynamics of
charge and energy transfer through the interface of two
semiconductor nanostructures from this work provide a
reference point in the interpretation of the femtosecond
experiments.

Smaller sized models, as well as smaller vacuum size,
are also advantageous for the NAC process used in this
work. Authors have developed an original method for
excited state analysis and dynamics induced by interac-
tion with lattice vibrations. The electron phonon cou-
plings used to parameterise the Red"eld tensor need to
have a recon"guration of electronic structures multiple
times at a range of interatomic displacement for phonon
normal modes along the MD trajectory. The NAC and
MDmethods are computationally expensive, but doable.
However, a simultaneous account of both e!ects takes
place: formation of bound excitons and nonadiabatic
dynamics have a numerical expense and scaling much
higher than each of the individual methods. This scal-
ing can reach three orders of magnitude higher than the
typical calculation. Analysis of electronic structure and
dynamics must be done at the same level for consistency,
as it is practiced in this work.

The smaller size chosen for our QDs may bring into
question the e!ect of surface states on our system. While
it is true that the relative number surface states increase
as QD size decreases, the ab initio studies of the surface
of CdSe have shown that the surface is self-healing [50].
PbSe has also been shown to less susceptible to surface
e!ects than CdSe [51]. Our research will eventually have
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QDs smashed together with a larger surface area of inter-
action. The current model with the smaller surface area
interaction allows us to identify contributions from the
individuals NC subsystems. It also allows us to treat these
in#uences in a perturbative manner. Studies on surface
states with a greater surface area have been done previ-
ously for in PbS | CdS Janus QDs3 and for PbSe | CdSe
core–shell QDs [13,17,18].

The e!ect of passivation on the surface of theQDsmay
also be in question. Previous studies Cd33Se33 QDs have
shown that stoichiometric ‘magic QDs’ are less sensitive
to passivation than their nonstoichiometric counterparts.
This study also examined the case of Cd33Se33 attached
to neutral ligands, such as such as amines and phosphine
oxides (OPMe3), and found that surface reconstructions
in polar solvents partially suppressed ligand-associated
defects [52]. The reader is invited to observe surface
reconstruction of PbSe CdSe QDs in comparison to the
original fragment carved from the bulk structure. The
reader is also invited to focus on work by Kilina et al. [53]
and identify surface reconstructions of the models used
in that paper compared to fragments of the unperturbed
bulk. The fragments of unperturbed bulk exhibit under-
coordinated surface atoms of Pb, Se, Cd, which con-
tribute dangling bonds to the gap and would need pas-
sivation by ligands such as Tri-octyl-phosphine (TOP)
and trioctylphosphine oxide (TOPO), the latter of which
has been used in ab initio studies of surface passivation
on Cd33Se33 NCs [54]. However, surface reconstruction
compensates for these dangling bonds. Another ab initio
study suggests that using hydrogen passivation on CdSe
QDs would increase the band gap of the structure [55].

An analysis of larger QDs would be applicable if one
were interested in scanning the relative sizes of PbSe and
CdSe dots to explore amutual gap for engineering charge
transfer direction. Larger size dots may also be of interest
for exploring polaron formation.

We chose to apply the PBE functional for our DFT cal-
culations. While this functional is computationally e$-
cient, it is well known that it underestimate the energy
gap for semiconductors [56]. Therefore, the band gap val-
ues should be evaluated in a more qualitative manner.
Choosing to use pure functionals instead of hybrid func-
tionals is known to introduce a systematic error intoNAC
calculations [57]. Therefore, qualitative trends should
be focused on over quantitative trends in our dynamics
results as well.

We also had to consider if the Van der Waals interac-
tion between the NCs in the TB and TS models a!ected
the bang gaps [58]. When two NCs are near each other, a
Van derWaal interaction between the interface can create
an attractive force that reduces the band gap. We cal-
culated geometry optimisations in VASP where the Van

der Waals interaction parameter was included. The per-
centage di!erence in energy band gap with and without
the Van der Waals interaction had a max of 3% for both
models. Therefore, we determined that theVan derWaals
interaction has a minimal e!ect on our results.

A correction that could have been made to our results
would be involving spin orbit coupling (SOC) in order
to account for the heavier nature of the Pb element in
the Janus-like models. Involving SOC would reduce the
band gap of our electronic structure. However, we expect
that the qualitative behaviour of our ground states and
relaxation rateswould be similar, based on computational
simulations that considered SOC while simulating mate-
rials with Cd and Se [59]. The inclusion of SOC e!ects is
planned for future calculations.

Since our dynamic results are based on DFT calcula-
tions, there may be some question as to how our results
will be a!ected by interactions including excited states,
long-range bonding, Coulombic interactions, and charge
transfer excitations. Excited state analysis based on DFT
calculations has been done in previous work by apply-
ing many-body perturbation theory [44,45] and will be
applied in future work with more complex models. In
the present work, these excited state corrections may be
omitted since the main focus is on the picosecond-range
rates of cooling of hot charge carriers, which is a!ected by
the values of intraband subgaps and o!sets. The excited
state corrections would modify the interband gap, which
a!ects the nanosecond range recombination, which is
beyond the focus of this work. Additionally, the results
of an ab initio study [54] suggest that for bare, unpas-
sivated QD such as Cd33Se33, correlation e!ects are not
very signi"cant. Correlation e!ects are closely related to
excitonic e!ects. An ab initio study of the absorption
spectra of Cd33Se33 showed that applying an uncorre-
lated, single-particle KS approach (B3LYP functional)
red-shifted the spectrum by ∼ 0.34 eV in comparison to
a correlated time-dependent DFT calculation (TDB3LYP
functional) approach. There was minimal change to the
overall spectrum line shape. We therefore propose that
our bare, Janus-likeQDswill also experience qualitatively
similar results to results involving excited state e!ects.

Incorporating long-range interaction e!ects on DFT
calculations are beyond the scope of this paper. If one is
interested applying them, correction functionals such as
CAM_B3LYP [60] are available. A more thorough treat-
ment of the Van der Waal interaction is available as well
[61]. Regarding Coulombic interactions, previous work
has shown that this interaction can be considered a small
perturbation for small QD systems since the con"nement
energy of the QD is much larger than the electron–hole
Coulomb energy [47]. Previous work has found that
our approach incorporates charge transfer e!ects in an
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improved manner [45]. Future work will address these
de"ciencies in the theory, while the current work informs
us about qualitative trends which will serve as a reference
point when we proceed to more complex models. One
may explore the e!ects of introducing defects into larger
models as well [62].

The selection of methods is based on recognition
of the numerical cost of nonadiabatic dynamics com-
bined with excited state treatment is orders of magnitude
higher than nonadiabatic dynamics in the basis of non-
interacting orbitals. The main strength of this work and
its signi"cance to the community is in the domain of
addressing dynamical aspects of photoexcitation facili-
tated by interaction of electronic degrees of freedomwith
nuclear degrees of freedom. See Figure S4 for a visualisa-
tion of how the ionic positions change during the course
of the MD trajectory. Refer to Figure S5 to see how the
KS orbital energies change during the MD trajectory.

The challenge of addressing dynamical aspects is of
additional degree of complication compared to address-
ing of excited states. Tools for addressing nonadiabatic
dynamics slowly in"ltrate into the public domain of soft-
ware but are not yet available to the needed degree.

Conclusions

QDs have been experimentally and computationally
shown to have bene"cial charge transfer properties for
photogenerated carriers such as tunable band alignment
and MEG. To contribute to this understanding, we sim-
ulated two Janus-like heterostructure QDs composed of
Pb68Se68+Cd33Se33 NCs, one with a TB connection
between the spherical-like NCs, and one with a TS con-
nection. Our purpose was to prove that having a bond
connection between the interfaces of the NCs would
impact the charge carrier dynamics.

To carry out this investigation, we compared the sim-
ulated ground state properties of our Janus-like models
and their individual NCs by applying DFT.We calculated
static observables and absorption spectra. We found that
the band gaps for the Janus-likemodels were smaller than
the respective individual NCs (Table 1). In the Janus-like
models, the CdSe NC acted as the LUMO, or CB. The
PbSe acted as theHOMO, orVB (Figure 3). As a result, we
expect that the lowest excited state of Janus-like systems
will have a charge transfer character when we analyse the
dynamics of the system. Our observations of the absorp-
tion spectrum show evidence of this as well due to the low
transition energy and intensity of the initial absorption
peaks for the Janus-like models (Figure 4).

We also saw that the LUMO orbital localised on the
same PbSe NC as the HOMO. In comparison, the TS
model LUMO was localised on the same CdSe NC as the

LUMO.We concluded that the bond connection between
the interfaces altered the electronic structure near the
energy band gap.

We then performed MD and then calculated on-the-
#y NAC for the trajectory of our Janus-like models. The
NACs were used to create the Red"eld tensor, which
informed us about the charge carrier dynamics of our
system due to nonradiative relaxation.

We calculated the relaxation rates fromdi!erent initial
charge carrier excitation orbitals to the HOMO–LUMO
gap. We compared the relaxation rates to the energy dif-
ference of the excitation and ground state (Figure 6).
Electron charge carriers (Figure 6(a)) in both Janus-like
models exhibited an abrupt change in relaxation rate for
excitation energy of a carrier around 0.6–0.8 eV. After
the behaviour change point, the electron relaxation rates
followed the energy gap law of semiconductors. Prior to
this point, the electron relaxation rate followed an oppo-
site trend: the nonradiative relaxation times decreased
exponentially for increasing energy.

A di!erence between the TB and TS models was evi-
dent when we examined the hole relaxations in the VB
(Figure 6(b)). The TBmodel relaxation rates followed the
energy gap law. The TS model had an opposite trend: its
relaxation times decreased exponentially for increasing
energy di!erence in excitation. This di!ering behaviour
in the TB model is due to the hole charge density having
a more global spread of charge on the PbSe NC for KS
orbitals near HOMO (Figure S3). If one needs to harvest
charge carriers near LUMO after excitation has occurred,
the long relaxation time exhibited in the TBmodel would
be useful for charge transfer.

We also calculated the net change in charge carrier
density as the system relaxed with respect to the z-
dimension, or the dimension corresponding to the phys-
ical displacement of our NCs. The numerically evaluated
net charge showed that the TB andTSmodels both favour
net negative values (Figure 8). The TB model, however,
yielded some positive net charge values. We expected
some qualitative di!erence would occur since we already
proved that the ground state electronic con"guration and
hole relaxation rates for the TB and TS models di!ered.

Since our dynamic results did not include excited state
calculations, they represent qualitative trends that we
would expect to see replicated in calculations involving
such e!ects.

In summary,we found that both Janus-likemodels had
a smaller bandgap than their individualNC counterparts,
which is useful for charge transfer. The simulated absorp-
tion spectra also give evidence for charge transfer. We
determined that having a bond connection through the
interface does a!ect the charge carrier dynamics. Hav-
ing a TB connection altered the ground state electronic
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structure for LUMO+ 1 and altered the hole nonradia-
tive relaxation rates. Notably, relaxation times of holes
near LUMOare longer for the TB than the TSmodel. Our
numerical evaluation of a net current across the inter-
face showed that net charge transfer in the TB model
could be positive or negative for a given sample. There-
fore, we conclude that having a TB versus TS connection
for Janus-like particles will a!ect their charge transfer
capabilities.

The results of this work are expected to contribute
to ongoing exploration of coupling between separated
quantum dots [63].
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