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Abstract

Combining real-time electronic structure with the nuclear—electronic orbital (NEO)
method has enabled the simulation of complex nonadiabatic chemical processes. How-
ever, accurate descriptions of hydrogen tunneling and double excitations require multi-
configurational treatments. Herein, we develop and implement the real-time NEO time-
dependent configuration interaction (NEO-TDCI) approach. Comparison to NEO-full
CI calculations of absorption spectra for a molecular system shows that the NEO-TDCI
approach can accurately capture the tunneling splitting associated with the electronic
ground state as well as vibronic progressions corresponding to double electron-proton
excitations associated with excited electronic states. Both these features are absent
from spectra obtained with single reference real-time NEO methods. Our simulations
of the hydrogen tunneling dynamics illustrate the oscillation of the proton density from
one side to the other via a delocalized, bilobal proton wavefunction. These results indi-
cate that the NEO-TDCI approach is highly suitable for studying hydrogen tunneling

and other inherently multiconfigurational systems.
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Real-time electronic structure methods are a natural tool for studying ultrafast chemi-
cal dynamics and molecular responses to external perturbations. '™ Real-time methods have
additionally proven to be incredibly powerful for calculating absorption spectra, especially
for spectra with densely packed excited states where time-independent methods struggle.*
By evolving multicomponent wavefunctions, where more than one type of particle is treated

5-11

quantum mechanically, real-time theory is capable of simulating additional interesting

physical phenomena. In particular, combining the nuclear—electronic orbital (NEQO) frame-

7,10,11

work, which treats electrons and nuclei on equal footing, with real-time theory enables

12,13

the calculation of vibrational spectra, as well as the simulation of photoinduced proton

12,14716 and plasmon-induced dissociation!” reactions.

transfer

The most common real-time theory is real-time time-dependent density functional the-
ory (RT-TDDFT) due to its reasonably high accuracy at relatively low computational
cost. 131819 There are, however, many well-documented chemical motifs where RT-TDDFT
and DFT struggle to produce accurate predictions.?® Charge transfer states, Rydberg ex-
citations, and systems with inherently multiconfigurational nature all pose challenges to
RT-TDDFT.? It is possible to address some of these challenges within the RT-TDDFT
framework. For example, optimally tuned range-separated hybrid functionals can produce
accurate descriptions of charge transfer states.?! However, some issues, notably states with
multiconfigurational character, where a single Slater determinant is an insufficient reference,
remain incompatible within the typical RT-TDDFT framework.

An alternative approach is time-dependent configuration interaction (TDCI), which rather
than propagating the total density of a single Slater determinant instead propagates time-
dependent coefficients of a CI expansion.??22?3 Because the computational cost of the ex-
act full CI (FCI) solution scales exponentially with system size, practical TDCI methods
either truncate the allowed excitation level?*3! or limit the orbitals in which excitations
are considered in active space treatments.??32736 Time-dependent complete active space CI

(TD-CASCI) theory is capable of describing strong correlation and multiply excited states



provided the proper orbitals are included in the active space. Within the NEO frame-
work, multiconfigurational approaches are essential for describing the bilobal proton den-
sities characteristic of hydrogen tunneling systems.”” A variety of time-independent mul-
ticonfigurational NEO methods have been developed, including NEO multiconfigurational
self-consistent field (NEO-MCSCF), 373 multistate DFT (NEO-MSDFT), 3940 selected CI
(NEO-SCI), %12 and density matrix renormalization group (NEO-DMRG). 4344

In this work, we implement real-time NEO time-dependent CI (NEO-TDCI) theory and
demonstrate its effectiveness for studying multiconfigurational protonic systems. We pro-
vide data showing how spectra calculated from a single NEO-TDCI simulation can capture
tunneling splittings and vibronic progressions, both of which cannot be captured by sin-
gle reference theories such as RT-NEO-TDDFT and the time-dependent Hartree-Fock vari-
ant, RT-NEO-TDHF. Furthermore, we highlight the advantages of NEO-TDCI over time-
independent methods, particularly for calculating spectra with a high density of vibronic
transitions. Finally, we show how NEO-TDCI can be used to study proton tunneling dy-
namics for a model system in which the proton moves on a double-well potential energy
surface within the conventional electronic structure framework but oscillates back and forth
within the NEO framework.

The NEO-TDCI wavefunction is constructed as a linear combination of multicomponent

states:
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where |®¢) and ‘(P?> are individual electronic and protonic Slater determinants, respectively.
Each individual Slater determinant is constructed from time-independent electronic or pro-
tonic molecular orbitals determined by a NEO-HF calculation. For this work, we utilize
a complete active space for both electrons and protons, although in principle any multi-
determinant NEO expansion may be used.

The time-dependent wavefunction is represented in this basis of time-independent product



states by the expansion coefficients, c(t). The real-time propagation is carried out using a
symplectic split operator (SSO) integrator.56 We briefly summarize the algorithm here
with the necessary modifications for NEO-TDCI. For the SSO method, the time-dependent

coefficients may be split into real and imaginary components:

c(t) = p(t) +iq(t), (2)

The time propagation for each component can be carried out independently in a leap frog

fashion:

M0 ), )

q(t + 0.5At) = q(t — 0.5AL) + Atd?l—it), (4)
W — A+ 0.5A0)q(E + 0.5A), (5)
p(t+ Ab) = p(t) + Atw. (6)

where H(t) is the time-dependent NEO-CI Hamiltonian, which includes the kinetic ener-
gies of the electrons and quantum protons, all Coulomb interactions among the electrons,
quantum protons, and classical nuclei, and any time-dependent external fields. For our
purposes, the only time dependence in H(t) comes from a time-dependent applied electric
field. Additional details regarding the propagation algorithm can be found in the Supporting
Information.

The key difference between NEO-TDCI and TDCI is in the implementation of the matrix-
vector products H(t)p(t) and H(t)q(t) used to form the time derivatives. We have imple-
mented the NEO-TDCI and NEO-CASCI methods in a modified version of Chronus Quan-
tum.*” Our NEO-CASCI implementation utilizes a generalized version of a standard direct
CI algorithm?® to account for the multicomponent wavefunction in the matrix-vector prod-

uct. The details of the NEO-CI Hamiltonian are readily available in previous work. "
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Figure 1: One-dimensional slices of the proton density along the He-He axis (left) and
approximate three-dimensional proton wavefunctions (right) of HeHHe™ for the two lowest
energy vibronic states, labeled symmetric and antisymmetric, computed with the NEO-FCI
method. The energy splitting between these two vibronic states corresponds to the hydrogen
tunneling splitting associated with the ground electronic state. The dashed vertical lines
denote the location of the helium atoms (solid cyan) as well as the centers of the protonic
(and associated electronic) basis functions (dashed black). The proton wavefunction plots
show the primary occupied natural orbital for each of these lowest two energy NEO-FCI
vibronic states. In both states, the orbital shown accounts for > 98.3% of the wavefunction.
The three dimensional plotting is done with Jmol*® with isosurface value 0.05.

Our model system is the HeHHe™ molecular ion at a He-He distance of 2.2 A, where the
hydrogen moves on a double-well potential energy surface within the conventional electronic
structure framework. % This system is small enough to allow benchmarking against the time-
independent NEO-FCI solution, yet still exhibits proton tunneling in the vibronic ground
state. All calculations in the main text use the 6-31G electronic® and PB4-D52 protonic basis
sets and represent the hydrogen with two basis function centers containing both electronic
and protonic basis functions. We perform NEO-TDCI simulations using (4e,80)/(1p,460) (4
electrons in 8 orbitals, 1 proton in 46 orbitals) active spaces, which in this case is equivalent
to a NEO-FCI calculation.

We first calculate the absorption spectra of HeHHe™. As we are able to afford NEO-
FCI calculations, we also diagonalize the NEO-FCI Hamiltonian matrix and calculate the
vibronic excitation energies and oscillator strengths relative to the ground vibronic state
as our benchmark exact answer for the fixed heavy atom geometry and basis sets used.

Visualizations of the proton density and approximate proton wavefunctions for the two lowest



energy vibronic states, which showcase the hydrogen tunneling behavior, are shown in Figure
1. Quantitative comparison to experimental references will require larger and more accurate
electronic and protonic basis sets and therefore truncated active spaces. Exactly how to
to define an effective multicomponent active space is still an active area of research®® and
is beyond the scope of this work. Nevertheless, the basis sets used here provide enough
flexibility to gain a qualitative understanding of the new insights NEO-TDCI can provide
over single reference real-time NEO methods.

The initial wavefunction for the NEO-TDCI simulation is the NEO-FCI ground state,
where the proton is represented by a bilobal wavefunction delocalized between the two He
nuclei (symmetric proton wavefunction in Figure 1). In the conventional Born-Oppenheimer
electronic structure framework, the proton is moving on a symmetric double-well potential
energy surface, and the bilobal proton wavefunction corresponds to equal density in both
potential wells. We also perform RT-NEO-TDHF and RT-NEO-TDDFT simulations starting
from their respective broken symmetry SCF solutions (i.e., the proton density is localized in
one of the potential wells).3” For calculating absorption spectra, the initial wavefunctions are
perturbed with a delta pulse electric field polarized along one of the principal axes. Complete
simulation details are provided in the Supporting Information.

Figure 2 shows the oscillations of the protonic and electronic dipole moments along the
He—He axis. The most striking difference among the three methods is the low-frequency os-
cillation in the NEO-TDCI protonic dipole moment that is absent in the RT-NEO-TDDFT
and RT-NEO-TDHF protonic dipole moments. This primary low-frequency mode is associ-
ated with the tunneling splitting between the two lowest energy NEO-CI solutions, which
correspond to delocalized, bilobal symmetric and antisymmetric proton wavefunctions (Fig-
ure 1). In contrast, the primary mode in the single reference theories is at much higher
frequency, corresponding to more localized proton densities discussed further below. Similar
to the protonic component, the electronic dipole moment calculated with NEO-TDCI clearly

is modulated by more lower-frequency components than is the electronic dipole moment cal-
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Figure 2: Time-dependent dipole moments along the He-He axis in the HeHHe™ system for
both the protonic (left) and electronic (right) components. The magnitude of the equilibrium
dipole moment is indicated on each panel, and the magnitude of the oscillations about this
value is shown for each method. The inset on the protonic NEO-TDCI panel shows high-
frequency oscillations of the protonic dipole moment. Note that the protonic dipole moment
is plotted over almost 100 fs, while the electronic dipole moment is only plotted over the
first 20 fs of the same simulation.

culated with either RT-NEO-TDDFT or RT-NEO-TDHF.

The spectra resulting from the Fourier transform of the total dipole moment, including
both electronic and protonic dipole moment contributions, are shown in Figure 3. Details of
the Fourier transform are included in the Supporting Information. Although the complete
real-time spectra are each generated from a single Fourier transform of the dipole moment,
for clarity we plot two different regions: the left panel shows vibrational frequencies arising
from primarily protonic excitations, while the right panel shows the much higher energy
electronic excitations. The NEO-FCI stick spectra are plotted as a benchmark.

We start by inspecting the vibrational excitation region, shown in the left panel of Figure
3. For HeHHe™, there are four vibrational modes, but with fixed helium nuclei only three
modes are active: the degenerate off-axis bending mode and the on-axis tunneling splitting
mode. The degenerate bending frequency is at 3447 cm~! |, while the NEO-FCI tunneling
splitting is at 552 cm™! . Relative to the time-independent NEO-FCI reference, all three
time-dependent methods somewhat accurately reproduce the bending frequency, but only
NEO-TDCI accurately predicts the lower energy tunneling splitting between the symmetric

and antisymmetric bilobal proton vibrational wavefunctions. Both RT-NEO-TDDFT and
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Figure 3: Calculated spectra of HeHHe™. The left panel shows the fundamental vibrational
excitations. The right panel horizontal axis starts at the lowest calculated electronic excita-
tion and shows a portion of each total spectrum.



RT-NEO-TDHF predict the on-axis hydrogen vibrational mode at much too high of an
energy. For RT-NEO-TDDFT, it is almost degenerate with the bending mode and therefore
not obviously seen in the spectrum. Because these single reference theories break symmetry
and localize the proton near one He nucleus, they are likely capturing the first vibrational
excitation along the He-He axis corresponding to a He-H stretch mode rather than the
energy difference associated with the hydrogen tunneling splitting.

Focusing on the electronic excitation energy range in the right panel of Figure 3, it
is clear that while the single reference theories capture the major excitations present in
the NEO-FCI spectrum, they miss the majority of the finer details in the structure of the
NEO-FCI spectrum that NEO-TDCI captures. This observation is not surprising, in that
RT-NEO-TDDFT and RT-NEO-TDHF are limited to describing single excitations, whereas
NEO-FCI and NEO-TDCI contain all possible excitations in the active space, including
double excitations. Although some excitations are double electronic excitations, the NEO
approach also enables us to capture doubly excited states corresponding to simultaneous
electronic and protonic excitations.

For a clear example of simultaneous electronic and protonic excitations, we focus on the
first progression of excited vibronic states located around 20 eV. A focused view of this
region computed with the NEO-TDCI and NEO-FCI methods is given in Figure 4 (left).
The single reference theories are omitted because they feature a single peak without any
additional structure, as can be seen in Figure 3. The excited vibronic states shown in Figure
4 (left) correspond to the vibronic progression on the excited electronic surface. To illustrate
this point, we plot one-dimensional slices of both the electron and proton densities along the
He-He axis for the NEO-FCI vibronic states producing this progression. We use the time-
independent NEO-FCI densities because they are simple to isolate for analysis. The time-
dependent wavefunction propagated in the NEO-TDCI simulation is a linear combination
containing these adiabatic vibronic states, but they are difficult to extract individually.

For all states labeled A—E, the excited state electron density is almost identical, indicating

10
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Figure 4: Calculated spectra of HeHHe™ in a focused region illustrating a vibronic progres-
sion. The left panel is extracted from the lower two panels on the right side of Figure 3.
The right panel shows one-dimensional slices of the electron and proton densities along the
He—He axis for the vibronic states associated with the first singlet electronic excited state, as
obtained from a time-independent NEO-FCI calculation. The dashed vertical lines denote
the location of the helium atoms (solid cyan) as well as the centers of the protonic (and as-
sociated electronic) basis functions (dashed black). The electronic densities for all states are
plotted on top of one another to show the same electronic character for all states (lower right
panel), whereas the proton densities are offset vertically for clarity (upper right panel) with
the zero density baseline indicated for each state. The ground vibronic state densities are
shown in Figure S1 for comparison. Only the symmetry allowed vibronic states are shown
here, whereas both symmetry allowed and symmetry forbidden vibronic states are shown in
Figure S2.
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that all vibronic states are associated with the same electronic state. The only very minor
differences between the electron density are in the region along the He-He axis near the
delocalized proton. The proton density shows the clear vibronic progression with increasing
number of nodes in the vibrational wavefunction as the state energy increases from A to
E. States A, B, and E form a clear progression of increasing level of vibrational excitation,
indicated by an increase in the number of nodes on both sides (i.e., the two potential energy
wells on the Born-Oppenheimer electronic excited state surface). The states labeled C and D
are particularly interesting in that they exhibit proton density at the midpoint between the
two helium atoms, where a potential energy barrier likely exists on the Born-Oppenheimer
electronic excited state surface. For these states, the excited vibrational energy most likely
exceeds that of the potential energy barrier.

State A is the ground vibrational state on the first singlet electronic excited state. The
first ten vibrational states on this excited electronic state are shown in Figure S2. Similar
to the ground electronic state, the proton moves on a double-well excited electronic state
potential energy surface in conventional electronic structure theory. Although there is an
antisymmetric bilobal proton vibrational wavefunction associated with a tunneling splitting
for the excited electronic state within the NEO framework, transitions between vibronic
states of different symmetries in the ground and first excited electronic states are prohibited
by dipole selection rules. As such it does not show up in either the NEO-FCI or the NEO-
TDCI spectra. Figure S2 shows the proton density for all vibronic states associated with the
first singlet electronic excited state and discusses these symmetry considerations.

Furthermore, analogous simulations utilizing the larger cc-pVDZ electronic®® and PB5-
F protonic®® basis sets, as well as additional simulations of the absorption spectra of the
significantly larger FHF™ molecule, with active spaces are provided in the Supporting In-
formation. For these larger calculations, our analysis shows that the NEO-TDCI method
reproduces the low energy features of a time-independent NEO-CASCI calculation in an

equivalent active space. Additionally, the NEO-TDCI method captures high energy features
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that become computationally challenging to obtain in a time-independent framework.
Beyond calculating spectra, an important capability of the TDCI method is the simula-
tion of nonequilibrium, real-time dynamics.*%% The quantization of the protonic wavefunction
in the NEO-TDCI method enables the simulation of proton tunneling dynamics. In contrast
to the spectra calculations, where charge oscillations are induced by perturbing the NEO-CI
ground state with a delta pulse electric field, we now induce the dynamics via the construc-
tion of a nonequilibrium initial wavefunction. Similar tactics of manipulating the initial
wavefunction have been used with RT-NEO-TDDF'T to study proton transfer, typically via
swapping the highest occupied and lowest unoccupied molecular orbitals (i.e., HOMO and
LUMO) to model electronic photoexcitation.'?! For the application of NEO-TDCI to the
HeHHe™ system, we construct the initial wavefunction as a linear combination of NEO-CI
states, i.e., a coherent superposition state. A natural advantage of constructing the initial
state in this way is that in the absence of a perturbing field, the dynamics are purely dictated
by the action of the Hamiltonian on its stationary states. In other words, in the absence
of a perturbing field, all dynamics are controlled by interference patterns of complex phase
factors associated with the Hamiltonian eigenstates. NEO-TDCI dynamics simulations con-
structed in this manner therefore reduce to solving a textbook quantum mechanics problem
of evolving complex time-dependent coefficients associated with Hamiltonian eigenstates.
For systems in which the proton moves on a double-well potential energy surface within
the conventional electronic structure framework, two natural orthonormal bases exist. These
two bases are the basis of localized states in either well, |L) and |R), and the basis of de-
localized Hamiltonian eigenstates, which are the symmetric and antisymmetric linear com-
6%) = (IL) +|R)) /VZ and [¢4) = (|L) — [R)) /V2. The

Hamiltonian eigenstates carry trivial time evolution as solutions of the time-independent

binations of the localized states,

Schrodinger equation and are therefore convenient for studying time dependence.
For our purposes, the lowest two NEO-CI vibronic states can be denoted ‘¢S > and ’¢A>

for the symmetric and antisymmetric proton wavefunctions, respectively (Figure 1). We
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construct an initial wavefunction for propagation as an equally weighted linear combination
of these two NEO-CI states to approximately localize the initial proton density in one of the
wells. Analytically, given an initial wavefunction localized in the left well, the time-dependent

probabilities of being localized in the left and right wells are given by

eu(0F = ot (") (7a)
ento)® = s (5 (h)

respectively, where AFE' is the energy difference between the Hamiltonian eigenstates in the
absence of an applied field. Assuming the double-well potential is symmetric about the

origin and the dipole moment of the solution localized in the left (right) well is D (—D), the

time-dependent dipole moment is D cos (%)
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Figure 5: HeHHe™ dipole moment from a NEO-TDCI simulation initialized with the proton
approximately localized in a single well (i.e., near one of the He nuclei). Overlaid with the
calculated dipole moment (solid blue line) is the analytical time-dependent dipole moment
(dashed yellow line). The right hand plots are snapshots from the included movie showing the
proton moving from one He to the other through a delocalized wavefunction characteristic
of hydrogen tunneling.

In Figure 5, we plot the calculated dipole moment along the He—He axis for the NEO-
TDCI simulation along with this analytic solution. The agreement between the calculated
and analytic results is nearly exact, even across multiple oscillations of the proton between
the two potential wells. As shown in the Supporting Information, even when utilizing the

larger cc-pVDZ and PB5-F basis sets, the same level of agreement between the calculated
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and analytic dipole moments is observed. Finally, we have included a video showing the time
evolution of the protonic and electronic densities in white and red, respectively. The proton
wavefunction oscillates between the two sides of the double-well potential via an intermediate
delocalized solution characteristic of hydrogen tunneling. Snapshots illustrating this behavior
are included in Figure 5. The electronic density also oscillates together with the protonic
density in the middle region of the He—He axis.

Challenges remain for the application of the NEO-TDCI approach to larger, more realistic
systems, both for calculating spectra and modeling hydrogen tunneling dynamics. Dynamic
correlation beyond active space dynamic correlation must be included to accurately predict
experimental transition energies.*? Future work will explore multireference CI (MRCI) and
complete active space perturbation theory (CASPT2) approaches within the NEO frame-
work. For studying dynamics, active spaces must be designed to be capable of describing all
relevant dynamics within the flexibility of a fixed active space. Although schemes exist for
selecting active spaces to achieve ground state proton densities, 3® these schemes may not be
appropriate for studying excited state properties, such as tunneling dynamics.

To summarize, we have implemented the NEO-TDCI approach and used it to calculate
both the spectra and tunneling dynamics of HeHHet. We would like to emphasize that
a single NEO-TDCI calculation can capture tunneling splittings, multiply excited states,
and vibronic progressions in the NEO-TDCI spectra. All these features, which cannot be
captured by single reference real-time methods, accurately reproduce the time-independent
NEO-FCI spectra. The tunneling dynamics produced by the NEO-TDCI simulations illus-
trate the oscillation of the proton density from one side to the other via a delocalized, bilobal
proton wavefunction indicative of hydrogen tunneling. These dynamics are in nearly exact
agreement with the analytical solution for this model system. The NEO-TDCI approach is
highly suitable for studying systems with strong electronic and/or protonic multiconfigura-
tional character, dense vibronic spectra, and hydrogen tunneling dynamics, particularly in

novel systems with proposed nuclear wavepacket interference. >
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