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Abstract—Joint communications and sensing (JCAS) is en-
visioned as a key feature in future wireless communications
networks. In massive MIMO-JCAS systems, the very large
number of antennas causes excessively high computational com-
plexity in beamforming designs. In this work, we investigate a
low-complexity massive multiple-input-multiple-output (MIMO)-
JCAS system employing the maximum-ratio transmission (MRT)
scheme for both communications and sensing. We first derive
closed-form expressions for the achievable communications rate
and Cramér-Rao bound (CRB) as functions of the large-scale
fading channel coefficients. Then, we develop a power allocation
strategy based on successive convex approximation to maximize
the communications sum rate while guaranteeing the CRB con-
straint and transmit power budget. Our analysis shows that the
introduction of sensing functionality increases the beamforming
uncertainty and inter-user interference on the communications
side. However, these factors can be mitigated by deploying a
very large number of antennas. The numerical results verify our
findings and demonstrate the power allocation efficiency.

Index Terms—Joint communications and sensing (JCAS), mas-
sive MIMO, maximum-ratio transmission.

I. INTRODUCTION

Joint communications and sensing (JCAS) has emerged
as a potential technology for future wireless communication
systems [1]. Thus, transmit beamforming design for JCAS
systems is the focus of growing attention in recent literature
[2]-[5]. In [2]-[4], the transmit beamformers were designed
to minimize the beampattern error constrained by the com-
munications signal-to-interference-plus-noise ratio (SINR). A
reliable transmit beampattern guarantees that the sensed targets
and communications users are covered at the same time, while
minimizing the Cramér—-Rao bound (CRB) ensures consid-
eration of the estimation quality of the sensed parameters
[3], [6], [7]. Other SINR-based merit functions for sensing
are introduced and investigated in [4]. In most of these
existing works, small-sized antenna arrays were employed
for the JCAS transmission. This does not ensure high spa-
tial beamforming gains, and hence limits both sensing and
communications performance.

Compared to conventional multiple-input-multiple-output
(MIMO) communications, massive MIMO technology em-
ploying very large arrays offers superior spectral and energy
efficiency (SE/EE) for communications systems [8]-[10]. Re-
cent literature has shown that massive MIMO is also promising
for JCAS systems. Specifically, it has been shown in [11]

that by leveraging a massive MIMO radar-base station (BS),
the communications and radar systems can coexist with little
mutual interference. Temiz et al. [12] proposed a joint uplink
massive MIMO communications and orthogonal frequency-
division multiplexing (OFDM) radar sensing architecture,
wherein zero-forcing (ZF) and ordered successive interference
cancellation (OSIC) receivers are used to eliminate the inter-
user and radar interference during communications symbol de-
tection. In [13]-[16], the radar performance of massive MIMO
systems is optimized under constraints on communications
performance. On the other hand, the communications rate
of massive MIMO-JCAS systems is maximized in [17]-[19]
subject to constraints on the radar performance. While these
works all consider large or massive MIMO configurations,
the system design and optimization are complicated and are
conducted only over small-scale intervals. However, owing to
its large number of degrees of freedom, massive MIMO can
provide good communications performance with simple linear
beamforming methods such as maximum-ratio transmission
(MRT) and ZF [20].

In this work, we consider a mono-static multiuser massive
MIMO-JCAS system employing the MRT precoder. We first
derive closed-form expressions for the achievable sum rate
and the CRB as the performance metrics for the downlink
communications and the sensed target estimation, respectively.
These allow us to characterize the important properties of the
communications and sensing operations in massive MIMO
scenarios. Specifically, they show that the sensing objective
increases the MRT beamforming uncertainty and the inter-user
interference of the communications channels. However, these
drawbacks can be mitigated by deploying a very large number
of antennas. Then, we focus on the use of power allocation
to maximize the communications sum rate while constraining
the CRB. The formulated problem is nonconvex, but we
develop an efficient solution leveraging the successive convex
approximation (SCA) approach. Finally, we provide numerical
results to verify our theoretical findings and demonstrate the
performance of the power allocation scheme.

II. SIGNAL MODEL
We consider a mono-static massive MIMO JCAS system, in-

cluding a base station (BS), K single-antenna communications
users, and a sensed target. We assume that the BS is equipped
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with N transmit and [V, receive antennas, with Ny + Ny > 1.
At the BS, the /V; antennas simultaneously transmit probing
signals to the target at a given angle of interest and data signals
to the users. The echo from the sensed target is then processed
by the IV, receive antennas at the BS.

A. Communications Model

1) Signal Model: Denote by s = [S1¢, ..., Ske,- -, SKe] €
CE*1 the transmit vector from the BS at the ¢-th time slot,
with E {sys}} = Ix. Here we assume that sy, is the signal
intended for the k-th user. Furthermore, let S = [s1,...,s.] €
CE*L be the transmit symbol matrix, where L > 1 is the
length of the radar/communications frame. The data streams
are assumed to be independent of each other such that

SS" &~ Llg, (1)
which holds asymptotically for Gaussian signaling when L is
sufficiently large [6].

The BS employs the linear precoder

F = WTI +vi" € CVexK, )
where W = [wy,...,wg|] € CNM*K and T =
diag {1, ..,k } € CE*K are the matrix of precoding

vectors and power allocation factors for communications users.
Specifically, wy, and v, are the precoding vector and power al-
located for the kth communications user, with ||wy||* = 1, Vk.
On the other hand, v € CY*! and i = [\/71,...,/TK]|" €
CH>1 are the precoding vector and power fraction allocated
for sensing in each communication stream. The k-th column F,
denoted as f, represents the dual-functional precoding vector
for user k and is given as f, = /% wx + /mrv. Then,
the Ny x 1 transmit signal vector during the ¢-th time slot
is x, = Fsy = Zli{:l fis1¢, and the overall dual-functional
transmit waveform is denoted by X = [x,...,x] € CNexE,
Equivalently, we have X = F'S.

For transmit waveform X, the K x L combined signal matrix
received by the users can be expressed as

Y =H"X+N=H"FS +N, 3)

where N € CK*L is additive white Gaussian noise (AWGN)
with independent entries following distribution CA/ (0, 02), and
H = [hy,...,hy,...,hg] € CV*K is the channel matrix
from the BS to the K users. Here, h; denotes the channel
between the BS and the k-th user and is given as [21]

by = 8"y, “
where 3 and hy, represent the large-scale fading parameter
and the small-scale Rayleigh fading channels, respectively.
The received signal at user k over L time slots is given as
yr = hiFS +n] € C**L. Equivalently, at the /-th time slot,
the received signal at user k is

Yre = hpfispe + hy, Z#

2) Communications Channel Estimation: We assume a
time-division duplex (TDD) protocol for the considered JCAS
system. Specifically, the channel is first estimated via uplink
training, which is then used for the downlink transmission.
Let 7. be the length of the coherence interval in samples, and

L ij@j + N 5

let 7, < 7. be the length of the pilot sequences. The pilot
sequence for the kth user is /Tty € C™*!, and the MMSE
channel estimate is given by

ﬁ Vi Tppp/Bk
k — K 2
TpPp Zj:l B; |¢?¢k| +of
where Y, = |\ /Tppp Zszl hy ) + N is the received pilot
signal at the BS during uplink training, and p; is the average

power of the training symbols. Furthermore, we have hy, ~
CN(O, fk-INt), with

Yp’l)bkv (6)

e i
& = . ™
TpPp Zj:l Bi |¢j¢k‘ + 0y
The channel estimation error flssociated with ﬁk isep = hy —
hy, which is independent of hy, and e, ~ CN (0, ¢;1y,) with

2
Br (Tppp quék B; |1/’5‘|¢k| + 03)
5 .
TpPp Zj(:l Bj W’;"/)’f’ +o3

B. Radar Sensing Model

®)

&= B — & =

The BS receives and processes the echo signals from the
target for sensing functions such as detection and estimation.
The discrete-time radar signal received at the BS is given as

Y = aA(0)X +N, 9)
where N € CN-*L js an AWGN matrix with independent
entries distributed as CN(0,02). In (9), A() € CN-*Ne g
the two-way channel in the desired sensing directions. We
assume that the BS employs a uniform linear array (ULA)
with half-wavelength antenna spacing. The channel A(6) in
(9) can be modeled as A(0) = a,(0)al(0), where 0 is the
angle of the target relative to the BS, and a () and a,(0) are
the steering vectors associated with the transmit and receive
arrays [3], [4]. To simplify the notation, we assume an even
number of antennas and choose the center of the ULA as the
reference point, such that and have [6]

S Ng—1 __ . _ i Ng—3__ . CNg—1__ . T
aX(G):[e_J 5 TrblIl(e),e 75 7TSIn(9)7...’ej S— 7 sin(6)

(10)
where x € {t,r}. In the following analysis, we drop () for
further simplicity.

III. PERFORMANCE OF MASSIVE MIMO JCAS SYSTEMS
WITH MRT BEAMFORMING

In this section, we derive lower bounds on the achievable
sum rate of the communications subsystem that employs linear
MRT transmit beamforming. For the sensing subsystem, we
derive the CRB to evaluate the estimation accuracy.

First, to formulate the MRT precoder, based on (2) we
rewrite (9) as
Y = aazal (WL +vn')S + N = aagallvn'S + N, (11)
where N £ aa, a WI'S + N. It is observed that for an
arbitrary WT', the sensing beamformer v = a; maximizes
the received echo power at the BS. Furthermore, the MRT
beamformer toward the communication users is W = H =
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[fll, oo hg .,]ﬁK], where hy, is given in (6). Thus, F and
fi. can be rewritten as

F=HT +a.n', fy = Jchy + /ikae.  (12)
A. Communications Sum Rate
We rewrite (5) as
Yke = DSySke + BUg sk + Z#k ULy se; +nge,  (13)

where DS, £ E {h}f;}, BU £ hif, — E{h}fy}, and
UIy; = hf; represent the desired signal, beamforming un-
certainty, and inter-user interference, respectively. From (13),
the achievable rate of the k-th user over L time slots is given
by

2
Ry, = Tlogy (1+ - - ).
E{lBus} + ¥ E{junl*} + o2
32k
14

where 7 £ (TC —Tp) /Te. The following theorem gives a
closed-form expression for the achievable rate of communi-
cations users.

Theorem 1: The achievable rate of the k-th user with the
MRT precoder is given in the following closed-form:

- B N2 2
Rk(’77rr’) = TlOg2 <1 + K tgkr}/k 2) 5
N >2521 (&7 +nj) + 08
(15)
where & and ¢ are given in (7) and (8), respectively, ~y e
(Vi Vhr oo vi) T and 7 2 [V, oo /T - - -5 /TR

Proof: See Appendix A

Remark 1: 1t is observed from (15) that the sensing power
factors {n;} lead to larger beamforming gain uncertainty and
inter-user interference, causing performance degradation to the
communications subsystem. However, note that the numerator
of the SINR term in (15) increases with N2, while the denom-
inator only increases with Ny. Therefore, the massive MIMO
JCAS system becomes free of interference as Ny — oo, which
is similar to conventional massive MIMO systems without
any sensing function. In other words, deploying a very large
number of antennas can mitigate the effect of sensing on
communications.

B. Sensing CRB

The CRB serves as a lower bound on the variance of
unbiased estimators. In the following, we characterize the CRB
for estimating the target’s angle ¢ in the sensing subsystem.

Theorem 2: The closed-form CRB for estimating the target
angle 0 is given as

6
(e o e ) €7 + V2 e ]
(16)

CRB(7,7) =

2

k], 77 = oy, and

Ny —1
mcos(d),...,7

where £ =

[615"'a€k’a"'

. Ny —1
ay = |—] 9

™ cos(@)} © ay,
a7

with ©® denoting the Hadamard product of two vectors.

Proof: See Appendix B. (]

Remark 2: For fixed (v,n), it is clear that CRB(y,7) — 0
as Ny — oo.

It can be concluded from Remarks 1 and 2 that both the
communications and sensing performance is improved when
N, increases. Furthermore, the mutual interference between
the two functions is also mitigated as Ny grows.

IV. POWER ALLOCATION

With the derived achievable rate and CRB, we are interested
in a communications-centric design of the system that maxi-
mizes the sum rate while ensuring the sensing CRB and power

constraints. Based on (37) and the fact that trace (asal) = Ny,
the total transmit power is

E {trace (FF")} = N, (€% + [[l]*) 2 Pope. (18)
Thus, the power allocation problem is formulated as

maximize Ry (v, 19a

xin kzl k(7,7) (19)

subject to  CRB(~, 1) < cmsg, (19b)

y+al” < (19)

< Nt
where CRBY) is a threshold to guarantee the sensing perfor-
mance. While the constraints are convex, the objective function
(19a) is non-convex. Next, we propose an efficient solution to
address (19) by leveraging the SCA method [22].

A. Proposed Solution

Concave approximation of (19a): To approximate Ry (7, 7n7),
we use the following inequality [23]:

ln(1+§>>ln(1+;8)+2

(@) 1
n x(z) —+ y(i) ;

2()
2(1)
T @0 1 y0)y0Y
where (") and y(?) are feasible points for = and y at the i-
th iteration, respectively. We can see that the right-hand side
(RHS) of (20) is a concave lower bound for In (1 + x/y)

Using (20), Ry (7,n) in (15) is lower bounded at iteration 4
by

(20)

_ ()
@ oy = T[40 B 1
By (v,m) ln2[ k foi Yk
K
cy (Nt/Bk D (& +m) + Uf)}v 21
j=1
where
A 2 ( N2&y) )
N By ZJK 1(7] )gy +77J ) + 03
Vel
TN+ N mj Ve + )+ o3
‘ N2¢2 (1
B & (V€ )

NZedy) +Nt5kzj:1( We, +777 )+ 02
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Algorithm 1 Iterative Algorithm for the Power Allocation
Problem (19)

Initialization: Set: := 1 and generate an initial feasible value

for (v, 7" () to constraints in (26)
1: repeat
2:  Solve (26) to obtain the optimal solution (v*, 7%, ¢*).
3 Update (v@, 7@, ") = (v, 7%, ¢%)
4 Seti:=i+1
5. until convergence
6: Output: (v*,7%).

K
o & N2 [V + N Y0108 + )

j=1

K
+02) (NeBe > (1875 + ) + ag)]

j=1
Convex approximation of (19b): The closed-form CRB in
(16) is convenient for performance analysis as well as solving
(19). However, it is only valid for the symmetric forms of a
and a, defined in (17). Thus, to address (19b), we use the
form of the CRB in (36) in Appendlx B for a general array

A CR))
model, i.e. CRB(~y, 77) = B é eI The product
of T3 and 715 makes constraint (19b) 1mp0ss1ble to be tackled
directly. Alternatively, we introduce a new variable ¢ € R,

to transform the constraint into the following equivalent form:

(22)

=2
—E-Ti(v,n) + |T 2 < p? 23
p? <Ti(v.m)Ta(y,m).  (23b)
To iteratively convexify (23a), we approximate o2 as:
G 1) + [T w)I? <2000 — (002, (4)

where 29— (¢(?)? is a concave lower bound of ¢? around
the point (¥, It is clear that Ty (v, 77) and Ts(v,7) are linear
with respect to (7, 77). As a result, we cast (23b) into a second-
order cone (SOC) constraint as follows:

H(pv 0. 5(T1("/u ) T2(’Y7

(25

In summary, we solve the following approximate convex
version of (19) at iteration :

R (v, 26
melyxilr’rglalze ; (v,m) (26a)
subject to (19¢), (24), (25). (26b)

B. Overall Algorithm and Complexity Analysis

The proposed algorithm to solve problem (19) is summa-
rized in Algorithm 1. We iteratively solve the approximate con-
vex program (26) to find the optimal solution, which acts as the
feasible point for the next iteration. The procedure is repeated
until convergence, as determined by the difference in the com-
munication sum rate between two successive iterations. Based
on [24], Algorithm 1 is guaranteed to produce a sequence of
better solutions with non-decreasing values for the objective

Ny < 0.5(Ta(v,m) + Taly,m)).

K
o
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K

o
¢
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-10 5 0 5 10 15 20 25 30
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Fig. 1.

function, ie. S5 RV (v,m) < K RV (4, 7). The
sequence of the non-decreasing values is bounded by (19c),
and thus Algorithm 1 will converge to at least a local optimum
of (19). The convex program (26) includes 2K + 1 scalar
decision variables and 3 linear constraints. Using the interior-
point method [22, Chapter 6], the worst-case of per-iteration
complexity of Algorithm 1 is 0(8\/§K 3).

Communications sum rates of the proposed power allocation scheme.

V. SIMULATION RESULTS

In this section we provide numerical results to validate
the theoretical findings and proposed design. We consider a
scenario where the users are uniformly and randomly dis-
tributed within a cell of radius of 500 meters (m), where
the BS is located at the center. We assume that no user is
closer to the BS than r, = 100 m. The large-scale fading
parameters are computed as fS; = zx/(rr/rn)”, where zj
is a log-normal random variable with standard deviation
Oshadow = & dB, rj is the distance between the k-th user
and the BS, and v = 3.2 is the path loss exponent [10]. We
set Ny = N, = {15,35}, K = 4, L = 30, and P, = 30
dBm. During the uplink training phase, we employ 7, = 10,
7. = 100, and p, = 10 dBm. The communications and sensing
SNRs are defined as SNR.on = P /02 and SNRge, = P, /52
[6], respectively. We assume that the target angle is § = 0°
and set SNRgen = 5 dB, CRBg = 103. For comparison,
we consider two approaches referred to as “equal power”
and “equal & full power.” In the former, the power factors
(4,m) are set such that 4y = ... = g, 71 = ... = Ik,
and N, (' + Zszl M) = Popy, Where Py is given in
(18) and obtained with the optimized power factors. In the
latter, we employ power factors (4,7) with 43 = ... = g,
M o= ... = Ak, and Ne(€4 + Yr_,fk) = P. Both
benchmarks have a total transmit power larger than or equal
to the proposed design.

In Fig. 1, we show the achievable sum rates obtained based
on both our closed-form expressions and Monte-Carlo sim-
ulations of the proposed power allocation scheme compared
with the benchmarks. It is observed that for all the considered
scenarios, the analytical and simulation results match well with
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each other, validating our theoretical findings. A comparison
of the considered power allocation methods demonstrates that
the proposed approach offers the highest sum rate, and the
gains become more significant as the number of antennas
increases. In particular, despite using the entire power budget
for transmission, the “equal & full power” scheme performs far
worse than the others. This is because of the large interference
introduced by the sensing on the communications.

In Fig. 2 and Fig. 3, we show the tradeoff between the
communications sum rate and sensing CRBs of the compared
approaches for various choices of (Ny, Ny) and SNR¢oy. In
both figures, it is clear that the considered algorithms guaran-
tee the design constraint CRB < CRBY = 1073, With a larger
power fraction allocated to sensing, the “equal & full power”
scheme achieves a much lower CRB than the other approaches.
However, this comes at the cost of poor communication rates.
In contrast, the proposed power allocation method offers
the best communications—sensing performance tradeoff. For

example, with Ny = N; = 35 and CRB = 10~%, the proposed
design offers 24% higher sum rate compared with the “equal
power” design. It is observed in Fig. 3 that as the number
of antennas increases, all the considered approaches have
lower CRBs and increased sum rates, verifying our theoretical
findings in Remarks 1 and 2.

VI. CONCLUSION

We investigated mono-static multiuser massive MIMO
JCAS systems with linear MRT precoding. To characterize
the system performance, we derived closed-form expressions
for the achievable communications sum rate and sensing CRB
for estimating the target angle. The analytical findings reveal
important properties about JCAS operations in massive MIMO
scenarios such as the subsystems’ mutual interference and
the impact of the large number of antennas. We proposed an
algorithm for power allocation among the precoders for the
communications users and the sensed target to maximize the
users’ sum rate with a constraint on the CRB. Our theoretical
finding and proposed algorithm were verified by numerical
results, which show superior communications and sensing
performance in massive MIMO JCAS systems. Our future
work will consider additional radar sensing parameters such
as the range and range-rate.
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APPENDIX A
PROOF OF THEOREM 1

In the following, we compute |DSk|2, E {|BUk\2}, and
E {|Uij|2}. Using (12), we first have
. H .
hif;, = (hk + ek> (ﬁhz + \/mat)

= v7ihith; + ihja + ef (Vi + i) 27)
for k,7=1,..., K. We note that

E {mﬁ;at + el (7ih; + \/mat)} —0,Vk, i,

because e, and h; are independent for k # i, and both have
Zero means.
e Computation of |DSk\2: Using (27) and (28), we have

sl = [E{Ihul?} = N2gtw.  @9)
e Computation of E {|BUk|2}: We have
E{IBu’} = E{ g’} - [E (nifi )
= { il } + e { e}

+E {Jef(vArhe + viieas) 2} — [E{hifi} . 30)

(28)
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Noting that the elements of a. are deterministic with unit
modulus and hy ~ CA (0, &Iy, ), we have

E {||f1k||4} = Ni(Ng + 1)EZ, 31
~ ~ 2
B {lia.} =5 { ]} = Mg 62)
B { ot + viraol | = e { e}
+ e {\ezad?} = Neew (V€ + 1) . (33)

From (29)—(33) and the fact that & + €, = (%, we obtain
E{1BUL[*} = NuBe (6 + 1) (34)

e Computation of E {|Uij|2}: Using the results in (32)
and (33), we have
j

L2 R
E{ o1’} = B { | } +E { hija
R 2
e {Jettvmh + vian| b = Mot + ). @9
From (29), (34), and (35), we obtain (15).

APPENDIX B
PROOF OF THEOREM 2

We start from the general CRB for 6 as [6]
5-:?T1 (’77 ﬁ)

To(y,m)Ta(v,m) = Ts(v, )

2

where 2 £ mgﬁ, Ty (v,1) = trace (A"AR,), Th(v,7) =

trace (A”ARI), and T3(vy,7m) £ trace (A”ARI). Here,

A = a,al +a,a, where a, denotes the derivative of a, with
respect to ¢, and R, is the covariance matrix of X. Based on
(1) and (12), and assuming that L is very large, we have

1 N .
R, = 7E{XX"} =E {HF?HH + || ata:}

CRB(7,m) = (36)

= &ylLy, + |7]* acal. (37)
Furthermore, with the symmetric forms of a,; and a, defined
in (17), we have

aa, = a'a, =0, lag|> = Ny, |ac|* = N;.  (38)
Using (37) and (38), we obtain
T1(v,7) = NeNe£™y + N2N; 7] (39)

oy, ) = (Ve e * + Nl |*) €7 + N2 a7
(40)

T5(~,m) =0, 41)
where we have omitted detailed derivations due to the limited
space. We obtain (16) by substituting (39)—(41) into (36), and
the proof is complete.
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