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ABSTRACT
Introduction: Patient-reported outcomes (PROs; symptoms, functional status, quality-of-life) expressed 
in the ‘free-text’ or ‘unstructured’ format within clinical notes from electronic health records (EHRs) offer 
valuable insights beyond biological and clinical data for medical decision-making. However, 
a comprehensive assessment of utilizing natural language processing (NLP) coupled with machine 
learning (ML) methods to analyze unstructured PROs and their clinical implementation for individuals 
affected by cancer remains lacking.
Areas covered: This study aimed to systematically review published studies that used NLP techniques 
to extract and analyze PROs in clinical narratives from EHRs for cancer populations. We examined the 
types of NLP (with and without ML) techniques and platforms for data processing, analysis, and clinical 
applications.
Expert opinion: Utilizing NLP methods offers a valuable approach for processing and analyzing 
unstructured PROs among cancer patients and survivors. These techniques encompass a broad range 
of applications, such as extracting or recognizing PROs, categorizing, characterizing, or grouping PROs, 
predicting or stratifying risk for unfavorable clinical results, and evaluating connections between PROs 
and adverse clinical outcomes. The employment of NLP techniques is advantageous in converting 
substantial volumes of unstructured PRO data within EHRs into practical clinical utilities for individuals 
with cancer.
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1. Introduction

1.1. Cancer patients and patient-reported outcomes

Evaluating patient-reported outcomes (PROs), defined as self- 
reported health status, including symptoms, functional status, 
and quality of life, is useful in oncology because PROs offer 
distinct insights into individuals grappling with cancer and the 
repercussions of their health status [1,2]. Clinical trials increas-
ingly incorporate PROs as primary or secondary endpoints [3]. 
Furthermore, the evaluation of PROs aids healthcare profes-
sionals in recognizing the unmet physical, emotional, and 
social needs of cancer patients and survivors, paving the way 
for tailored clinical or psychosocial interventions [4].

1.2. Assessment of unstructured PROs for cancer 
patients

Conventionally, clinicians and researchers rely on validated 
self-reported PRO measures to collect PROs from cancer 
patients and survivors [2,5]. However, this approach may not 
directly capture individual differences in PROs because the 
PRO content relies on a fixed number of survey items with pre- 

specified PRO domains and subdomains. It is also challenging 
to collect PRO data from every cancer patient or survivor 
during busy clinical encounters [6], which may increase the 
physical or psychological burden of both the patients and 
clinicians [7]. Finding another methodology to collect and 
evaluate PROs, e.g. unstructured or text-based PROs available 
in EHRs, becomes crucial [8]. Using unstructured PROs as an 
alternative resource proves clinically practical and beneficial, 
as regular patient–clinician interactions routinely collect these 
data. PRO clinical narratives widely exist in EHRs, including 
admission documents, daily progress notes, clinic visit docu-
mentation, discharge summaries, nursing, psychology, or 
social work notes [9]. Leveraging natural language processing 
(NLP) coupled with machine learning (ML) techniques offers 
an opportunity to explore unstructured PROs through EHRs 
within the oncology context.

1.3. Current status of NLP applications for PRO 
assessment in oncology

NLP methods can potentially convert unstructured PROs – 
such as symptom descriptions summarized in physician 
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notes – into a measurable structure supporting clinical 
research and practice. This process involves categorizing or 
foreseeing health data through information extraction, 
semantic representation, and outcome prediction [10]. 
Utilizing NLP in PRO analysis has the potential to reduce 
the labor-intensive task of manually reviewing and extracting 
text-based PRO information from EHRs [11,12]. Feature 
extraction approaches for extracting measurable properties 
for PROs from unstructured raw text include non-neural 
methods (e.g. bag-of-words [BoW]) [13], and the neural ML 
techniques (e.g. word2vec [W2V] and pre-trained large lan-
guage models [LLM]) [14,15]. Rule-based extraction 
approaches analyze PROs within EHRs by employing a set 
of pre-defined rules, such as simple keyword matching, lin-
guistic patterns (e.g. regular expressions), and dictionary 
lookups for PRO extraction. For instance, in detecting cancer- 
related symptoms, rules include recognizing specific key-
words or phrases and matching linguistic patterns associated 
with the symptoms. The rule-based extraction also allows for 
calculating pain intensity scores for cancer patients by the 
pre-defined criteria and counting the extracted patterns [16– 
19]. The advanced techniques show the advantage of effec-
tively managing substantial volumes of unstructured PROs 
generated by individuals coping with cancer [20].

Several systematic or scoping review studies have 
reported using NLP to automate extracting clinical/biologi-
cal information stored in EHRs for cancer populations [21– 
23]. However, very few studies have focused on NLP for 
cancer case identification, assessing the cancer staging, or 
summarizing cancer phenotype. Only one review study has 
reported the applications of NLP methods for symptoms 
from EHRs, with a focus on the traditional NLP coupled 
with non-neural ML techniques (e.g. rule-based ML, Naïve 
Bayes) [9]. In contrast, our review study includes cutting- 
edge NLP, typically transformer-based large language mod-
els, including Bidirectional Encoder Representations from 
Transformers (BERT) or Efficiently Learning an Encoder that 
Classifies Token Replacements Accurately (ELECTRA). These 
models excel beyond traditional NLP techniques, which rely 
on statistical methods (e.g. n-gram, TF-IDF), showcasing 
superior capabilities to comprehend the context of words 
within documents.

1.4. Objective

The objective of this investigation is to perform a systematic 
review of previously published studies utilizing NLP methods 
to extract and assess unstructured PROs available within the 
clinical narratives present from EHRs for cancer patients or 
survivors. We especially identified the specific NLP methods 
and platforms for data processing, analysis, and subsequent 
clinical implementation.

2. Methods

2.1. Data retrieval

We searched studies published in English between 
1 January 2010 and 31 December 2022, through PubMed, 
Scopus, and Web of Science databases. Following the 
Preferred Reporting Items for Systematic Reviews and Meta- 
Analyses (PRISMA) guidelines, we identified 1,346 studies from 
PubMed, 1,777 from Scopus, and 1,758 from Web of Science. 
We report the search strategies in Supplementary Table S1.

2.2. Article selection

Of the 4,881 studies identified, 3,190 non-duplicate studies 
were retained before screening the titles and abstracts. We 
excluded 2,993 studies that did not describe cancer patients or 
survivors as keywords in the title or abstract. Candidate stu-
dies were considered for inclusion if they 1) focused on free- 
text or unstructured PRO data in clinical notes available from 
EHRs, 2) used NLP techniques with or without ML algorithms 
to extract or analyze unstructured PROs, and 3) included 
cancer patients or survivors. We excluded studies that 1) did 
not apply NLP techniques, 2) were non-empirical studies (e.g. 
case reports, commentary, review), 3) were non-EHR-based 
studies (e.g. patient-authored data collected from social 
media or online community), 4) were survey-based studies 
containing quantitative PROs, and 5) focused on non-cancer 
diseases. Based on these criteria, the first author (JAS) and the 
senior author (ICH) independently reviewed the abstracts of all 
197 studies retrieved from the literature search and retained 
30 studies. Subsequently, the same two authors reviewed the 
full-text articles and kept 22 studies for data extraction 
(Supplementary Figure S1).

2.3. Data extraction and summary

The first author (JAS) manually extracted and summarized data 
from 22 selected studies, and the senior author (ICH) con-
firmed the accuracy of the information extracted. For each 
selected study, the information related to cancer type, study 
purpose, the number of narratives, specific domains of PROs, 
outcomes of interest, NLP systems or toolkits, vocabularies or 
dictionaries, and performance indicators (e.g. precision, recall, 
and F1) used to evaluate NLP models were summarized. Using 
a Sankey diagram plot (with R Studio software), we conducted 
a synthetic analysis to delineate the association between NLP 
methods and applications for the studies. We assessed the risk 
of bias (ROB) issues based on a method proposed in 

Article highlights 

● Unstructured PROs are often passively collected during the patient– 
clinician conversation and documented as a part of routine clinical 
care, and a significant number of unstructured PROs have been 
available in EHRs.

● Due to the challenge of conducting PRO surveys from busy clinical 
settings, leveraging free-text PROs documented in EHRs and applying 
NLP for analyzing PROs to improve the cancer decision-making 
process is clinically relevant.

● Applying NLP methods can greatly enhance the efficiency and preci-
sion of examining unstructured PROs data in EHRs for cancer indivi-
duals, which will bolster more effective clinical applications in the 
field of oncology.

● While still in its early stages, the implementation of large language 
models as a new technique holds the potential to enhance the 
examination of unstructured PROs and their utilization in oncology.
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a previous publication [24] to evaluate publication bias of 22 
studies included in our review, recognizing no reporting ROB 
guidelines or tools are available for clinical NLP studies.

3. Results

3.1. Study characteristics

Characteristics of the 22 selected studies are in Supplementary 
Table S2. These studies included diverse numbers of participants, 
ranging from 37 to 6,595, and different cancer types, including 
breast (n = 6) [18,25–29], colorectal (n = 6) [25–27,30–32], pros-
tate (n = 3) [16,19,33], cervical (n = 2) [34,35], any types (n = 6) 
[13,15,17,36–38], and other individual types (bone metastases, 
thoracic cancer) (n = 2) [29,39]. The number of documents for 
NLP applications ranged from 445 to 1,554,736. The sources of 
datasets include clinical notes from EHRs (81.8%), discharge 
summaries from EHRs (9.5%), telephone call notes (9.5%), and 
others (note, in some studies, the datasets were derived from 
various sources). Only three studies mentioned that their data-
sets are available for public use [15,30,39]. Unit of the free-text 
PRO documents included keywords/phrases, sentences, para-
graphs, or entire medical notes/documents. For the ROB assess-
ment, each of 22 studies was rated as ‘yes’ (having low ROB), ‘no’ 
(having high ROB), ‘unspecified,’ and ‘not applicable,’ respec-
tively (see Supplementary Figure S2). Briefly, most of the studies 
lack evidence in reporting the annotation process and external 
validation.

3.2. PRO information extraction and analysis

Supplementary Table S3 presents the domains of unstructured 
PROs extracted through NLP techniques. The contents of PRO 
domains included general symptoms (n = 17) [13,15,17,18,26– 
29,31–39], psychological symptoms/functioning (n = 10) 
[13,15,25–27,29,30,32,34,37], digestive/gastrointestinal symp-
toms (n = 9) [13,15–17,26,27,31,37,38], respiratory symptoms (n  
= 4) [13,15,28,29], physical functioning (n = 4) [25,27,29,37], urin-
ary symptoms (n = 4) [16,19,35,40], head/neck symptoms (n = 3) 
[15,29,33], cardiovascular symptoms (n = 2) [15,28], neurocogni-
tive symptoms (n = 2) [26,27], social functioning (n = 2) [13,37], 

skin symptoms (n = 2) [15,38], musculoskeletal symptoms (n = 1) 
[28], and sexual/reproductive symptoms (n = 1) [19].

Figure 1 shows the terminology systems (i.e. vocabulary, 
dictionary) used by the included studies to capture the con-
cept of PROs, inclusive of the International Classification of 
Diseases (ICD) codes (n = 11) [17–19,25,29,30,32,34–37], the 
Unified Medical Language System (UMLS) (n = 6) 
[16,26,27,31,33,39], and preexisting dictionaries (n = 4) 
[27,31,39,40].

3.3. Purpose of NLP applications for analyzing PRO data

The approaches or sub-tasks NLP technologies to solve in PRO 
studies are summarized in Table 1. Over 50% of the included 
studies used PRO information as a primary outcome of inter-
est, and approximately 30% of the included studies considered 
PROs as independent risk factors from clinical factors. NLP 
techniques have been used by all (100%) studies to extract 
or annotate free-text PROs, followed by using NLP with or 
without ML to classify, phenotype, or cluster PROs (68.2%), 
using PRO data to predict the risk of adverse events (e.g. 
early onset of cancer, type 2 diabetes) (31.8%), stratifying the 
risk of adverse health events for distinctive patient subgroups 
(22.7%), and investigating the associations between PROs and 
clinical outcomes (27.3%).

3.4. NLP/ML techniques

Table 2 summarizes the 3-step NLP/ML applications to analyze 
the unstructured PRO data. The initial step involves preparing 
(or preprocessing) unstructured PRO data within medical nar-
ratives, such as condensing vocabulary size (e.g. tokenization 
[19,20,26,29,30], lemmatization, stemming from the corpus 
[28]) and eliminating disruptions (e.g. punctuation and stop- 
word removal) aiming to capture the underlying linguistic 
information. However, not all studies have applied preproces-
sing methods, such as stopwords removal, which is to pre-
serve linguistic and semantic structures. The second step 
involves feature extraction or representation. Tasks include 1) 
rule-based extraction methods [13,15,16,18,28,29,31– 
36,39,40], 2) feature extraction methods inferring whether 

Figure 1. Frequency of vocabulary systems or dictionaries used in 22 studies.
Abbreviations: ICD, International Classification of Diseases; UMLS, Unified Medical Language System; SNOMED-CT, Systematized Nomenclature of Medicine Clinical Terms; PRO-CTCAE, 
Patient-Reported Outcomes version of the Common Terminology Criteria for Adverse Events; MedDRA, Medical Dictionary for Regulatory Activities; MeSH, Medical Subject Headings. 
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a named entity of PRO is present or absent (e.g. detecting PRO 
affirmation/negation [15,16–19,25,26,29,31,34,38,40]), and 3) 
techniques to address context-free issues that extract data 
features without considering the surrounding linguistic con-
text, including bag-of-word techniques (e.g. Term Frequency – 
Inverse Document Frequency [TF-IDF] [13,16,26,36]), context- 
dependent issues that encode contextual relationships within 
the text into feature vectors, and Named Entity Recognition 
[NER] [31,34,35,36,37,39] that involves the extraction of enti-
ties and can be vectorized as features, such as the occurrence 
of specific cancer symptoms. The main purpose of this step is 
to enrich the data representations as model input. The third 
step is to develop and deploy NLP models for data analysis. 
Those models will extract features from unstructured PROs 
and harness those features for outcome inferences. This step 
primarily builds NLP/non-neural ML-based classifiers (e.g. 
Support Vector Machine [SVM], Random Forest [RF] classifier) 
or NLP/neural network models (e.g. Artificial Neural Network 
[ANN]) to investigate relationships between PROs and clinical 
outcomes. The fusion of NLP models with ML techniques has 
demonstrated their effectiveness in managing substantial 
amounts of unstructured PRO data in EHRs, enabling broad 
applications in predicting or classifying health-related out-
comes [41].

Overall, 19 studies deployed NLP techniques for preproces-
sing unstructured PRO data [13,15–19,25,26,28,31–40], 21 stu-
dies used NLP techniques for feature extraction and 
representations [13,15–19,25–29,31–40], 16 studies presented 
non-neural NLP/ML approaches [13,16–18,25–27,30,32– 
37,39,40], and 3 studies used neural NLP/ML methods 
[15,32,37]. Specifically, the most used NLP technique to prepro-
cess unstructured PROs was annotation (e.g. PRO term identifi-
cation, entity recognition, or relation extraction with different 

entities mentioned in the text). One of the common techniques 
for feature extraction and representations involves binarizing 
affirmation/negation occurrence from text by inferring whether 
a named entity of PRO is present or absent using the rule-based 
NLP and named entity recognition (NER). The specific types of 
named entities may vary based on the objectives of the NLP 
application in PRO research (e.g. terms of PROs, PRO severity 
levels, recognition of durations, affected body parts, relation 
with other clinical outcomes). The most frequent NLP/non- 
neural ML methods were SVM and conditional random field, 
whereas ANN and Transformer-based models (e.g. BERT) are 
common NLP/neural ML approaches in the studies. Figure 2 
visualizes the synthetic analysis that applies different NLP/ML 
techniques and specific sub-tasks to process and analyze 
unstructured PRO data for other clinical purposes. It summarizes 
popular techniques with task-driven applications.

Among the 22 studies, 72.7% of them reported the use of 
different performance metrics (e.g. precision, recall, accuracy, F1) 
for NLP evaluations [13,15–19,25,26,31–38,40] (Supplementary 
Table S2). Studies comparing the performance of different NLP/ 
ML pipelines with the same training and test datasets found 
a superior performance of NLP/neural ML to NLP/non-neural ML 
based on the accuracy or F1 metrics [32,40].

4. Discussion

Cancer patients and survivors often discuss PRO issues related 
to treatment, side effects, survivorship, and palliative care- 
related issues with their healthcare providers. Significant 
amounts of unstructured PRO data are collected in various 
clinical narratives of EHRs, while those unstructured data are 
rarely systematically analyzed as the main domains of interest 
in oncology [15]. The recent development of novel NLP 

Table 1. Purpose of applying NLP/ML techniques for processing, annotating, and analyzing unstructured PROs included in the 22 studies*.

Purpose of NLP/ML application
The specific task of NLP/ML 

application Task description N %

Risk assessment 22 100.0
PRO content detection, 

identification, extraction
Detect or identify PRO keywords or terminologies from free text 22 100.0

PRO annotation Perform semi-automated or manual labels for PROs in free text 15 68.2
PRO affirmation/negation Declare whether symptoms or symptom-related outcomes exist or 

equivalent expression or negative statement for having symptoms
8 36.4

Classification/phenotyping/ 
clustering

15 68.2

PRO classification Assign or classify extracted PROs into specific categories 13 59.1
PRO phenotyping Indicate specific characteristics of single or multiple PRO features 2 9.1
PRO clustering Identify two or more PROs that are related to each other or co-occur 3 13.6

NLP/ML pipelines 5 22.7
Development of NLP/ML 

pipelines
Develop new NLP/ML pipelines or build NLP software 5 22.7

Evaluation/validation of NLP/ML 
pipelines

Evaluate and validate the performances of the NLP system/pipeline 5 22.7

Risk prediction or stratification for 
clinical outcomes

13 59.1

Risk prediction Predict the risk of outcomes using extracted PROs based on unstructured 
narratives

7 31.8

Risk stratification Identify the right level of care and services for distinctive subgroups of 
patients.

5 22.7

Investigation of associations 
between PROs and clinical 
outcomes

6 27.3

Semantic associations between 
PROs and clinical outcomes

Detect semantic associations or relationships between unstructured PROs 
and clinical outcomes

6 27.3

*Some studies may include multiple purposes and NLP/ML tasks. 
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techniques has facilitated the processing of unstructured PRO 
information (e.g. annotation) for further clinical applications 
(e.g. the prediction of adverse outcomes) if traditional, quan-
titative PRO data are not available [10–12]. This systematic 
review study enhances the existing body of literature by 
summarizing specific NLP approaches employed to tackle 
diverse research inquiries related to PRO investigation in 
oncology.

In contrast to the previous review study [9] summarizing 
NLP methods to analyze symptoms in EHRs of all types of 

diseases, our review study includes NLP techniques to process 
a broader category of unstructured PROs, including patients’ 
symptoms, functioning, and health-related quality of life 
restricted to the cancer population. In addition, the prior 
review article focused on traditional NLP techniques, rather 
than cutting-edge NLP technologies for clinical applications. 
A prior review study [9] collected the articles published 
between 1999 and 2017, examined the NLP applications to 
process or analyze symptoms in medical notes from EHRs, and 
does not target at the cancer. In contrast, our review study 

Table 2. The 3-step NLP/ML applications and techniques used in the 22 studies*.

Steps and techniques Description n %

Step 1: Preprocessing 19 86.4
Annotation The process of assigning labels to indicate specific attributes of PRO 

elements, typically to train or evaluate ML models in unstructured clinical 
text.

16 72.7

Entity linking The process of establishing a translation between terms in different medical 
coding systems, ontologies, or terminologies (e.g. mapping ICD-10 codes 
to SNOMED CT concepts) to enable understanding of information across 
diverse medical-related data.

9 40.9

Part-of-speech (POS) tagging The task of tagging or labeling a word in a text with its part of speech 5 22.7
Remove stop-words The process of excluding common words (‘a,’ ‘the,’ ‘in,’ ‘are,’ etc.) which are 

irrelevant for data analysis from the text data to focus on the more 
significant words that carry more semantic meaning.

5 22.7

Normalization The process of transforming text data into a standard, consistent format 3 13.6
Lemmatization/stemming The process of grouping related words by reducing words to their base or 

root form (e.g. lemmatization, reducing words to their base or dictionary 
forms; stemming, removing prefixes or suffixes)

1 4.5

Step 2: Feature extraction and representations 21 95.5
Rule-based NLP The process of creating explicit rules based on linguistic patterns and 

medical knowledge to identify and extract mentions of PRO information 
within EHRs.

14 63.6

Detecting affirmation/negation The process of classifying whether PROs mentioned in EHRs are affirmed 
(present) or negated (absent) within the clinical narratives.

12 54.5

Named entity recognition (NER) The process of identifying or extracting PRO entities or mentions within 
EHRs and other clinical texts.

6 27.3

Word embedding (e.g. Word2vec, FastText, GloVe) The unsupervised process of capturing semantic relationships between 
words in text corpus and mapping them into numerical vectors.

6 27.3

N-gram It refers to a series of adjacent letters and tokens (e.g. words and symbols). 4 18.2
Topic modeling (e.g. Latent Dirichlet Allocation [LDA]) The process of identifying latent topics or themes within a collection of text 

data related to PROs.
1 4.5

Step 3: Model development 17 77.3
NLP/Non-neural ML It refers to traditional, or statistical approaches that do not involve neural 

network.
16 72.7

Logistic regression classifier A supervised machine learning model by logistic regression that can 
categorize text documents into predefined binary or multiple classes.

6 27.3

Conditional random fields (CRF) A statistical modeling method often applied in sequence labeling for PRO 
data (e.g. descriptions of patients’ symptoms, or quality of life), such as 
identifying specific attributes within clinical narratives.

4 18.2

Rule-based classifier (e.g., regular expression, association rule mining) A type of model that makes its decisions based on a set of human defined 
rules, such as scoring threshold to assist if-then decisions.

4 18.2

Support vector machine (SVM) A supervised machine learning model by SVM that finds the best 
hyperplane in vector spaces to categorize data entries.

3 13.6

Naïve Bayesian classifier A probabilistic classification algorithm based on Bayes’ theorem, which 
assumes independence between features.

3 13.6

Random forest (RF) classifier An ensemble learning algorithm made up of decision trees for classification 
and regression tasks.

3 13.6

Boosting (e.g. Light Gradient Boosting Machine [LightGBM], eXtreme 
Gradient Boosting [XGBoost])

An ensemble learning algorithm to combine weak learners (e.g. decision 
trees) to create a strong learner.

2 9.1

K-means clustering The process of grouping data entries K sets based on their similarities. 2 9.1
Decision tree (DT) classifier A non-parametric supervised learning algorithm for classification and 

regression tasks of NLP.
1 4.5

NLP/Neural ML 3 13.6
Artificial neural network (ANN) (e.g. Feed forward network [FFN]) A class of ML models inspired by the structure and function of the human 

brain. It can be used for text classifications, NER, word embeddings, text 
clustering, etc.

2 9.1

Transformer-based language model (e.g. Bidirectional Encoder 
Representations from Transformers [BERT], Efficiently Learning an 
Encoder that Classifies Token Replacements Accurately [ELECTRA], 
eXtreme Learning with Large-scale Pre-trained Networks [XLNet])

A type of deep learning architecture, which uses Transformer modules 
equipped with the multi-head attention mechanism. The model has a 
strong capability that learns meaning and context by tracking 
relationships in sequential data.

1 4.5

*Some studies may include 2 steps only. 
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focuses on the articles published between 2000 and 2022 and 
covers research involving cancer patients and survivors. In 
addition, the previous review study did not focus on ‘EHRs’ 
as the context. Therefore, the previous review sourced 27 
studies and our review included 22 studies, with an overlap 
of 2 studies. Extending the scope of NLP applications to the 
analysis of unstructured PROs from EHRs for the cancer popu-
lation is clinically impactful.

4.1. NLP/ML techniques

In our systematic review, more than 95% of the studies used 
feature extraction and representation methods to transform 
unstructured PROs into structured values and applied NLP/ 
non-neural ML (77%) or NLP/neural ML (14%) techniques to 
predict or classify clinical outcomes. The traditional feature 
extraction and representation methods (e.g. TF-IDF, NER, 
n-gram, rule-based) require domain knowledge to design 
complex feature engineering with limited flexibility [42]. In 
the context of generic classifiers (e.g. SVM, RNN), the goal is 
to categorize PROs into different classes (e.g. classifying para-
graphs containing PROs, indicating the presence of any of 
PROs, and annotating more specific spans of text with UMLS 
concept unique identifiers from the text documents). Several 
studies in our review reported superior performance by neural 
versus non-neural models in classifying unstructured PROs or 
predicting clinical outcomes with or without clinical data from 
EHRs [32,40]. Redd et al. [32] demonstrated an increase in the 
accuracy of their NLP algorithm ranging from 0.87 to 0.98 
when replacing non-neural models (e.g. Logistic Regression, 

SVM, and Random Forest) by a deep neural network to classify 
colorectal cancer cases based on the extracted topic features. 
Recently, state-of-the-art neural ML approaches, including 
LLMs, have been increasingly used in oncology to identify 
cancer staging [43,44] or radiological features [45] of cancer 
patients, but they have not been popularly used to identify 
PROs. Our review study found that only one study reported 
the use of BERT to detect cancer-related symptoms from 
clinical narratives based on the PRO-CTCAE rubric and com-
pared that to the performances of other LLMs (e.g. Distilled 
BERT [DistilBERT], Robustly Optimized BERT pretraining 
approach [RoBERTa], ELECTRA, eXtreme Language understand-
ing NETwork [XLNet]) to identify PROs (e.g. diarrhea, dizziness, 
and nausea) in the external validation set of MIMIC-III (F1 
values of 0.97) [15].

4.2. Vocabulary/Dictionaries applied in NLP studies

Approximately 96% of the included studies used medical 
vocabularies or dictionaries per standard ontologies, medi-
cal terminologies/nomenclatures, or created their own rules 
to process unstructured PRO data. To achieve semantic 
interoperability [46], most studies used a medical vocabu-
lary or dictionary system to map PRO words or terminolo-
gies [15–19,26–34,36–39]. These vocabulary or dictionary 
systems help identify the meaning of the words and terms 
from free-text PROs related to cancer [47,48]. In our review, 
the ICD codes, UMLS, and Systematized Nomenclature of 
Medicine Clinical Terms (SNOMED-CT) were the most widely 
used vocabulary or dictionary systems [16–19,25–27,29–39]. 
However, to account for cancer-specific contents, several 

Figure 2. Synthetic analysis for the use of NLP/ML techniques and the purpose and task of NLP/ML applications*.
*This Sankey plot displays the relationships among NLP/ML application techniques, the purpose of NLP/ML applications, and the specific task of NLP/ML applications from 22 studies. We 
summarized data from 22 studies and grouped their combinations of NLP/ML application techniques (4 categories), the purpose of NLP/ML applications (5 categories), and the specific task 
of NLP/ML applications (11 categories). Therefore, there are up to 220 (4 × 5 * 11) different relationships among 22 studies. 
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studies customized their dictionaries and rules by incorpor-
ating additional PRO-related vocabularies and terminologies 
to complement the extant clinical dictionary or vocabulary 
systems [16,18,19,27,29,33,34,38–40]. Utilizing or developing 
domain-specific ontologies or dictionaries for annotating 
unstructured PROs related to oncology can enhance the 
precision of PRO classification, phenotyping, and subse-
quent clinical utility [19].

4.3. Limitations

There are two major constraints of this study. First, the 22 
studies under our review present specific types of adult-onset 
cancers (e.g. breast, colorectal, prostate). Therefore, the find-
ings may not be generalizable to other adult cancer diagnoses 
(e.g. lung, stomach) or pediatric, adolescent, and young adult 
cancers. Second, we did not evaluate the quality of the 
selected studies, because the standards or guidelines for eval-
uating NLP applications in unstructured PROs are understu-
died. Additional efforts will develop standards or guidelines 
for assessing NLP applications in analyzing unstructured PROs 
and their clinical use for cancer patients.

4.4. Conclusions

This systematic review analyzed and summarized the NLP 
techniques from 22 publications on applying NLP techniques 
to process or analyze PRO information from clinical narratives 
in EHRs for cancer populations. Instead of relying on the 
traditional survey approaches, NLP techniques can automati-
cally process a significant amount of unstructured PRO across 
diverse data structures and types of cancer (e.g. PRO extrac-
tion, classification, risk prediction or stratification for adverse 
events, and association identification between PROs and 
adverse clinical outcomes). The diverse patterns of NLP appli-
cations suggest that using NLP pipelines to extract and ana-
lyze PRO data with integrating findings into EHRs may 
facilitate the integration of PROs into clinical care and improve 
the clinical decision-making process and healthcare quality for 
cancer populations.

4.5. Expert opinion

The findings of this review study provide significant clinical 
and research implications. To overcome the challenges of 
collecting PRO data in the busy oncology setting, future 
efforts may replace PRO surveys with unstructured PROs 
routinely collected from the daily clinical practice for 
research and clinical applications. Applying NLP techniques 
is essential for using unstructured PRO data effectively in 
oncology. Readers may refer to Table 1 and Table 2 for 
specific NLP (with or without ML) techniques and their 
corresponding PRO application tasks, and Figure 2 for an 
integrated information of Table 1 and Table 2. This figure 
helps researchers and clinicians to decide the use of specific 
NLP technologies to solve the purposes or tasks of PRO 
analysis through EHR architectures. Despite the continuous 
advancement of NLP methods, effectively applying these 

techniques demands establishing cohesive systems that 
seamlessly integrate NLP algorithms into the EHR systems, 
which is vital for streamlining clinical analysis and interpre-
tation. Given the complexity of processing and analyzing 
unstructured PROs from fragmented or heterogeneous 
words or sentences describing a patient’s health status or 
symptoms [19,49], adopting or establishing a high-quality 
standard for obtaining, processing, and analyzing unstruc-
tured PROs is crucial. Adopting the Common Data Model to 
enhance the quality of PRO data storage coupled with 
appropriate data mining processing to conduct data analy-
sis should be conducted [50–52].

A few studies (n = 4) [15,32,37,39] used advanced NLP to 
unlock complex unstructured PRO data for cancer popula-
tions. Advanced approaches such as Transformer-based mod-
els (e.g. BERT and Generative Pre-trained Transformers [GPT]) 
are increasingly being employed in the realm of oncology 
research, which facilitates extracting oncological outcomes 
and providing answers to patients’ oncology-related queries 
[53,54]. However, those LLMs have not been widely adopted 
in the studies under our review, though one study included in 
our review building a transformer-based model (e.g. generic 
BERT, RoBERTa, ELECTRA) has achieved success in using 
embedding techniques to learn representative features of 
free-text PROs [15]. A recent study by Lu et al. [20] using semi- 
structured interview data (non-EHR-based) found that the 
BERT performed superior to the other methods in identifying 
different attributes of pain interference and fatigue experi-
enced by pediatric cancer survivors. While the BERT model 
shows impressive gains in performance (e.g. higher precision, 
recall, and F1 measure) over many traditional NLP methods, 
we need to be cautious of several considerations. Firstly, LLMs 
require significant computational resources, typically high- 
performance GPUs for efficient text processing. Second, the 
model size may cause another barrier. Model distillation tech-
niques such as DistilBERT may resolve this challenge [15]. 
Finally, pretraining efforts still rely on the corpora of generic 
domains (e.g. news or Wikipedia articles) that may not be 
generalizable to cancer populations [55]. The use of domain- 
specific transformer-based models (e.g. Bio-BERT, Cancer- 
BERT, Med-BERT) may improve the accuracy in analyzing 
unstructured PROs for cancer populations [44,55–57]. 
Utilizing and analyzing the unstructured PROs over time 
through NLP may help evaluate the longitudinal patterns of 
PROs, which relies on the successful implementation task of 
cross-sectional PRO patterns for each patient. This approach 
will offer the opportunity to identify the worsening PROs as 
early indications of progressive clinical outcomes for cancer 
patients and survivors, leading to the creation of an indivi-
dualized plan for cancer screening, treatment, or lifestyle 
intervention. Unfortunately, most of the studies in our review 
merely used one-time PRO data derived from EHRs, except for 
a few studies that considered multiple time points from EHRs 
[17,27,32,33,39]. Given the worsened symptoms and declining 
quality-of-life among cancer individuals over time [58], future 
effort is warranted to include unstructured PRO data through-
out the cancer journey with appropriate longitudinal NLP 
techniques to improve clinical management.
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Finally, there is a need to assess the validity or clinical rele-
vance of NLP programs designed to examine unstructured PROs 
versus quantitative PROs collected from a patient’s self-reported 
survey or questionnaire with structured features for cancer indi-
viduals. Several studies in our review have noted the value of 
using unstructured PROs in predicting or correlating various 
clinical outcomes (e.g. cancer stage, early onset of cancer, read-
mission). These findings suggest that extracted unstructured 
PROs from EHRs can be a surrogate for standard PRO surveys. 
When using AI-driven methods for extracting, annotating, and 
analyzing unstructured PROs, it is crucial to establish a guideline 
or standard to facilitate the choice of appropriate NLP methods, 
data sources, and evaluation metrics.
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