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Abstract 

Creativity research commonly involves recruiting human raters to judge the originality of 

responses to divergent thinking tasks, such as the Alternate Uses Task (AUT). These manual 

scoring practices have benefitted the field, but they also have limitations, including labor-

intensiveness and subjectivity, which can adversely impact the reliability and validity of 

assessments. To address these challenges, researchers are increasingly employing automatic 

scoring approaches, such as distributional models of semantic distance. However, semantic 

distance has primarily been studied in English-speaking samples, with very little research in the 

many other languages of the world. In a multi-lab study (N = 6,522 participants), we aimed to 

validate semantic distance on the AUT in 12 languages: Arabic, Chinese, Dutch, English, Farsi, 

French, German, Hebrew, Italian, Polish, Russian, and Spanish. We gathered AUT responses 

and human creativity ratings (N = 107,672 responses), as well as criterion measures for 

validation (e.g., creative achievement). We compared two deep learning-based semantic 

models—Multilingual Bidirectional Encoder Representations from Transformers (MBERT) and 

Cross-lingual Language Model RoBERTa (XLMR)—to compute semantic distance and validate 

this automated metric with human ratings and criterion measures. We found that the top-

performing model for each language correlated positively with human creativity ratings, with 

correlations ranging from medium to large across languages. Regarding criterion validity, 

semantic distance showed small-to-moderate effect sizes (comparable to human ratings) for 

openness, creative behavior/achievement, and creative self-concept. We provide open access 

to our multilingual dataset for future algorithmic development, along with Python code to 

compute semantic distance in 12 languages. 

Keywords: creativity assessment; cross-linguistic analysis; distributional semantic modeling; 

natural language processing; semantic distance 
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Multilingual Semantic Distance: 

Automatic Verbal Creativity Assessment in Many Languages 

 When evaluating the originality of ideas on verbal creativity tasks, such as the Alternate 

Uses Task (AUT)—which prompts participants to produce original and unusual uses for 

objects—a common method is to ask human raters for their subjective judgments. Subjective 

creativity scoring, and other methods based on the Consensual Assessment Technique 

(Benedek et al., 2013; Cseh & Jeffries, 2019; Silvia et al., 2008), have been valuable for the 

field. But their application often comes at a considerable cost: rating thousands of ideas—as is 

common in creativity studies—requires a substantial investment of time and effort, which can 

slow the pace of research (waiting for raters to complete the arduous task of rating) and 

adversely impact reliability and validity of test scores, particularly when raters disagree or 

provide unreliable ratings (e.g., due to fatigue; Forthmann et al., 2017; Rönkkö & Cho, 2020). 

Moreover, the necessity of multiple human raters limits the applicability of creativity 

assessments in education, where human resources are scarce. 

To address these issues, researchers are increasingly exploring computational methods 

for automating the scoring process (Acar et al., 2021; Acar & Runco, 2014; Beaty et al., 2021; 

Beaty & Johnson, 2021; Bendetowicz et al., 2018; Bossomaier et al., 2009; Dumas, 

Organisciak, et al., 2020; Forster & Dunbar, 2009; Forthmann & Doebler, 2022; Gray et al., 

2019; Heinen & Johnson, 2018; Johnson, Kaufman, et al., 2021; Olson et al., 2021; Paulus et 

al., 1970; Prabhakaran et al., 2014; Rafner et al., 2022; Shute & Rahimi, 2021; Stevenson et al., 

2020; Sung et al., 2022; Volle, 2018; Yu et al., 2022; Zedelius et al., 2019). One promising 

approach employs distributional semantic models to compute semantic distance, which 

quantifies how “far away” an idea is from common ideas (Kenett, 2019). In English samples, 

semantic distance correlates positively with human creativity ratings and other measures of 

creativity (Beaty & Johnson, 2021; Dumas, Organisciak, et al., 2020; Prabhakaran et al., 2014; 

Stevenson et al., 2020), highlighting its construct validity and utility to the field.  
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 Despite its promise, the application of semantic distance in creativity research has been 

largely restricted to English-speaking research participants (cf. Bendetowicz et al., 2018; 

Forthmann et al., 2018; C. Liu et al., 2021; Stevenson et al., 2020; Sung et al., 2022). Very little 

psychometric research has been conducted using semantic distance in the many other 

languages of the world. This English-only bias limits the accessibility of powerful automatic 

scoring approaches—which, by extension, slows the pace of research in non-English speaking 

countries—and reduces the comparability and transparency of research findings across 

languages. In the present project, we aimed to address this issue by forming an international 

consortium of researchers who conduct research on creative thinking. Each lab contributed 

responses to the widely-used AUT in their respective language, along with human creativity 

ratings and criterion measures (e.g., creative achievement), representing data from 12 

languages collected in 12 countries, with over 6,000 participants and over 100,000 AUT 

responses. Using state-of-the-art multilingual semantic models, we aimed to validate semantic 

distance for creativity assessment beyond English.  

Human and Machine Assessment of Verbal Creativity 

When conducting research on creative thinking, researchers must decide on a method 

for evaluating the many responses that participants produce on idea generation tasks, such as 

the AUT, within a fixed amount of time (Acar & Runco, 2019). Depending on the sample size, 

AUT studies can yield hundreds or thousands of responses, which then need to be scored in 

some way before they can be analyzed for the purpose of the study. A straightforward way of 

scoring AUT responses is to simply count them (i.e., fluency): participants who have many ideas 

receive a high fluency score, and those who have fewer ideas receive a low fluency score. Yet 

fluency alone cannot speak to the quality of ideas: participants who produced many unoriginal 

ideas (e.g., common uses for objects on the AUT) would still receive a high fluency score, 

raising questions about the construct validity of the task (Benedek et al., 2013; Forthmann et al., 

2020; Nusbaum et al., 2014). To assess the quality of ideas, researchers can calculate flexibility 



MULTILINGUAL SEMANTIC DISTANCE  6 

   
 

(i.e., the number of semantic categories visited) and/or uniqueness (i.e., the statistical 

infrequency of a response). Yet these metrics have been criticized for their strong dependence 

on fluency (flexibility scales with fluency; more categories, more ideas) and sample size 

(uniqueness decreases with larger samples—a rare instance of adverse impact from large 

sample size; Forthmann, Paek, Dumas, Barbot, & Holling, 2019).   

An alternative scoring approach that overcomes these issues is the subjective scoring 

method (Silvia et al., 2008). Subjective scoring is based on the Consensual Assessment 

Technique (CAT), an approach that relies on “experts” to provide their personal evaluation, 

often with minimal guidance on what constitutes a creative idea or product (Amabile, 1983; 

Cseh & Jeffries, 2019). According to the CAT, the extent to which raters independently agree is 

critical to determining the reliability of a creativity assessment (Hennessey, 1994). When applied 

to the AUT, the CAT often involves asking raters to judge the originality of responses, e.g., 

using a 1 (not at all creative) to 5 (highly creative) scale. A large literature has demonstrated the 

reliability and validity of subjective scoring on the AUT and other creative thinking tasks (e.g., 

Benedek et al., 2013; Jauk, Benedek, & Neubauer, 2014; Silvia et al., 2008), highlighting the 

psychometric strengths of subjective scoring.  

 In addition to its strengths, however, subjective scoring has some limitations. Perhaps 

the most notable limitation is the labor cost of conducting research: scoring hundreds or 

thousands of ideas is quite costly in terms of time and human resources. Creativity researchers 

often rely on undergraduate research assistants—which requires recruiting, training, and 

retaining a team of raters to provide careful and consistent subjective ratings (Benedek et al., 

2013)—thus constraining the pace of research by the availability of qualified raters. Importantly, 

such volunteers are not always accessible in university research labs, and they are rarely 

available in other educational settings (e.g., primary schools), preventing educators from 

efficiently testing creativity in their classrooms. In addition, the process of rating thousands of 

responses can lead to rater fatigue, adversely impacting the reliability of ratings (Forthmann et 
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al., 2017). There is also the issue of rater disagreement: raters do not always agree on what 

they find creative (Ceh et al., 2022), reflecting a source of noise that violates a central tenet of 

the CAT, i.e., that a creativity assessment produces reliable and valid scores to the extent that 

experts agree (Amabile, 1983; Cseh & Jeffries, 2019). Moreover, when different labs use 

different scoring procedures, this limits the comparability and transparency of research findings, 

and may also impact replicability.   

 To address the challenges of subjective scoring, a growing number of researchers are 

exploring automated scoring methods (Acar et al., 2021; Acar & Runco, 2014; Beaty & Johnson, 

2021; Dumas et al., 2021; Dumas, Organisciak, et al., 2020; Dumas & Runco, 2018; Forthmann 

& Doebler, 2022; Gray et al., 2019; Johnson, Kaufman, et al., 2021; Kenett, 2019; Olson et al., 

2021; Paulus et al., 1970; Prabhakaran et al., 2014; Rafner et al., 2022; Shute & Rahimi, 2021; 

Stevenson et al., 2020; Sung et al., 2022; Yu et al., 2022; Zedelius et al., 2019). One prominent 

approach is to compute semantic distance using distributional semantic models—a class of 

natural language processing tools that quantifies conceptual similarity in texts (Günther et al., 

2019; Jackson et al., 2022). Semantic distance reflects “how far” two concepts are from each 

other in a high dimensional semantic space by computing the cosine similarity between 

concepts, reflecting their co-occurrence in large collections of natural language. Thus, if two 

concepts co-occur frequently (e.g., coffee—drink), they have a low semantic distance (.46); 

likewise, if two concepts co-occur infrequently (e.g., coffee—write), they have a high semantic 

distance (.93)1. The application of semantic distance in creativity assessment aligns with the 

associative theory of creativity, i.e., the view that creative thinking requires connecting distantly 

associated concepts, and that creative people have highly connected memory structures that 

facilitate remote conceptual combination (Kenett, 2019).   

 
1 Semantic distance values were computed by SemDis (semdis.wlu.psu.edu) using the GloVe model.  
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 Semantic distance has received psychometric support for producing reliable and valid 

scores in English-speaking samples, with several studies reporting positive correlations 

between semantic distance scores and human creativity ratings obtained on creative thinking 

tasks (Beaty & Johnson, 2021; Dumas, Organisciak, et al., 2020; Yu et al., 2022). Early studies 

on semantic distance used latent semantic analysis (LSA)—a “count” model that computes 

semantic distance by counting the number of co-occurrences of word pairs (Bossomaier et al., 

2009; Forster & Dunbar, 2009). For example, Prabhakaran et al. (2014) applied semantic 

distance to a word association task and found that participants who generated more 

semantically distant word associations (when instructed to “be creative”) tended to perform 

better on other tests of creative thinking and report higher levels of creative achievements, as 

well as higher levels of openness to experience, demonstrating the construct validity of 

semantic distance scores using LSA. Semantic distance of responses on an analogical 

reasoning task was also found to modulate activity in left frontopolar cortex (an area implicated 

in analogical reasoning; Green et al., 2012). Finally, semantic distance is well-correlated with 

idea originality, distinct from idea fluency (Dumas & Dunbar, 2014). 

Recently, Beaty and Johnson (2021) extended this work by incorporating multiple 

semantic models into the computation of semantic distance. In addition to LSA, the authors 

explored “predict” models (i.e., neural networks that predict missing words from surrounding 

context words), aiming to improve the generalizability of semantic distance for creativity 

assessment by capturing a more diverse range of semantic models and text corpora, instead of 

LSA alone (Kenett, 2019). In five studies (three studies using the AUT and two studies with 

word association tasks), Beaty and Johnson (2021) found consistently large correlations 

between semantic distance scores and human ratings of creativity and novelty, as well as 

measures of creative performance and personality. Other studies have reported similar findings, 

such as Dumas et al. (2020), who found high correlations between AUT semantic distance and 

human ratings; and Dumas, Doherty, and Organisciak (2020), who found that a group of 
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creative professionals (actors) produced more semantically distant AUT responses than a less 

creative control group.  

Additional text mining methods have been developed to assess other aspects of creative 

performance, such as elaboration (Dumas et al., 2021), originality (Acar & Runco, 2014), and 

flexibility (Johnson, Cuthbert, et al., 2021), as well as free association on the forward flow task 

(Beaty et al., 2021; Gray et al., 2019) and narrative creativity on creative writing tasks (Johnson, 

Kaufman, et al., 2021; Zedelius et al., 2019). Several open access tools have been released to 

improve the accessibility of these automated methods, including web applications for scoring 

the AUT and other verbal creativity tasks (https://openscoring.du.edu; 

https://semdis.wlu.psu.edu); the free association task, “forward flow” 

(http://www.forwardflow.org); and the divergent association task (DAT; 

https://www.datcreativity.com). 

The Present Research 

 Semantic distance is a promising alternative to subjective creativity scoring, with 

increasing evidence to support its reliability and validity, and a growing number of open-access 

resources for researchers to facilitate automated assessment. To our knowledge, however, 

semantic distance-based creativity assessment has focused almost entirely on English-

speaking participants, with very little psychometric work in the many other languages of the 

world. This disparity constitutes a major barrier to accessibility and diversity in the field, slowing 

the pace of research in non-English speaking countries who are subject to the limits and 

bottlenecks of subjective scoring. Moreover, the acceleration of semantic distance research in 

English-speaking countries—in the absence of parallel progress in other languages—is 

problematic from a comparative perspective: any conclusions based on English-speaking 

samples (derived from semantic models) will not necessarily generalize to other languages 

(derived from subjective scoring).  

https://openscoring.du.edu/
https://semdis.wlu.psu.edu/
http://forwardflow.org/
https://www.datcreativity.com/
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 In the present research, we sought to address this issue by validating semantic distance 

in many different languages. To this end, we formed a global consortium of creativity 

researchers working in 12 different languages in 15 different countries. These 12 languages 

entail 6 different language families: Germanic (Dutch, English, German), Romance (French, 

Italian, Spanish), Slavic (Polish, Russian), Semitic (Arabic, Hebrew), Indo-Iranian (Farsi), and 

Sinitic (Chinese). Each lab contributed previously collected data from the AUT, as well as 

human creativity ratings, and in most cases, additional measures for validation purposes (e.g., 

creative achievement). Our collective dataset includes data from over 6,500 participants, with 

over 107,000 AUT responses.  

We tested the efficacy of two multilingual semantic models—established by the machine 

learning literature (Conneau et al., 2020)—for computing semantic distance: Multilingual BERT 

(MBERT) and Cross-lingual Language Model RoBERTa (XLMR). Both models are multilayer 

transformer neural networks. The key innovation introduced by the transformer architecture is a 

set of attentional mechanisms that allow the model to differentially weigh words in a sentence 

and adapt its word vector representations based on the surrounding word context (Vaswani et 

al., 2017). This enables the model to represent words in a nuanced, context-dependent way and 

handle cases of polysemy (e.g., dish as something you cook vs. as something you put away in a 

cupboard). Importantly, both MBERT and XLMR were pretrained on at least 100 different 

languages, including all 12 languages assayed in the current work. 

For each model, and for each AUT response, we compute the maximum associative 

distance (MAD), i.e., the most semantically distant word in a response (Yu et al., 2022). 

Typically, participants use multiple words to describe their ideas on the AUT. Like other 

methods for computing semantic distance, MAD computes the semantic distance between the 

AUT object (e.g., rope) and all words in the response. However, whereas other methods 

combine all of the semantic distance values into one (i.e., compositional vectors; e.g., 

multiplicative and additive), MAD retains only the most semantically distant word in the 
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response, removing the rest. Yu et al. (2022) examined the reliability and validity of scores 

obtained with the MAD method in English. Across three studies, MAD significantly outperformed 

current state-of-the-art compositional methods in predicting human creativity ratings and 

criterion measures (e.g., openness, creative achievement). Here, we apply the MAD method to 

our multilingual dataset, testing the extent to which person-level MAD scores correlate with 

human ratings and criterion measures across languages.  

Method 

The materials, anonymized data, and code from this project are available on OSF 

(https://osf.io/5cy9n/?view_only=36f893c28bcc4ceb8404913bb9471aeb). 

Participants 

The current study is part of an international project that aims to develop automated tools 

for verbal creativity assessment. Initially, the last author emailed researchers from various 

countries to invite them to contribute data to the project, with the goal of collecting data from as 

many languages as possible. The invitation requested AUT responses, subjective creativity 

ratings, and validation measures (e.g., openness to experience, creative achievement). In 

addition to inviting researchers via email, a call to contribute data was made at the 7th annual 

meeting of the Society for the Neuroscience of Creativity. We received 30 datasets, with a 

combined sample size of 6,522, reflecting data from 22 labs and 12 languages: Arabic, Chinese, 

Dutch, English, Farsi, French German, Hebrew, Italian, Polish, Russian, and Spanish (see 

Figure 1). Several datasets came from published studies, whereas others have not been used 

for publication.  

Procedure 

 Participants completed various cognitive tests and self-report scales across the 30 

datasets. Some studies were completed online, and others were completed in-person. All 

participants completed a version of the AUT; most participants also completed additional 

measures, which were used to validate semantic distance scores in the present study.   
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Figure 1  

Sample size and number of AUT responses for each language 
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The present study focused on three common validation measures in the creativity 

literature: openness to experience, creative behavior/achievement, and creative self-efficacy. 

Table 1 indicates which datasets had these measures; not all datasets had all variables 

available, and different measures were used across datasets (e.g., openness scales). Additional 

measures not analyzed in the present study are available on OSF.  

Alternate Uses Task (AUT). The AUT is a widely used measure of creative thinking. 

Participants are presented with objects and asked to think of uses for them. Several different 

items (e.g., brick, rope) were used across the datasets. Task duration also varied considerably, 

with a median duration of 2.5 minutes (range: 8 seconds to 10 minutes). Task and rater 

instructions, task durations, and items included in each of the 30 datasets are reported in the 

Supplementary Materials on OSF. A majority of the studies instructed participants to “be 

creative”, which has been shown to improve the reliability and validity of the AUT (Acar et al., 

2020; Said-Metwaly et al., 2020).  

Across all datasets, AUT responses were scored using the subjective scoring method 

(Benedek et al., 2013; Silvia et al., 2008). Raters received different scoring guidance across the 

30 datasets, though a majority used some variation of publicly available scoring guidelines 

(https://osf.io/vie7s/), which emphasize uncommonness, remoteness, and cleverness. They 

rated the quality of AUT responses using a Likert scale, which varied across studies (e.g., 1 = 

not at all creative, 5 = very creative; see Supplemental Materials for rater instructions). The 

number of raters also varied across datasets (median = 3 raters, range = 1-45)2. For each 

dataset, creativity ratings were first z-scored (for each rater; to account for rater severity), then 

z-scored ratings were averaged across raters for each response; these response level z-scored 

ratings were then averaged at the item level (e.g., box, rope), and averaged again at the 

participant level. Table 1 lists (for each dataset) the number of raters and their reliability 

 
2 The Hebrew responses were rated across a pool of 45 raters such that each response was rated by 8 
judges. 

https://osf.io/vie7s/
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(Intraclass Correlation Coefficient, with 95% confidence interval, via the ‘irrNA’ package in R; 

Brueckl & Heuer, 2021). To demonstrate the internal consistency of the AUT items within a 

given language (in cases where more than one item was used in a given language, and 

participants completed multiple items), within-subject Pearson correlations between items with 

respect to human creativity ratings are available on the OSF page (‘item-item_correlations’). 

While there is a wide range of item-item correlations, the correlations generally land within the 

.2-.4 range. 

Creative behavior. Self-reported creative activities and achievements were assessed 

with various scales across datasets. The Creative Achievement Questionnaire (Carson et al., 

2005) assesses creative accomplishments across ten domains. The Inventory of Creative 

Activities and Achievements (Diedrich et al., 2018) measures both hobbies and 

accomplishments in eight domains. The Creative Activity and Accomplishment Checklists 

(Okuda et al., 2016) assesses activities and achievements in six domains.  

Creative self-concept. The Short Scale of Creative Self (Karwowski, 2014) was used to 

assess two components of creative self-concept: creative self-efficacy (CSE; 6 items; e.g., “I am 

good at proposing original solutions to problems”) and creative personal identity (CPI; 5 items; 

e.g., “Being a creative person is important to me”). Participants respond to a series of questions 

using a 5-point Likert scale (1 = definitely not, 5 = definitely yes). For each subscale, a total 

score is derived by averaging the items.   

Openness to experience. The Big 5 trait openness to experience was assessed using 

several different scales, including the Big Five Aspects Scale (DeYoung et al., 2007), Big Five 

Inventory (John et al., 1991), NEO PI-R (McCrae et al., 2005), and Ten-Item Personality 

Inventory (Gosling et al., 2003).  
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Table 1 

Validation Measures, Raters, and Creativity Rating ICC by Dataset 
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Note. CAAC = Creative Activity and Accomplishment Checklists; CAQ = Creative Achievement 
Questionnaire; CPI = Creative Personal Identify; CSE = creative self-efficacy; ICAA = Inventory 
of Creative Activities and Achievements (act = activities; ach = achievements); N/A = not 
available. ICC values were computed using a two-way random effects model with average rater 
consistency via the ‘irrNA’ package in R (Brueckl & Heuer, 2021).  
 

Automated Assessment 

Semantic Distance Computation. AUT responses are commonly expressed with 

multiple words, requiring a methodological decision of how to compute semantic distance and 

aggregate corresponding word vectors (e.g., multiplication or addition; Beaty & Johnson, 2021; 

Dumas, Organisciak, et al., 2020). Recently, Yu and colleagues tested an alternative approach 

to composition—MAD (maximum associative distance)—which computes semantic distance 

between the prompt word (e.g., box) and all words in a response (e.g., cut the box into circular 

coasters for drinks). Critically, unlike compositional methods, MAD only retains the most 

semantically-distant word in the response (i.e., coasters; semantic distance = .99)3, removing all 

other words for the final semantic distance score. Yu et al. (2022) found that MAD significantly 

outperformed the compositional approach (multiplying word vectors) in predicting human ratings 

and criterion measures in English samples (e.g., openness, creative achievement). We thus 

employ the MAD approach to compute semantic distance at the person level (as opposed to 

item or response level) in the present study.   

Semantic Models. The pretrained models used in the present work were obtained via 

the ‘HuggingFace Transformers’ suite of the ‘PyTorch’ package for the Python programming 

language. Within the ‘HuggingFace Transformers’ suite, the variant of MBERT we used was 

‘bert-base-multilingual-cased’; for XLMR we used the ‘xlm-roberta-large’ variant. Although the 

models share many similarities—they are both multilayer bidirectional encoder transformers, are 

both trained with a fill-mask objective (i.e., some words in every training sentence are masked 

and its goal is to fill in the blanks), and are both shown to perform well on cross-lingual tasks 

 
3 Semantic distance values were computed by SemDis (semdis.wlu.psu.edu) using the GloVe model. 
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(Conneau et al., 2020; Wu & Dredze, 2019)—the two models were primarily chosen for their 

differences.  

For one, the models differ in their capacity and depth. While MBERT has twelve 768-

dimension layers and a total of 110 million parameters, XLMR consists of 24 layers of 1027 

dimensions and a total of 355 million parameters. Thus, XLMR is twice as deep and has over 

three times as much capacity (parameters) as MBERT. Aside from being larger, XLMR is also 

trained on a different dataset. MBERT is trained on the 104 languages with the largest 

Wikipedia databases while XLMR is trained on cleaned CommonCrawl data that covers 100 

languages. CommonCrawl is an archive, of steadily-increasing size, that is produced by an 

internet bot which systematically explores webpages; cleaning the CommonCrawl archive is 

thought to increase the influence of ‘low-resource’ languages (those with less web presence) on 

the model’s knowledge of those languages by orders of magnitude (Wenzek et al., 2020). Third, 

while both models are trained to fill in a missing 15% of each training text input, there are two 

primary differences in how the models were trained: (1) MBERT consistently masks the same 

words across training presentations while XLMR dynamically changes which 15% of the words 

are masked across presentations of the same text; and (2) MBERT has an added training 

objective that XLMR does not—it binds two sentence-level representations together and has to 

decide if they were next to each other in the source text or not. Researchers that introduced the 

monolingual precursor to XLMR (i.e., RoBERTa; Liu et al., 2019) found this ‘next sentence 

prediction’ training task did not aid model performance and subsequently dropped it from the 

training regime in the RoBERTa framework. Given XLMR is built on this framework, the next 

sentence prediction objective is omitted from the training of XLMR as well. 

As noted above, there are several differences between the backends of the two 

semantic models we explore in the current work. Naturally, this precludes systematic 

comparison between the two models. Our aim, however, is not systematic comparison. Instead, 

our aim is to test the extent to which currently available cutting-edge multilingual transformer 
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models can predict human-evaluated creativity across a diversity of languages. As such, in 

principle, diversity in model size, training regime, and source of training data enhances the 

probability that the assayed languages will be represented effectively, particularly considering 

the language-specific model fitting procedure noted below. 

Model Fitting. As we cannot know a priori which of the two models will best predict 

creativity for a given language, conducting a computational experiment to find the best-fitting 

model for each language is key. An added modelling complication comes from the fact that each 

model has n layers, each of which consists of a d dimensional vector of activations. These layer 

activations are used to compute semantic distance (i.e., MAD) for the model. Recent work 

(Johnson, Kaufman, et al., 2021) using BERT large—a 24-layer English monolingual 

transformer model similar to those in this study—found that layers 6 and 7 provided the best fit 

to human creativity ratings for narratives. However, the best single layer, or layer pair, for 

predicting AUT creativity is unknown in this novel multilingual case using new semantic models.  

In the present work, we perform a computational experiment with the aim of maximizing 

creativity-rating prediction for each language by searching over two factors: (1) model type 

(MBERT vs. XLMR) and (2) layer preference (best layer vs. top-2 averaged). To ensure that the 

best-fitting models generalize as well as possible to new AUT responses within each language, 

we use k-fold cross-validation to select the best model (i.e., which model type and layer 

preference is best for a given language). For each language, we split the data into fifths (i.e., k = 

5) along the participant level such that data from a fifth of the participants was in each split. 

Model and layer preference selection proceeded independently. Determination of each model’s 

layer preference proceeded first and consisted of two steps: (1) ascertaining which two layers 

yielded MAD values that correlated highest with human ratings and (2) comparing whether a 

best or top-2 averaged approach provided a better fit to human ratings. For the first step, each 

model went through five ‘selection’ iterations. In each iteration, the model was provided data 

from 4/5ths of the participants; correlations between the MADs of each of the L model layers (12 



19 
MULTILINGUAL SEMANTIC DISTANCE 

   
 

for MBERT, 24 for XLMR) and human creativity ratings for AUT responses were stored. This 

process was repeated another four times, where the held-out fifth of the participants was unique 

each time. The selection iterations resulted in five folds of L correlations from each model. 

The two layers that had the highest average correlation with human ratings, across the 

five folds, were then used for the second step. The MAD scores from the best layer and the top 

two layers (averaged) were pitted against one another on each fifth of the data (i.e., the held-out 

‘test’ sets). Whichever approach had the highest average correlation across the five held-out 

test sets won and was deemed the layer preference of the model. Finally, to determine the best 

fit overall, the five (k) test set correlations from the winning layer preference of each model were 

Fisher Z transformed and averaged. Whichever layer-preference-filtered model (MBERT or 

XLMR) had a higher average correlation was selected as the best-fitting model.  

Results 

Best-Fitting Model Settings 

 The best-fitting models for each language are shown in Table 2. As can be seen, there 

was substantial diversity between languages in terms of the semantic model, and layer 

preference for MAD computation, that best accounted for human creativity ratings. Exactly half 

(6/12) of the languages were best fit by the smaller MBERT. However, excluding English, a 

slight majority (6/11) of the languages were best fit by XLMR.  

With respect to the best approach for computing MAD values—either using only the 

layer that correlated best with human creativity ratings or averaging MAD values from the top 

two layers—the layer preference was also diverse, though biased in favor of the top-two 

approach, suggesting multiple layers often contained information important for predicting human 

ratings. Eight of the 12 languages (67%) were best fit by the top2 solution, while only four 

languages (33%) were fit best by computing MAD values based on the single most performant 

layer. The breakdown is comparable when excluding English (64% were best fit by the top2 

approach, 36% were best fit by the single best layer).  
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Table 2  

Best-fitting Models by Language 

Note. ‘Correlation’ reflects the mean Pearson correlation across all k folds for the best-fitting 
model (where k correlations were Fisher Z transformed, averaged, then back transformed to a 
Pearson correlation). ‘XLMR’ = Cross-lingual Language Model RoBERTa. ‘MBERT’ = 
Multilingual BERT. ‘Best’ indicates MAD scores were derived solely from the layer that 
correlated highest with human ratings; ‘Top2’ indicates MAD scores were derived by averaging 
MAD scores across the two layers with the highest correlations to the rating data. 

 

Considering the conjunction of semantic model and layer preference, in cases where 

XLMR was the best-fitting model, 50% of the languages were best fit by a single layer 

preference while the remaining 50% of languages were best fit by a top2 preference. In 

contrast, MBERT was more biased toward using the top2 approach. Five out of the six cases 

where MBERT best captured human creativity ratings employed the top2 approach; only in one 

case was the single-layer approach preferred. 

Correlations to Human Creativity Ratings  

Person-level correlations between the best-fitting model for each language and human 

creativity ratings for each of the k test data subsets are depicted in Figure 2 (median 
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correlations are represented by the darkened horizontal lines in the boxplots). Additionally, the 

mean correlation, across test folds, for each language can be viewed in Table 2.  

As can be seen, the directionality of the observed correlation coefficients was generally 

positive at both the average and individual test fold levels. The positive directionality observed 

at the average level did not appear to be driven by outliers, as the median test fold correlation 

for each language was also positive.  

Figure 2 

Pearson Correlations Across All k Test Folds for Each Language 

 
Note. The x-axis shows the 12 languages; the y-axis shows the Pearson correlation with human 
ratings for the 5 folds of each dataset. The dots shown for each language represent the 
correlation between MAD values and human ratings for each of the k test splits; the darkened 
line in the boxplot shows the median correlation value. Note: the correlation for the Hebrew 
dataset (k-fold) that is not shown is r = -.62 (n = ~10 for each fold in the Hebrew dataset). 

 



22 
MULTILINGUAL SEMANTIC DISTANCE 

   
 

Importantly, across most languages, the semantic distance-human rating correlations 

were medium to large in magnitude. Seven out of the 12 languages displayed moderate to 

strong correlations between model-predicted and human-provided ratings (i.e., mean r ≥ .30). 

The largest model-human correlation was observed for English (r = .52). Dutch achieved the 

largest non-English correlation (r = .47) and was followed closely by German and Spanish (r = 

.41, r = .40, respectively). Smaller correlations (r < .30) were observed for Arabic, Farsi, French, 

Chinese, and Hebrew.  

Surprisingly, an English bias did not emerge. Looking at the average correlations (Table 

2), the magnitude difference between English and the largest non-English coefficient was 

minimal (rEnglish-Dutch = .05). For perspective, the difference in magnitude between the two highest 

non-English correlations was roughly the same (rDutch-German = .06).  

Criterion Validity 

 Next, we assessed criterion validity of the top-performing semantic models/layers (for 

each language) with respect to their correlations with three commonly-used measures of 

creative behavior and personality: openness to experience, creative behavior/achievement, and 

creative self-concept. We also computed correlations between the three criterion measures and 

human creativity ratings as a baseline comparison for the semantic models. Figure 3 displays 

the Pearson correlations (and their 95% confidence intervals) for semantic distance, human 

ratings, and the three validation measures across datasets/languages. 

 Regarding openness, correlations were modest but largely comparable to human ratings 

across languages—the human and semantic-distance correlations did not significantly differ 

across seven of 11 cases where human correlations significantly exceeded zero. Small and 

near-zero correlations were found for some datasets (e.g., Chinese, French, Italian), including 

the English1 dataset, consistent with prior work reporting variable openness—semantic distance 

correlations in English samples (Beaty, Johnson, et al., 2022; Beaty & Johnson, 2021). 

Interestingly, German and Polish showed larger criterion validity correlations for openness than 
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some of the English datasets, indicating that non-English models can occasionally exceed 

English criterion validity performance (although various between-  

Figure 3 

Correlations Between Best-fitting Model for Each Dataset and Criterion Measures 

 

Note. Each panel represents a different measure. CAAC = Creative Activity and 
Accomplishment Checklists; CAQ = Creative Achievement Questionnaire; CPI = Creative 
Personal Identify; CSE = creative self-efficacy; ICAA = Inventory of Creative Activities and 
Achievements (act = activities; ach = achievements). Each dot represents the correlation 
between scores on a given measure and human creativity ratings (green) or MAD values from 
the best-fitting model (blue) for each dataset. Note that only 111 participants (out of 297 
participants) had associated criterion measures in the Dutch3 dataset; the correlations shown 
reflect only that subset. Asterisks indicate the difference between model and human correlations 
is significant, though not the degree of significance (i.e., p < .05 and p < .001 are both 
represented by a single asterisk). Statistical comparisons between model and human 
correlations were obtained via the cocor package for R (Diedenhofen & Musch, 2015). 
 

sample/language differences could also influence these results, such as the reliability of 

different personality scales; see Discussion). 

Regarding creative behavior and achievement, similar trends emerged: correlations 

were generally small but similar in magnitude to human ratings across languages and measures  
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(i.e., CAAC, CAQ, and ICAA). The largest semantic distance-creative achievement correlation 

was found in the Dutch3 sample for the CAQ. Interestingly, the magnitude of this correlation (r = 

.24) exceeded the magnitude of the human correlation (r = .09), which was also the case in the 

French1 dataset for ICAA (though not significantly). In only three out of 15 cases did the human 

correlation significantly exceed the semantic distance correlation for creative achievement (i.e., 

Italian1, English1, and German1); otherwise, human and model did not differ, suggesting 

comparable predictive validity for both automated and subjective scoring methods for creative 

behavior/achievement.  

 Regarding creative self-concept, we found significant correlations with semantic distance 

in four of the seven datasets (English1, Polish1 and 2, and Spanish1). These correlations were 

small and not significantly different from human ratings. Of the three other datasets with 

available creative self-concept data (French and English), only one showed a significant 

correlation with human ratings (French4). Thus, criterion validity evidence for semantic distance 

and creative self-concept, like openness and creative behavior/achievement, largely mirrored 

the validity evidence for human ratings on the AUT.  

Discussion 

 Creativity research has historically required human raters to manually evaluate the 

quality of ideas produced on creative thinking tasks (Acar & Runco, 2019). To address the 

subjectivity and labor cost of manual scoring, machine learning methods have been developed 

and psychometrically validated—yet such tools have been largely limited to English-speaking 

people. In the present project, we aimed to expand access to automated creativity assessments 

beyond English, applying two state-of-the-art multilingual models of semantic distance to the 

widely used AUT. Across 11 non-English languages (comprising 6 different language families), 

we found that semantic distance correlated positively with human originality ratings, with 

variable performance across languages and multilingual semantic models (and their 

corresponding layer preferences). To further validate multilingual semantic distance, we 
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examined the correlations between the best-performing model/layers with measures of creative 

personality and behavior (openness, creative achievement, and creative self-concept), finding 

generally comparable correlations to human originality ratings. Our results extend automatic 

creativity assessment beyond the English language, providing a means to accelerate the pace 

of creativity research and, critically, to facilitate cross-cultural comparisons in verbal creativity.  

 We conducted a computational experiment to identify the optimal semantic model 

(XLMR or BERT) and layer combination for each language. Our results yielded an even split 

between XLMR and BERT, and a mix between the best and top2 layer preference, in terms of 

the strongest correlations with human ratings for each language. English showed the highest 

mean correlation with human ratings (across the 5 k-folds; r = .52). Importantly, the multilingual 

models also yielded moderate to large correlations with human ratings for several languages, 

with most effect sizes within the range of .35 to .45 at the person level. The magnitude of these 

zero-order correlations is consistent with effect sizes reported in previous English samples 

(Beaty, Johnson, et al., 2022; Beaty & Johnson, 2021), albeit not for all languages. Notably, 

there was wide variability across languages/datasets on factors that could influence the model’s 

correlation with human ratings, such as sample size and inter-rater agreement. Nevertheless, 

our results provide a novel demonstration that semantic distance can capture variance in human 

creativity ratings across languages, opening the door for its application in future studies with 

non-English samples.   

 We also sought to validate semantic distance against three common criterion measures: 

openness to experience, creative behavior/achievement, and creative self-concept. Overall, the 

correlations between semantic distance and the three criterion measures were modest across 

languages, ranging from 0 to ~.3, depending on the criterion measure. Notably, although 

correlations were slightly larger for human ratings on average, the magnitude of semantic 

distance correlations was generally comparable to correlations with human ratings, and even 

occasionally exceeded human correlations. The effect sizes are also consistent with English 
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studies (Beaty, Johnson, et al., 2022; Beaty & Johnson, 2021; Dumas, Organisciak, et al., 2020; 

Yu et al., 2022), particularly for self-report measures (e.g., creative self-concept), which have 

found inconsistent correlations with both semantic distance and human ratings on the AUT.  

These mixed validity findings for semantic distance may speak more to the limits of the 

AUT—and its ability to predict real-world creative performance (Stevenson et al., 2021)—than 

the semantic models themselves, given the comparable correlations found for human ratings 

and semantic distance. Other verbal tasks, such as creative writing and even simple word 

association tasks, lend themselves well to semantic distance analysis, and have shown 

encouraging validity evidence (Beaty et al., 2021; Bendetowicz et al., 2018; Gray et al., 2019; 

Johnson, Kaufman, et al., 2021; C. Liu et al., 2021; Prabhakaran et al., 2014). The semantic 

models tested in the present study could be extended to other verbal tasks in several 

languages, following psychometric evaluation to determine their reliability and validity.  

Strengths, Limitations, and Future Directions 

 The present study is the first cross-cultural validation of semantic distance for verbal 

creativity assessment. Beyond psychometric validation, our project offers insight into factors that 

contribute to human evaluations of verbal creativity across languages and cultures. Specifically, 

we show that semantic distance—an objective indicator of originality based on distributional 

semantic models—correlates with human ratings of creativity in 11 different non-English 

languages, indicating that originality may be universally valued across cultures, at least when 

evaluating ideas on verbal creativity tasks. In addition to the predictive accuracy, a particular 

strength of this automated scoring approach is the speed with which creativity scores are 

returned. To illustrate, this automated approach scores responses in approximately half a 

second, which means this approach can score three AUT items, with five responses each, from 

100 participants in 12 minutes (on our hardware).  

Our study was bolstered by an international collaboration of creativity researchers who 

contributed their data to the project, yielding a large and unprecedented collection of verbal 
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creativity responses in 12 total languages (along with human creativity ratings, validation 

measures, and experimental materials). In addition to validating semantic distance, we also 

provide a large-scale, cross-cultural validation of common criterion measures (e.g., openness to 

experience) with respect to human creativity ratings on the AUT. To facilitate future research on 

automated creativity assessment, we provide open access to the data and materials on OSF, 

along with the machine learning models used to produce semantic distance scores in 12 

languages.  

 Our study has a few limitations worth noting. First, the 30 datasets varied along several 

dimensions that could impact the results, including sample size, number of raters, instructions 

given to raters/participants, AUT items and task duration, and validation measures. Regarding 

sample size, we used a k-folds approach, which split datasets into five equal folds, to find the 

optimal model/layer combination for each language. Thus, languages with larger samples (e.g., 

Dutch) tended to show less variance in the k-folds analysis than languages with smaller 

samples (e.g., Hebrew). The Hebrew dataset (N = 51 participants) was particularly affected by 

the k-folds analysis (N = 10 per k-fold), which yielded a large/negative correlation for one fold. 

We thus urge caution when interpreting the results of the Hebrew dataset. Likewise, with 

respect to the number of raters, the Arabic dataset had a single rater, which may have skewed 

the model/layer selection process.   

Regarding instructions and task duration, prior work has demonstrated that both factors 

play important roles in divergent thinking assessment, particularly instructions to “be creative” 

(Acar et al., 2020; Said-Metwaly et al., 2020). Although most datasets used some version of “be 

creative” instructions (see Supplemental Materials), there were still notable differences across 

languages that may have played a role. Regarding AUT items, recent evidence indicates that 

different AUT items yield different semantic distance values (Beaty, Johnson, et al., 2022), as 

well as different fluency values and human originality ratings (Beaty, Kenett, et al., 2022; 

Forthmann et al., 2016). Moreover, the method used to aggregate across multiple AUT 
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responses (e.g., averaging scores within-person) plays an important role in explaining validity 

correlations (i.e., fluency confound; Beaty, Johnson, et al., 2022; Benedek et al., 2013; Silvia et 

al., 2008). Taken together, these differences between datasets make comparative analysis 

challenging, but a systematic analysis of how such moderators (e.g., task duration or 

instructions) relate to the alignment of model predictions with human creativity ratings 

represents a promising direction for future work. 

Another limitation of the modeling approach in the present work is that it may not be 

sensitive to response appropriateness. The models in this study were designed to predict 

human creativity ratings but not necessarily response appropriateness. It is reasonable to 

suspect that human raters would deem inappropriate/incoherent responses as less creative, but 

the modeling approach in this work would most likely not. Given the semantic distance method 

applied to the model’s latent word activations, it is likely that an incoherent, random string of 

words would yield very high MAD scores. Future work should seek to quantify the extent to 

which the current approach is vulnerable to such ‘gaming’ of the system and construct 

safeguards if necessary. 

A potential limitation may also be found in the usage of MAD as the semantic distance 

metric used in our modeling approach. While extant research indicates that MAD outperforms 

other approaches to computing semantic distance (Yu et al., 2022 [preprint]), it is also true that 

MAD discards a lot of information by retaining only the largest distance found between the AUT 

prompt item and the words of the response. Additional work comparing the performance of 

different semantic distance metrics across languages will help optimize cross-lingual 

performance in future multilingual modeling endeavors. 

We encourage future research to extend this work by conducting comparative analysis 

of automated creativity assessments. Subsequent studies could address the limitations of the 

current project—which was constrained by the availability of existing data—by controlling study 

parameters across languages as much as possible (e.g., items, task/rater instructions). The field 
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of comparative linguistics is rich with theories and methods for exploring how people use 

language differently across cultures, and powerful tools from natural language processing are 

now available to study a range of psychological processes in text, from emotion to creativity 

(Jackson et al., 2022). Although researchers have been studying cross-cultural differences in 

creativity for some time, e.g., the relative importance of novelty and appropriateness in Eastern 

vs. Western cultures (Ivancovsky et al., 2018; Niu & Sternberg, 2002), we look forward to more 

work along these lines in other cultures and languages that are less well-represented in the 

creativity literature. A related issue concerns measurement invariance across cultures: 

assessments of creative potential, like the AUT, may not necessarily measure creative potential 

the same across cultures (Guo et al., 2021). Thus, researchers should carefully consider the 

equivalence of creativity assessments before making inferences about cross-cultural 

differences. 

The current work may also serve as an important foundation for further forays into 

automated multilingual assessment. A key strength of the present work is that it releases a 

curated, multilingual anthology of over 107k human-rated AUT responses (with validation 

measures) to the research community (OSF: 

https://osf.io/5cy9n/?view_only=36f893c28bcc4ceb8404913bb9471aeb). Given its size and 

accessibility, the dataset holds the potential to serve as a yardstick against which novel 

computational approaches to multilingual creativity assessment can be compared (i.e., a 

‘benchmark’ dataset).  

There are several promising targets for novel computational approaches to multilingual 

creativity prediction. One target stems from the rapid pace of innovation in machine learning. 

Though we deployed models that were state-of-the-art among those publicly available, new 

models of promise are not far around the corner (e.g., GPT-3; Stevenson, Smal, Baas, 

Grasman, & van der Maas, 2022). Second, semantic distance in the current work was based on 

the pretrained versions of the selected models; the models’ word representations were derived 

https://osf.io/5cy9n/?view_only=36f893c28bcc4ceb8404913bb9471aeb
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only from what they learned in the fill-mask training task. However, multiple studies show that 

the representations of pretrained transformers are adaptable, and can be tuned to different 

cross-lingual tasks (Conneau et al., 2020; see also Organisciak et al., 2022 [pre-print] for 

finetuning on English AUT responses). A promising next step is thus to train models specifically 

on the task of multilingual creativity prediction. Moreover, future studies should explore 

compositional approaches to aggregating word vectors (e.g., additive and multiplicative 

models), as has been done in previous work (Beaty & Johnson, 2021; Dumas, Organisciak, et 

al., 2020), testing whether the MAD approach—which shows higher validity evidence in English 

(Yu et al., 2022)—is similarly optimal for other languages. Last, the current work investigated 

one- and two-layer approaches for computing semantic distance—motivated by prior work 

(Johnson, Kaufman, et al., 2021). However, exploring different many-layer protocols for 

computing semantic distance will be important in subsequent lines of inquiry.  

Finally, future studies should also expand the scope of automated assessments to 

creativity tasks beyond the AUT, such as narrative creativity (Fletcher & Benveniste, 2022)—

particularly given the recent success of text analysis tools applied to short stories in English-

speaking samples (Johnson, Kaufman, et al., 2021; Toubia et al., 2021; Zedelius et al., 2019)—

with an eye toward diversifying creativity research and increasing the accessibility of creativity 

assessments beyond English.   
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