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ABSTRACT

The success of ChatGPT is reshaping the landscape of the entire
IT industry. The large language model (LLM) powering ChatGPT
is experiencing rapid development, marked by enhanced features,
improved accuracy, and reduced latency. Due to the execution over-
head of LLMs, prevailing commercial LLM products typically man-
age user queries on remote servers. However, the escalating volume
of user queries and the growing complexity of LLMs have led to
servers becoming bottlenecks, compromising the quality of service
(QoS). To address this challenge, a potential solution is to shift
LLM inference services to edge devices, a strategy currently being
explored by industry leaders such as Apple, Google, Qualcomm,
Samsung, and others. Beyond alleviating the computational strain
on servers and enhancing system scalability, deploying LLMs at
the edge offers additional advantages. These include real-time re-
sponses even in the absence of network connectivity and improved
privacy protection for customized or personal LLMs.

This article delves into the challenges and potential bottlenecks
currently hindering the effective deployment of LLMs on edge de-
vices. Through deploying the LLaMa-2 7B model with INT4 quan-
tization on diverse edge devices and systematically analyzing ex-
perimental results, we identify insufficient memory and/or comput-
ing resources on traditional edge devices as the primary obstacles.
Based on our observation and empirical analysis, we further pro-
vide insights and design guidance for the next generation of edge
devices and systems from both hardware and software directions.
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1 INTRODUCTION

Over the past year, Artificial Intelligence (AI) has witnessed signifi-
cant revolutionary advancements, notably with the introduction
of ChatGPT [7] and other Large Language Models (LLMs). These
LLMs have showcased remarkable abilities in understanding human
languages and generating diverse applications for society. However,
when compared to traditional search queries, a single LLM query
incurs a significantly higher overhead, requiring 8 to 16 high-end
GPUs on the server. Furthermore, the complexity of LLMs and the
growing user base contribute to an escalating demand on server
resources, potentially leading to the central server becoming a per-
formance and bandwidth bottleneck. For instance, OpenAl recently
had to temporarily suspend new ChatGPT Plus subscriptions due
to a rapid surge in demand [8].

In parallel, Statista predicts that the current global count of con-
nected Internet of Things (IoT) devices stands at 15.14 billion and is
projected to reach 29.42 billion by 2030 [25]. This rapid expansion
of connected IoT devices in edge systems not only transforms in-
dustry system architectures but also provides local computational
resources in closer proximity to users. Given the potential limita-
tions of centralized servers and the surplus computational capacity
at the edge, there is a compelling motivation to push LLM exe-
cutions to the edge. Additionally, an edge-based LLM can deliver
real-time responses to users, even in the absence of network con-
nections. The deployment of customized or personalized LLMs on
edge devices is also advantageous for privacy and storage consider-
ations. To harvest the above benefits, industry leaders, including
Apple, Google, Qualcomm, and Samsung, recently proposed specific
optimizations [4, 6] or developed new lightweight models [3, 5] to
achieve intelligence on edge/mobile devices.

Effectively deploying LLMs to edge systems still poses chal-
lenges, primarily due to the inherent conflict between the scale
of Al models and the limited resources available at the edge, such
as computational and storage resources. This paper aims to sys-
tematically quantify these challenges, considering factors such as
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performance, memory utilization, CPU utilization, frequency of
process switching, swap partition utilization, and disk busy rate.
Following a thorough analysis of our experimental results, we in-
tend to provide insights and design guidelines for next-generation
edge devices and systems, encompassing both hardware architec-
tures and software stacks. To achieve this, we deploy LLaMA-2 [24],
an open-source LLM from Meta, on different edge devices post
INT4 quantization [21]. Our evaluation results are gathered and
analyzed using this real-world platform. The key contributions of
this paper are outlined as follows:

e With the successful deployment of LLama-2 7B through uti-
lizing INT4 quantization on a range of off-the-shelf edge
devices, we systematically gathered and analyzed evaluation
results. This comprehensive analysis covers diverse data,
including inference performance, memory utilization, CPU
utilization, frequency of process switching, swap partition
utilization, and disk busy rate.

e Building upon the aforementioned evaluation results, we
pinpoint the bottlenecks that hinder the efficient deployment
of LLMs to diverse edge devices and delve into the underlying
causes of these bottlenecks.

e Drawing from these data and analysis, we offer additional in-
sights and design recommendations for future LLM services,
edge devices, and associated systems from both hardware
and software optimizations.

The remaining content of this paper is structured as follows:
Section 2 delves into the evaluation methodology, encompassing
model and device selection, deployment, text generation, and data
collection. Section 3 scrutinizes the gathered data to identify po-
tential bottlenecks and furnishes insights for system architects to
enhance edge infrastructure for more efficient LLM performance.
Section 4 introduces relevant prior work in the field, and Section 5
presents our concluding remarks.

2 EVALUATION METHODOLOGY

This section presents our evaluation platform and methodology,
encompassing various edge devices and their specifications, the
framework for the large language model, the dataset, measurement
tools, and the model compression techniques that will be applied.

2.1 Edge Devices

As shown in Figure 1, four distinct edge devices were evaluated
in this paper: the Nvidia Jetson AGX Orin [1] and Raspberry Pi 4
Model B [11] with 1GB, 2GB, and 8GB of memory. Without loss of
generality, we utilize Raspberry Pis with different RAMs to repre-
sent general edge devices. Raspberry Pis are widely used in many
edge devices, and their ARMvx architecture is also very popular
in mobile and edge systems. The Jetson AGX Orin represents the
high-end edge nodes. Table 1 provides an overview of the funda-
mental specifications of evaluated edge devices. Raspberry Pis with
varying memory capacities represent typical edge nodes. On the
other end, the Nvidia Jetson AGX Orin serves as the high-end edge
node, although only the CPU of this device has been used in this
work to make a standard comparison. Table 2 illustrates the mem-
ory bandwidth of these devices, as this metric is often a crucial
factor influencing edge LLM performance.

‘ Memory ‘
8GB

‘ Memory ‘
2GB

Figure 1: All the Devices Used in This Study

Table 1: Basic Specifications of Evaluated Edge Devices

Device Name Memory CPUFreq. CPU# Disk Size

Raspberry Pi 4B 1GB 1.8GHz 4 32GB
Raspberry Pi 4B 2GB 1.8GHz 4 32GB
Raspberry Pi 4B 8GB 1.8GHz 4 32GB
Jetson AGX Orin 32GB 2.2GHz 12 64GB

Table 2: Memory Bandwidth of Evaluated Edge Devices

Devices Bandwidth (GB/s)
Raspberry Pi 4B 1GB 12.8
Raspberry Pi 4B 2GB 12.8
Raspberry Pi 4B 8GB 12.8

Jetson AGX Orin 204.8

2.2 LLM Compression and Deployment

We opt for the open-source large language model, LLaMa-2 [24], to
represent the state-of-the-art in LLMs, which is obtainable from the
META repository. Given the constraints of edge devices, we employ
the LLaMa-2 7B model as the benchmark for evaluation. Before
deploying LLaMa-2 7B across all devices, an effective compression
technique, quantization, is applied better to align the model with
memory and storage requirements. For our hardware parameters,
we specifically choose INT4 quantization [2]. The resulting size of
the quantized LLaMa-2 7B model is approximately 3.9 GB. Following
successful deployment, a standard input prompt is submitted to each
device, generating a text response. All pertinent data for evaluation
metrics is collected during this process. The system status data is
collected via NMON tool, which includes CPU utilization, memory
usage, disk activity, etc. The latency results are provided by the
llama.cpp [2] framework.

3 EDGE LLM OBSERVATIONS AND ANALYSIS

This section delves into detailed evaluation results obtained from
the experimental platform discussed in Section 2, with the objective
of investigating the performance of the quantized LLaMA-2 7B
across diverse edge devices. We explored diverse input prompts
to generate text and evaluate, such as ‘Kennesaw State University,
‘Atlanta, Georgia, and ‘ACMSE’. These preliminary tests confirmed
that the evaluated performance is always consistent when switch-
ing inputs. Therefore, all experiments in this section utilized the
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Figure 2: Memory Utilization of Executing LLaMa-2 7B with INT4 Quantization on Different Edge Devices

standard input prompt, ‘Hello World!’, for evaluation. To eliminate
stochastic interference factors, we encapsulate a standard evalua-
tion environment. We ensure no other application is executed and
there is no data communication on the testing device. Based on
this encapsulated environment, we observed that data patterns are
very close in multiple evaluations. We monitored all devices during
their active LLM influences. The evaluation metrics encompass LLM
inference latency, memory utilization, CPU utilization, frequency of
process switching, swap partition utilization, and disk busy rate. Each
metric will be scrutinized through the lenses of Observation, Anal-
ysis, and Insight or Suggestion. In the end, we also conclude with
a comprehensive summary of the overarching observations and
analyses derived from the above experimental results.

Note: The y-axis scales of sub-figures vary in the majority of figures
of this section, aiming to highlight specific data trends and identify
differences.

3.1 Inference Performance

Observation. Table 3 summarizes the inference performance of
executing LLaMa-2 7B with INT4 quantization on different edge
devices. After all the response words have been printed, the infer-
ence performance (Tokens per second) can be computed via the
total number of tokens that have been generated divided by the
total execution time. The Raspberry Pis with 1GB and 2GB memory
exhibit the performance of 0.01 tokens/second. This throughput is
considered unacceptable by LLM users, even though the aggressive
model compression technique has been applied. For the Raspberry
Pis with 8GB memory, we observed a performance of 0.11 tokens
per second, which is an 11X improvement. However, this is still
not enough to achieve high Quality of Service (QoS) for the LLM
users. The NVIDIA Jetson Orin, with sufficient CPU and memory
resources, performed at 4.49 tokens per second.

Table 3: Inference Performance of Executing LLaMa-2 7B
with INT4 Quantization on Different Edge Devices

Devices Performance (Tokens/Second)
Raspberry Pi 4B 1GB 0.01
Raspberry Pi 4B 2GB 0.01
Raspberry Pi 4B 8GB 0.11
Jetson AGX Orin 4.49

Analysis. As per Table 1 and Table 2, all configurations of the
three Raspberry Pi devices are identical except for the memory size.
Comparing the Raspberry Pi with 1GB and 2GB of memory to the
8GB version, an 11X performance improvement is observed. This
performance gap can be attributed to their limited memory size,
which leads to more frequent swapping and switching and less CPU
utilization. Our experimental data, as detailed in the later sections,
support this conclusion. The frequent swapping of data blocks
between the memory and disk inevitably increases the overall re-
sponse latency of LLM. In contrast, the Nvidia Jetson Orin, with
more powerful computational units and storage capacity, achieves
a 40.8x throughput compared to the Raspberry Pi 8GB, making it
suitable for a subset of LLM applications.

Insight or Suggestion. We suggest to increase the memory sizes
for edge devices to serve LLM inference better. We observed non-
linear performance improvement from our experimental results
while increasing memory size. From Jetson Orin’s results, adequate
computational resources and memory bandwidth may also benefit
the LLM inference performance.

3.2 Memory Utilization

Observation. Figure 2 illustrates the memory utilization of execut-
ing LLaMa-2 7B with INT4 quantization on multiple edge devices.
In Figure 2 (a) and 2 (b), which are Raspberry Pi with 1GB and
2GB memory, the availability of free memory is always close to
0. For the Raspberry Pi with 8GB memory (Figure 2 (c)), the free
memory is close to 2GB most of the time. Finally, the Jetson Orin
(Figure 2 (d)) has more than 23GB of free memory all the time when
executing this quantized LLM.

Analysis. As we introduced in Section 2.2, the size of LLaMa-2
7B with INT4 Quantization is approximately 3.9 GB. Due to this
fact, the free memory of Raspberry Pi with 1GB or 2GB of memory
is always close to 0. This result is consistent because they must
frequently evict and fetch back the data blocks, leading to extra
waiting time. For the Raspberry Pi with 8GB memory and Jetson
Orin, we can load the entire quantized LLM into their memories;
therefore, their performance is significantly better. However, we
still observed the 40.8X performance gap between the Raspberry Pi
8GB and Jetson Orin. This observation indicates that besides raising
the memory size, we should also increase the memory bandwidth
and computational resources for better inference performance.
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Figure 3: CPU Utilization of Executing LLaMa-2 7B with INT4 Quantization on Different Edge Devices

(a) Raspberry Pi 1GB

(b) Raspberry Pi 2GB

(c) Raspberry Pi 8GB

(d) Jetson Orin

2000

1800

1600

1400

8000

6000

4000

50000

—— Process Switches

40000

30000

O

1400 | l 1 1200 1 MY‘ | 2000 I i tl | 20000 J 'l w '|ﬂ
1200 | 1000 L"‘W ‘LJ 10000
N o @u @00 1000 N 50 o 450 @00 N 250 o N \900 N %0 o N o°
Time(s) Time(s) Time(s) Time(s)

Figure 4: Process Switches of Executing LLaMa-2 7B with INT4 Quantization on Different Edge Devices

Insight or Suggestion. Upgrading the memory size itself is prob-
ably not enough in some scenarios; we should also increase the
memory bandwidth and/or add extra computational units for bet-
ter performance. Besides the hardware optimizations, we may also
explore orthogonal software methodologies to enhance memory
efficiency, such as sparse matrix encoding for some specified layers
to minimize LLM storage requirements.

3.3 CPU Utilization

Observation. Figure 3 shows the CPU utilization of executing
LLaMa-2 7B with INT4 quantization on different edge devices. The
pattern of CPU utilization essentially is very similar to that of
memory utilization, as Figure 2 depicted. In Figures 3 (a) and 3 (b),
the CPU utilization for Raspberry Pi models with 1GB and 2GB
memory configurations is presented. Notably, for both of these
devices, an average of only approximately 20% of CPU resources
is actively engaged, while nearly 80% remains in a waiting state.
It is worth highlighting that the 8GB version of the Raspberry
Pi exhibits a nearly 100% CPU utilization rate, signifying a more
intensive computational workload. Conversely, the NVIDIA Jetson
Orin experiences an average utilization rate of around 10%.

Analysis. Combining the findings from Section 3.1 and Section 3.2,
the low CPU utilization rates depicted in Figure 3 (a) and Figure 3
(b) suggest that insufficient memory is the primary bottleneck.
Throughout most of the LLM inference duration, the CPUs of Rasp-
berry Pi 1GB and Raspberry Pi 2GB are idle, awaiting the requested
data from the disk. Conversely, the Raspberry Pi 8GB, equipped
with enough memory to load the entire LLM model, exhibits nearly
100% CPU utilization. In this case, the performance bottleneck shifts
to computational resources, highlighting that additional memory

is not required. To enhance the LLM inference performance of the
8GB device further, consideration should be given to upgrading
to a more powerful unit or adding extra computational units. The
optimal inference performance achieved with low CPU utilization
implies that the high-end edge node’s memory and computational
resources are adequate for handling the quantized LLaMa-2 7B.

Insight or Suggestion. Both memory and computational resources
may be LLM inference bottlenecks. When conditions permit, we
should provide edge devices with sufficient memory and compu-
tational resources. For the high-end edge node with surplus com-
puting and memory resources, such as Nvidia Jetson Orin in our
experiments, we can explore the model parallelism of LLM to en-
hance the performance further.

3.4 Frequency of Process Switching

Observation. The data trending in Figure 4 reveals that Raspberry
Pi devices with less available memory may experience a higher fre-
quency of process switching. Context switching among processes
can reduce CPU utilization and increase cache misses, leading to
a slowdown in overall system performance. Figures 4 (a) and 4
(b) demonstrate that when running large language models on the
Raspberry Pi with 1GB and 2GB of memory, the frequencies of
process switching are mainly between 1200 and 1500 times per
second. However, the frequency of the system’s process switching
is dropped greatly upon raising the memory size to 8GB, as illus-
trated in Figure 4(c). Notably, during certain time intervals of large
language model runs, process switching occasionally surpassed
2000 times per second. Beyond the comparison among Raspberry
Pis, Figure 4 (d) shows that the Jetson AGX Orin is observed to have
process switchings between 10,000 and 35,000 times per second.
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Figure 5: Swap Partition Utilization of Executing LLaMa-2 7B with INT4 Quantization on Different Edge Devices

Analysis. The frequency of process switching surges is closely tied
to page faults, particularly in scenarios where the entire quantized
LLaMA-2 7B model cannot fit into the device’s memory. Page faults
will be triggered when a specific required data block or segment
is not available in memory. Consequently, the system reallocates
the CPU resources to processes that contain immediately required
data in memory. The page faults typically contribute to the extra
time cost of LLM execution. Therefore, similar to the inference
performance in Section 3.1, the frequency of process switching in
Raspberry Pi 1GB and 2GB is higher than in Raspberry Pi 8GB.
The higher process switch rates were observed in the Jetson Orin
compared to the Raspberry Pis. This can be attributed to Jetson
Orin’s powerful CPU architecture, which supports multitasking.
This capability, while beneficial for parallel performance, requires
significant system resources to manage and synchronize threads,
leading to more frequent context switches.

Insight or Suggestion. To lower the frequency of process switch-
ing and achieve better LLM performance, ensuring that the edge
devices serve LLM with sufficient memory is imperative. Similar
to Section 3.1, Section 3.2 and Section 3.3, software approaches to
improve memory usage efficiency can also reduce the frequency of
process switching and boost the LLM inference performance.

3.5 Swap Partition Utilization

Observation. Figure 5 showcases the utilization of swap partitions
during the execution of LLaMa-2 7B with INT4 quantization on di-
verse edge devices. The observed trend in swap partition utilization
is nearly identical to the analysis of memory utilization presented
in Section 3.2. Specifically, the swap spaces of Raspberry Pi models
with 1GB and 2GB memory configurations are nearly at full capac-
ity, indicating a significant reliance on swap memory. In contrast,
the swap spaces of the Raspberry Pi with 8GB memory and Nvidia
Jetson Orin remain largely unutilized, suggesting ample available
swap capacity on these devices.

Analysis. The assessment of swap partition utilization is corre-
lated with the findings on inference performance in Section 3.1 and
memory utilization in Section 3.2. In cases where memory over-
flow occurs, such as in Raspberry Pi 1GB and Raspberry Pi 2GB, a
portion of data blocks is relocated from memory to the swap space.
However, the limited swap space proves insufficient to accommo-
date the entire LLM model, leading to a 100% utilization rate of
the swap partition for these devices. In these scenarios, thrashing
becomes evident, adversely affecting the inference performance

of Raspberry Pi 1GB and Raspberry Pi 2GB. While increasing the
swap size may marginally alleviate the impact on inference per-
formance by facilitating data transfers between memory and disk
or MicroSSD, achieving satisfactory performance still necessitates
an augmentation of memory size. For the Raspberry Pi 8GB and
Nvidia Jetson Orin, the absence of additional data block evictions
to the swap partition indicates that the memory adequately meets
the storage requirements of the running LLM model.

Insight or Suggestion. Based on the discourse in this subsection,
while enlarging the swap space may offer marginal improvements in
inference performance, it remains imperative to emphasize the need
for augmenting the hardware memory size to guarantee satisfactory
LLM performance on typical edge devices.

3.6 Disk Busy Rate

Observation. Figure 6 displays the disk busy rates during the ex-
ecution of LLaMa-2 7B with INT4 quantization on diverse edge
devices. Similar to the observed pattern of swap partition utiliza-
tion in Section 3.5, the disk busy rates for Raspberry Pi 1GB and
2GB fall within the same category. Throughout the evaluation pe-
riod, their disk busy rates consistently range between 90% and 95%.
In contrast, as shown in Figure 6 (c) and (d), the disk busy rates for
Raspberry Pi 8GB and Nvidia Jetson Orin are noticeably lower for
the majority of the evaluation time.

Analysis. The observed trend in disk busy rates mirrors that of
swap partition utilization. The disk busy rate is linked to accessing
swap space. In the case of Raspberry Pi 1GB or 2GB, the frequent
swapping of data blocks between memory and disk results in high
disk busy rates. Conversely, Raspberry Pi 8GB and Nvidia Jetson
Orin require less frequent switching, leading to significantly lower
disk busy rates. Consequently, increasing the memory size emerges
as a fundamental solution for reducing disk busy rates.

Insight or Suggestion. Increasing edge devices’ memory size is
the primary strategy to lower the disk busy rates, eventually con-
tributing to better LLM inference performance. Similarly, software
strategies that raise LLM storage efficacy could also be applied.

3.7 Insight and Suggestion Summary

By summarizing the insights and suggestions from Section 3.1 to
Section 3.6, the main constraints for effectively deploying LLM
on edge devices with acceptable inference performance are in-
sufficient memory and/or computational resources. From the
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Figure 6: Disk Busy Rates of Executing LLaMa-2 7B with INT4 Quantization on Different Edge Devices

hardware perspective, to better support local LLM inference in
next-generation edge or mobile devices, the primary consideration
is to add extra memory and computing resources in System-on-
Chip (SoC). Moreover, adequate memory bandwidth should also be
supported. Otherwise, LLM performance would still be constrained
even with extra hardware costs. From the software perspective,
we suggest exploring orthogonal strategies to improve memory
usage efficiencies and computing resource utilization. The potential
methodologies include but are not limited to quantization, weight
matrix decomposition, model parallelism, sparse weight matrix en-
coding, shared storage and synchronizing with neighboring, etc.
These hardware and software optimizations could be applied inde-
pendently or combined according to the performance requirements
and resource conditions.

4 RELATED WORK

Artificial Intelligence on Edges. Our work aligns with key ad-
vancements in edge intelligence, as demonstrated in recent studies.
These studies emphasize the integration of Al and edge computing,
address computational challenges for advanced Al models in edge
environments, and highlight the evolution of edge-specific Al solu-
tions for real-time data processing and decision-making[10, 29]. A
number of studies recognize that edge devices typically have only a
limited amount of memory resources, and their CPUs are less pow-
erful [13, 27, 32]. However, these constraints are considered major
impediments to implementing demanding ML models for end users.
To overcome this issue, one solution is to move the computing-
intensive tasks to the server and receive the results once the server
is complete. Ji Lin et al. [15] provides a comprehensive survey of
the associated with this method, which also gives an overview of
the current status and future challenges of edge computing. Li Lin
et al. [17] discuss some application scenarios for migrating compu-
tation tasks from mobile devices to the cloud. However, as the data
size increases, this approach suffers from high response latency.
It is mainly due to limited network bandwidth and finite server
resources, which impact transmission and remote execution delays
[23]. So, due to the high latency and unpredictability of cloud-based
execution, an approach employs two main strategies: DNN parti-
tioning, which adaptively divides DNN computation between the
device and the edge station, and DNN right-sizing, which uses an
early-exit mechanism at intermediate DNN layers to reduce compu-
tation latency [14]. Jian et al. [12] achieved significant reductions

in total execution time (27%-68%) for on-device inference with min-
imal impact on accuracy by adaptively pruning DNN connections.
Some optimization techniques are vital for edge intelligence sys-
tems, including providing lightweight models, model compression,
and hardware-aware neural architecture search, which are essential
for optimizing deep learning models on resource-constrained edge
devices [18]. Integrating model compression methods, specifically
random pruning, may also be beneficial for supporting intelligence
in resource-constrained edge networks [9]. In our work, we try
to explore challenges and bottlenecks to deploying LLM on edge,
where the model size and complexity are even several orders of
magnitude higher. While systematically optimizing general Al mod-
els for edge environments exists, the specific application of edge
LLMs still needs to be explored comprehensively. This paper aims
to fill this gap, delving into the potential challenges and more gen-
eral optimization strategies for effectively running LLMs on edge
devices. This topic is also crucial to enhancing edge Al capability.

LLM Deployment on Edges. Quantization is a straightforward
compression method that could benefit LLM edge deployment. Ji
Lin et al. [16] proposed Activation-aware Weight Quantization
(AWQ), emphasizing that not all weights are equally important for
efficient low-bit weight-only LLM quantization. AWQ selectively
quantizes model weights, preserving only the most crucial ones
for accuracy, and is designed to be hardware-friendly, enabling
more efficient LLM deployment on edge devices, including mobile
GPUs. Dual Grained Quantization (DGQ) [31] is another approach
by combining fine-grained quantization and coarse-grained quan-
tization. DGQ aims to reduce memory requirements significantly
while maintaining high accuracy. However, quantization can not
be simply applied to all LLMs. For some huge models, quantization
itself is still not enough for edge deployment. So exploring other
parallel approaches is still necessary. Woisetschlager et al. [28] give
a solution to fune-tune FLAN-T5 model family on edge, but the
these parameters numbers is much smaller, from 80M to 3B. Edge-
MOoE [30] is a specific sparse LLM approach for on-device deploy-
ment that does not systematically identify challenges and explore
deployment solutions. A few works also address the challenges
of efficiently operating LLMs in wireless communication environ-
ments by strategically managing user connections and resource
allocation to enhance the service delivery of LLMs in MEC systems
[22]. All related work above helps deploy LLM on edge systems to
some extent but lacks a comprehensive analysis of the bottlenecks
and fails to provide sufficient general solutions. Our work provides
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a clear design guideline for future edge LLM deployment from both
hardware and software optimizations.

5 CONCLUSION

Executing LLM on edge provides attractive benefits in system scal-
ability, local real-time intelligence, and privacy preservation. How-
ever, the contradiction between large-scale models and limited
resources on edge makes LLM deployment challenging. This paper
identifies the challenges and bottlenecks via empirical experiments.
LLaMa-2 with INT4 quantization is executed on diversified edge
devices and evaluated from inference performance, memory uti-
lization, CPU utilization, frequency of process switching, swap
partition utilization, and disk busy rate. After systematic analysis,
we conclude that the main challenges that limited edge LLM per-
formance are insufficient memory and computing resources. We
finally give insights and suggestions for effectively deploying LLM
on edge from hardware and software directions.

Evaluations in this paper are associated with LLM. All LLMs uti-
lized the transformer [26] architecture as the main components [19].
So, the challenges identified and the suggestions proposed in this pa-
per should also be applied to the deployments of other transformer-
based AI models on edge or IoT (Internet of Things) devices. For
example, we can download the 3D Detection Transformer [20] on
a drone or UAV (Unmanned Aerial Vehicle) with LiDARs to autopi-
lot and evade attack even if it loses network connections. These
suggestions essentially further extend the application scenarios of
transformer-based Al models.
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