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Positive Lyapunov exponent for random perturbations of

predominantly expanding multimodal circle maps

Alex Blumenthal and Yun Yang

Abstract. We study the effects of independent, identically distributed random perturbations of
amplitude " > 0 on the asymptotic dynamics of one-parameter families πfaWS1 ! S1; a 2 Œ0; 1çº

of smooth multimodal maps which are “predominantly expanding”, i.e., jf 0
aj � 1 away from small

neighborhoods of the critical set πf 0
a D 0º. We obtain, for any " > 0, a checkable, finite-time criterion

on the parameter a for random perturbations of the map fa to exhibit (i) a unique stationary measure
and (ii) a positive Lyapunov exponent comparable to

R
S1 log jf 0

aj dx. This stands in contrast with
the situation for the deterministic dynamics of fa, the chaotic regimes of which are determined by
typically uncheckable, infinite-time conditions. Moreover, our finite-time criterion depends on only
k ⇠ log."�1/ iterates of the deterministic dynamics of fa, which grows quite slowly as " ! 0.

1. Introduction and statement of results

A fundamental goal in dynamical systems is to determine the asymptotic behavior of
various dynamical systems. Away from the uniformly expanding, Anosov and Axiom A
settings, maps can have “mixed” dynamical behavior, e.g., hyperbolicity on some parts
of phase space and contractive behavior on others. On the collection of maps with this
“mixed” behavior, various dynamical regimes (e.g., asymptotically stable orbits with large
basins of attraction versus more “chaotic” asymptotic behavior) can be intermingled, in
the space of maps, in an extremely convoluted way.

These issues are already present in the deceptively simple example of the one-
parameter family of quadratic maps faW Œ0; 1ç ! Œ0; 1ç, fa.x/ WD ax.1� x/ for a 2 Œ0; 4ç.
Let us agree to say that for a parameter a 2 Œ0;4ç, the map fa is regular if phase space Œ0;1ç
is covered Lebesgue almost-surely by the basins of periodic sinks, while fa is chaotic if
it possesses a unique absolutely continuous invariant measure (a.c.i.m.) with a positive
Lyapunov exponent. For the family πfaº, it is known (e.g., [37] and many others) that the
parameter space Œ0; 4ç is Lebesgue-almost surely partitioned into two sets, A [ B, with
the following properties:

• For all a 2 A, the map fa is regular, and for all a 2 B, the map fa is chaotic.

• The set A is open and dense in Œ0; 4ç, while B has positive Lebesgue measure. In
particular, every a 2 B is the limit point of a sequence πanº ⇢ A.
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In particular, the chaotic property is extremely structurally unstable with respect to the
parameter a: any a 2 B is the limit point of a sequence πanº ⇢ A.

Aside from “exceptional” cases (e.g., a D 4), it is typically impossible to rigorously
determine, even with the help of a computer, the dynamical regime corresponding to a
given parameter a 2 Œ0; 4ç, as this determination would require infinite-precision knowl-
edge of infinite-length trajectories. For the quadratic family and other families of one-
dimensional maps with mixed expansion and contraction, the core issue is the difficulty
in ruling out the formation of sinks of high period: even if, for a given a, sinks of period
 N are ruled out for some extremely large N , one cannot rule out the existence of a sink
of period N C 1 or greater. Indeed, the trajectory of a sink of large period may “look”
chaotic before the full period has elapsed.

Although fewer results are known for higher-dimensional models, one anticipates a
similar degree of convoluted intermingling of dynamical regimes: see, e.g., the class
of examples now known as Newhouse phenomena ([41]). A somewhat more complete
account of coexistence phenomena is available for the famous Chirikov standard map
family ([15]), a one-parameter family πFL; L > 0º of volume-preserving maps on the
torus T2 exhibiting simultaneously both strong hyperbolicity and elliptic-type behavior
on phase space. As the parameterL increases, so too does the proportion of phase space on
which FL is hyperbolic, as well as the “strength” of this hyperbolicity. However, even for
large L, a small amount of elliptic-type behavior is intermingled with hyperbolic behav-
ior in the parameter space. Indeed, for a residual set of large L, it is known that elliptic
islands for FL are approximately L�1-dense in T2 ([17]; see also [18]), while the set of
points with a positive Lyapunov exponent has Hausdorff dimension 2 and is approximately
L�1=3-dense in T2 ([24]). To the authors’ knowledge, it is still not known whether FL has
positive metric entropy (equivalently, a positive Lyapunov exponent on a positive-volume
set) for any fixed value of L.

A similar situation exists for the Hénon family of diffeomorphisms fa;b.x; y/ WD

.1 � ax2 C y; bx/ for real parameters a, b, introduced by Hénon ([25]) as a toy model
capturing the dynamics of Poincaré sections of the Lorenz model ([30]) in certain param-
eter ranges. Note that the singular limit b ! 0 corresponds with the quadratic map family.
Of particular interest are the “classical parameters” a D 1:4, b D 0:3 at which a wealth of
numerical evidence suggests fa;b admits a chaotic strange attractor (see, e.g., the original
work [25]). This remains a major open problem and is likely to be quite difficult: see,
e.g., [21, 22] which establish the existence of parameters close to .a; b/ D .1:4; 0:3/ at
which the attractor degenerates into periodic sinks. Another known difficulty is the mech-
anism of unfurling of homoclinic tangencies ([40]); for the Hénon map specifically, see
for example [6] and the references therein. At present, the existence of strange attractors
for fa;b is only known for perturbatively small values of b ([5, 39]). This work has since
been substantially generalized to a framework for establishing the existence of rank one
strange attractors in the work of Wang, Young and others in a variety of contexts, e.g.,
near limit cycles subjected to time-periodic forcing with long period ([34,42,47,49]). We
emphasize that these constructions are quite challenging, and do not explicitly identify
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parameters at which the strange attractors exist; instead, a parametrized family of maps is
considered, and a nonempty set of parameters (a positive-volume Cantor set) is identified
at which a strange attractor exists.

Random perturbations. The real world is inherently noisy, and so it is natural to con-
sider independent, identically distributed (IID) random perturbations of otherwise deter-
ministic dynamics and seek to understand the corresponding asymptotic behavior. For
concreteness, let us consider a smooth, deterministic map f W S1 ! S1 and assume that
jf 0j > 2 on all but a small neighborhood of the critical set πf 0 D 0º for f .

Parametrizing S1 ä Œ0; 1/ and doing arithmetic “modulo 1”, at time n we perturb f to
the map f!n�1.x/ D f .x C !n�1/, where !0; !1; : : : are IID random variables uniformly
distributed in Œ�";"ç. Here, the noise amplitude "> 0 is a fixed parameter. We will consider
the asymptotic dynamics of compositions of the form

f n! D f!n�1 ı � � � ı f!0

given a sample ! D .!0; !1; : : :/.
When " � 1, random trajectories Xn D f n! .X0/, n � 1 are essentially IID them-

selves; in this situation it is a straightforward exercise to check (i) uniqueness of the
stationary measure for the process .Xn/ on S1 and (ii) that the Lyapunov exponent � D

limn!1
1
n log j.f n! /

0.x/j exists and is constant for every x 2 S1 and a.e. sample !. What
is more subtle is the situation when "⌧ 1, in which case the composition f n! may develop
one or more random sinks; here, for our purposes, a random sink is a stationary measure
for .Xn/ with a negative Lyapunov exponent.

Random sinks can develop if, for instance, the map f itself has a periodic sink z 2 S1.
Indeed, it is not hard to check that the sink z persists in the form of a random sink for all
" > 0 sufficiently small (see, e.g., Section 3.1 for a worked example). On the other hand,
one anticipates that sinks of f of high period N can be “destroyed” in the presence of
a small but sufficient amount of noise, i.e., when " � "N , where "N ! 0 as N ! 1.
As described previously, these high-period sinks are precisely those responsible for the
convoluted intermingling of dynamical regimes in one-parameter families of unimodal or
multimodal maps.

In an alternative perspective, given a fixed noise amplitude " > 0, the only sinks of
f which could possibly persist as random sinks for .f n! / are those of period  k" WD

maxπN W " < "N º. A crucial point here is that, for a given map f , it is virtually always
possible to check for sinks of period less than some given value. For these reasons, one
anticipates that for a reasonably large class of f as above and a given noise amplitude
" > 0, it should be possible to determine the asymptotic chaotic regime of the correspond-
ing random composition f n! based on checkable criteria involving only finitely many
iterates of the map f .

The present paper is a step in this direction for a model of one-parameter families of
multimodal circle maps f D fa exhibiting strong expansion (jf 0

aj � 1) away from a small
neighborhood of the critical set πf 0

a D 0º. We obtain a checkable sufficient criterion on the
parameter a, involving only finitely many iterates of the map fa (in particular, precluding
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sinks of low period, as above), for deducing asymptotic chaotic behavior for the random
composition f n! when the noise parameter " is not too small. An appealing feature of these
results is that, given " > 0, the criterion involves only approximately log."�1/ iterates,
which grows quite slowly as " ! 0.

1.1. Statement of results

The model. Let S1 D R=Z be the unit circle, parametrized by the interval Œ0; 1/. We
assume throughout that  W S1 ! R is a C 2 function for which the following conditions
hold:

(H1) The critical set C 0
 D π Ox 2 S1 W  0. Ox/ D 0º has finite cardinality.

(H2) We have π 00 D 0º \ C 0
 D ;.

We consider maps of the form

f D fL;a WD L C a .mod 1/;

for L > 0, a 2 Œ0; 1/, where .mod 1/W R ! S1 ä R=Z is the natural projection. Observe
that for L � 1, the map f is strongly expanding away from C 0

 .
When " > 0 is specified, we write � D �" D .Œ�"; "ç/Z�0 for the sample space

for our perturbations. Elements ! 2 � are written ! D .!0; !1; !2; : : :/ where !i 2

Œ�"; "ç, i � 0. With ⌫" denoting the uniform distribution on Œ�"; "ç, we define P D P " D

.⌫"/˝Z�0 on �. We write F for the product � -algebra on � and for n � 0 we write
Fn D �.!0; !1; : : : ; !n/ ⇢ F .

When f D fL;a is specified, we consider random maps of the form f! W S1 ! S1,
f!.x/ WD f .x C !/, where it is understood implicitly that the argument for f is taken
.mod 1/. Given a sample ! 2 �, we have a corresponding random composition

f n! WD f!n�1 ı � � � ı f!1 ı f!0

for n � 1.
Alternatively, we can view the random maps f n! as giving rise to a Markov chain

.Xn/n on S1 defined, for fixed initial X0 2 S1, by XnC1 WD f!n.Xn/. The corresponding
Markov transition kernel P.�; �/ is defined for x 2 S1 and Borel B ⇢ S1 by

P.x;B/ WD P .X1 2 BjX0 D x/ D ⌫"π! 2 Œ�"; "ç W f!.x/ 2 Bº:

We say that a Borel measure � on S1 is stationary if

�.B/ D

Z
S1
P.x;B/ d�.x/

for all Borel B ⇢ S1.

Results. Our results concern the following checkable, finite-time criterion (H3)c;k on the
dynamics of f . For now, c > 0 and k 2 N are arbitrary:
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(H3)c;k For every Ox 2 C 0
 , we have d.f l . Ox/; C 0

 / � c for all 1  l  k.

We now state our results.

Theorem A. Let ˇ; c 2 .0; 1/. Let L > 0 be sufficiently large, depending on these con-
stants, and assume f D fL;a satisfies (H3)c;k for some arbitrary k 2 N. Finally, assume
" � L�.2kC1/.1�ˇ/. Then the random composition f n! admits a unique (hence ergodic)
stationary measure � supported on all of S1.

Theorem B. Let ˇ; c 2 .0; 1/. Let L > 0 be sufficiently large, depending on these con-
stants, and assume f D fL;a satisfies (H3)c;k for some arbitrary k 2 N. Finally, assume
" � L�.2kC1/.1�ˇ/C˛ where ˛ � 0 is arbitrary. Then the Lyapunov exponent

� D lim
n

1

n
log j.f n! /

0.x/j

exists and is constant over x 2 S1 and P -almost every ! 2 �, and satisfies the estimate

� � �0 logL;

where �0 D �0.˛; k/ WD minπ
˛
kC1 ;

1
10º.

Theorems A, B are approximately sharp, in the sense that (H3)c;k is compatible with
the formation of sinks of period k C 1, while such sinks persist under random perturba-
tions "CL�.2kC1/ where C > 0 is a constant. See Proposition 3.1 for more information.

A satisfying feature of our results is that, for fixed sufficiently large L and any given
" > 0, to deduce a large positive exponent for f D fL;a requires validating condition
(H3)c;k with k D k" ⇡ log."�1/. The value of k" grows only logarithmically with "�1,
which means that even for quite small " > 0, Theorems A, B are already valid when
(H3)c;k is verified for a relatively small value of k.

Prior work. There is a substantial and growing literature on random dynamical systems
in low dimensions: we recall below some of the literature on random dynamical systems
closest to the present paper, i.e., dealing with random maps having strong expansion mixed
with some contraction in phase space.

Lian and Stenlund ([33]) consider random perturbations of predominantly expanding
(expanding on most of phase space with a small exceptional set) multimodal maps, more
or less equivalent to the model in the present paper. They prove that for large enough noise
amplitudes, the random system has a unique ergodic stationary measure and a positive
Lyapunov exponent. They develop a similar result with smaller noise amplitude assum-
ing a “one time-step” condition on the dynamics, essentially equivalent to .H3/c;1 in our
paper. Because we deal with higher-iterate dynamical assumptions, the perturbations we
may consider are substantially smaller than those in [33].

Stenlund and Sulku ([45]) obtain exponential loss of memory for IID compositions
T n D Tn ı � � � ı T1 of random circle maps which are “expanding on average”: contrac-
tive behavior (inf jT 0j ⇡ 0) can appear with positive probability, but the random variable
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inf jT 0j satisfies a moment condition. The random maps we consider in the present paper
always have critical points, and so do not satisfy the conditions of [45].

In joint work with the first author ([10–12]), random perturbations of a model of “pre-
dominantly hyperbolic” two-dimensional maps are considered. The paper [11] considers a
volume-preserving model encompassing the Chirikov standard map, [12] considers a dis-
sipative (volume-compressing) model of maps having qualitative similarities to the Hénon
maps, while the more recent [10] considers systems consisting of arbitrarily many coupled
volume-preserving maps. Chaotic properties of the deterministic dynamics in each case
are anticipated to hold on large subsets of parameter space, but rigorous verification is
largely beyond the scope of current studies. What [10–12] show is that sufficiently large
random perturbations have the effect of “unlocking” the hyperbolicity of these systems
(positive Lyapunov exponent proportional to the Lebesgue average

R
log kdFxk dx, esti-

mate of decay of correlations). A different but related analysis is carried out in the paper of
Ledrappier, Simó, Shub, and Wilkinson ([31]), which considers IID perturbations applied
to a twist map on the sphere.

Additionally, [11, 12] allow smaller random perturbations on assuming a checkable
condition involving the first several iterates of the deterministic map, consistent with the
finite-time checkable criterion given in the present paper.

To reiterate, the papers [10–12, 31, 33, 45] are emphasized because they deal with
random perturbations of maps for which very little is assumed: in these studies, the ran-
domness itself is leveraged in a crucial way to “shake loose” hyperbolicity. Other works
examine random compositions of maps with known “good” asymptotic behavior: by way
of example, we mention works on smooth ([3, 43]) and piecewise ([14]) expanding maps,
maps with a neutral fixed point ([1]). This also includes works on the problem of stochas-
tic stability: Under what conditions do properties of a given deterministic system persist
under small random perturbations? There are many works in this important direction, for
example, work on small random perturbations of Axiom A systems ([29, 50]), unimodal
maps under an (uncheckable) infinite-time condition ([2,8,27]) and stochastic stability for
Hénon attractors ([7]). We also acknowledge the related problem of statistical stability,
e.g., how long-time statistics of a dynamical system change within a parametrized family:
see, e.g., the review [44].

The study of deterministic one-dimensional maps with critical points (unimodal or
multimodal) has a long history, a small part of which we recall here. Naturally we inherit
and use some of the ideas developed in this literature. Indeed, our criterion (H3)c;k is a
checkable, finite-time version of various criteria on postcritical orbits of unimodal and
multimodal maps as used by, e.g., Misiurewicz ([38]), Jakobson ([26]), Collet and Eck-
mann ([16]) and Benedicks and Carleson ([4]). We note as well the more expository
account by Wang and Young ([48]), which we found remarkably helpful in preparing
this work. There are also by now several works attempting to quantify the set of param-
eters for the quadratic map family at which various dynamical regimes are observed
([20,23,36,46]). Also related to our finite-time checkable criteria are frameworks attempt-
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ing to understand dynamical properties at “finite resolution” ([19, 35]) or along finite,
bounded timescales ([9]).

Potential future directions. A natural future direction is to study small random pertur-
bations of the Hénon map and related models, in the hope that one can derive checkable
finite-time conditions for a positive Lyapunov exponent for the corresponding stationary
measure.1 This has been carried out for the standard map and a family of dissipative map-
pings with “Hénon flavor” using finite-time conditions amounting to three steps of the
deterministic dynamics in the previous work [11, 12]; the goal of future work would be
to go beyond this and derive a succession of stronger finite-time conditions allowing for
smaller noise amplitudes. On the other hand, studying Lyapunov exponents for models of
this kind this is likely to entail several fundamental challenges not addressed in the present
manuscript, e.g., coping with the fact that one must now track tangent directions as well
as the location in phase space.

Organization of the paper. In Section 2 we derive elementary properties of our model
used throughout the paper, especially the notion of bound period defined in Section 2.2. In
Section 3.1 we discuss the possible formation of sinks of period kC 1 under the condition
(H3)c;k , verifying the relative sharpness of Theorems A, B; ergodicity as in Theorem A is
then proved in Section 3.2. The material in Section 3 depends on Section 2 but is otherwise
logically isolated from the rest of the manuscript. The proof of Theorem B occupies the
remainder of the paper, Sections 4–6.

Notation.

• Throughout, we parametrize S1 by the half-open interval Œ0; 1/ ä R=Z. For s 2 R,
we write s.mod 1/ for the projection of s to Œ0; 1/ ä R=Z modulo 1.

• We define the lift Qf W S1 ! R of f by Qf .x/ D L .x/C a (i.e., without projecting
.mod 1/ to S1). We regard Qf as a map R ! R by extending the domain periodically to
all of R. We write Qf!.x/ D Qf .x C !/. We define the corresponding Markov process
. zXn/n on R by setting zXnC1 D Qf!n. zXn/.

• We write d.�; �/ for the metric induced on S1 via the identification with R=Z ä

Œ0; 1/. Note that in our parametrization, we have the identity d.x; y/ D minπjx � yj;

jx � y ˙ 1jº. For a set A ⇢ S1, we write N".A/ for the "-neighborhood of A in the
metric d .

• For a point x 2 S1 and a set A ⇢ S1, we define the minimal distance d.x; A/ D

infa2A d.x; a/. Further, for sets A; B ⇢ S1, we define d.A; B/ D infa2A d.a; B/ D

infa2A;b2B d.a; b/.

• Given a set A ⇢ S1 or R and z 2 S1 or R, we write A � z D πa � z W a 2 Aº for the
set A shifted by z.

1For random systems with absolutely continuous stationary measures, a positivity of Lyapunov
exponent implies existence of “random strange attractors” analogous to those for deterministic systems
([13, 32]).
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• Given a partition ⇣ of S1 (resp. R) and a set A ⇢ S1 (resp. A ⇢ R), we write ⇣jA for
the partition on A consisting of atoms of the form C \ A, C 2 ⇣, C \ A ¤ ;.

• When it is clear from context, we write E for the expectation with respect to P .

2. Preliminaries: predominant expansion and bound periods

Bound periods: a heuristic. Consider the dynamics of a smooth unimodal or multimodal
map f W S1 ! S1. In the pursuit of finding maps f accumulating a positive Lyapunov
exponent, the main obstruction is the formation of sinks, and so a natural assumption to
make is that the postcritical orbits f n Ox, Ox 2 πf 0 D 0º, n � 1 remain far enough away
from πjf 0j  1º so that j.f n/0.f Ox/j & en˛ for some ˛ > 0.

If, for some x 2 S1, the orbit .f nx/n reaches a small neighborhood of some Ox 2

πf 0 D 0º at time t , then the subsequent iterates f tCix will closely shadow f i Ox for i 

pD p.d.f tx; Ox//. The time interval Œt C 1; t Cpç is referred to as the bound period for x
at time t . As we assumed expansion along the postcritical orbit .f i Ox/i�1, one anticipates
that the derivative growth .f p/0.f tC1x/ accumulated along the bound period will balance
out the derivative “damage” due to f 0.f tx/ (possibly ⌧ 1 when f tx, Ox are quite close),
so that, for instance, .f pC1/0.f tx/ ⇠ e.pC1/˛0 holds for some ˛0 < ˛.

This is a rough summary of a mechanism by which one-dimensional maps with crit-
ical points (unimodal and multimodal) can accumulate a positive Lyapunov exponent for
typical trajectories. For an exposition of this method, see [48].

Our aim in Section 2 is to apply a variation of this idea to our model: the condition
(H3)c;k involves the first k iterates of postcritical trajectories, and so bound periods of
length up to k are available to recover derivative growth. In Section 2.1 we carry out some
essential preliminaries used in the rest of the paper, and in Section 2.2 we will discuss
bound periods for our random compositions.

2.1. Preliminaries

2.1.1. The basic setup. We fix, below and throughout the paper, a function  WS1 ! R
satisfying (H1) and (H2), as well as parameters c 2 .0; 1/, ˇ 2 .0; 1

100 / (restricting to ˇ in
this range incurs no loss of generality). Moreover, we implicitly fix the parameter L > 0,
and are allowed to take it sufficiently large depending on c, ˇ and the function  .

On rescaling the function  in relation to the parameter L, we will assume going
forward that the following condition holds in addition to (H1)–(H2).

(H4) We have k 0kC0 , k 00kC0 
1
10 .

Separately (i.e., independently ofL), k 2 N is fixed, and a parameter a 2 Œ0; 1/ is fixed
for which (H3)c;k holds for the mapping f D fL;a WD L C a.mod 1/. Finally, we fix a
parameter " > 0, on which constraints (depending on all the previous parameters) will be
made as we go along.
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2.1.2. Partition of phase space. Conditions (H1)–(H2) imply that there is a constant
K1 D K1. / > 0 with the property that for any x 2 S1,

j 0.x/j � K1d.x; C
0
 /: (1)

We use (1) repeatedly, often without mention. For ⌘ < 0, we define

B.⌘/ D
®
x 2 S1 W d.x; C 0

 /  K�1
1 L⌘

¯
: (2)

It is clear that for x … B.⌘/, we have jf 0.x/j � L⌘C1; while B.⌘/ is the union of #C 0
 -

intervals of length ⇠ L⌘ each.
Define the partition S1 D G [  [ B, where

G D S1 n B.�ˇ/;  D B.�ˇ/ n B
⇣
�
1

2
� ˇ

⌘
; B D B

⇣
�
1

2
� ˇ

⌘
:

We have, then, that
jf 0

jG j � L1�ˇ and jf 0
j j � L

1
2�ˇ :

Similar estimates apply to f 0
! on the shifted sets G! WD G � !,  ! WD  � ! for ! 2

Œ�"; "ç.
Observe that jf 0jB j can be arbitrarily small. To address this, we subdivide B DSk

lD1 B
l in the following way: set

B
k

D B
⇣
�
k

2
� ˇ

⌘
;

and for 1  l < k,

B
l

D B
⇣
�
l

2
� ˇ

⌘ ✏
B
⇣
�
l C 1

2
� ˇ

⌘
:

Notice that the definition above is consistent with the identification  D B
0. We also use

the notation B
l
! WD B

l � ! for ! 2 Œ�"; "ç. Using (1), one checks that

jf 0
! jBl

!
j � L�

l�1
2 �ˇ for 1  l < k;

while on B
k
! we have no lower bound on jf 0

! j.
The partitions S1 D G [  [ B D G [  [ B1 [ � � � [ B

k are used repeatedly
throughout the paper. We will abuse notation and regard these as partitions of R as well,
extended by periodicity via the parametrization S1 ä Œ0; 1/ ä R=Z.

2.2. Bound periods

The following lemma confirms that a random orbit .f i!x/, initiated at x 2 B
l , 1  l  k

will closely shadow a postcritical orbit .f i Ox/ for l steps, i.e., will have a bound period of
length l .

In Lemma 2.1 below we do not assume (H3)c;k .
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Lemma 2.1. Let L be sufficiently large, and let k 2 N be arbitrary. Assume that

" < L� maxπk�1; 12 º�ˇ : (3)

Then we have the following. Let 1  l  k and fix an arbitrary sample ! 2 �. Let J0 be
any connected component of B.� lCˇ

2 / and let Ox D C 0
 \ J be the (unique) critical point

contained in J0.
Then, for all 1  i  l , we have

f i!.J0/ ⇢ NL�ˇ=2.f i Ox/:

The reason for the upper bound (3) is that if the perturbation amplitude " is too large,
then f i! jBl

!0
may diverge from f i Ox for some i < k, thereby spoiling the corresponding

bound periods.
From Lemma 2.1 and noting B

l ⇢ B.� lCˇ
2 /, it is straightforward to check that if L

is sufficiently large and f D fa satisfies (H3)c;k , then f i Ox is well inside G for 1  i  k.
It follows that for any 1  l  k and x 2 B

l
!0

, we have f i!.x/ 2 G for all 1  i  l , and
the derivative estimate

j.f l✓!/
0.f!0x/j � Ll.1�ˇ/:

Moreover, if 1  l < k then we have j.f!0/
0.x/j � L1�

lC1
2 �ˇ , hence

j.f lC1! /0.x/j � L.lC1/.
1
2�ˇ/:

For the purposes of the preceding paragraph, it suffices to take L large enough so that
Lˇ � 2=.cK1/; note in particular that L does not depend on k.

Proof of Lemma 2.1. In the following proof, the lift Qf WS1 ! R of f is defined by Qf .x/D

L .x/C a, i.e., leaving out the “.mod 1/” in the definition of f . We extend the domain
of Qf to all of R by periodicity.

Without loss, we regard J0 as an interval in R. Let Ox 2C 0
 \ J0 be the (unique) critical

point in J0. Define I0 D N".J0/ and inductively set JiC1 D Qf .Ii /, IiC1 D N".JiC1/.
Since f i Ox 2 Ji for all i , it suffices to show Len.Ji /  L�ˇ=2 for all 1  i  l .

To start, decompose I0 D I�
0 [ IC

0 where I�
0 D Œ Ox � " � K�1

1 L�
lCˇ
2 ; Ox/, IC

0 D

Œ Ox; Ox C "CK�1
1 L�

lCˇ
2 ç. Noting that the images Qf .I�

0 /, Qf .IC

0 / share the left (resp. right)
endpoint Qf . Ox/ if f 00. Ox/ > 0 (resp. f 00. Ox/ < 0), we have the estimate

Len.J1/  max
®

Qf .IC

0 /;
Qf .I�

0 /
¯


1

2
Lk 00

kC0 � ."CK�1
1 L�

lCˇ
2 /2

 Lmaxπ";Len.J0/º2

using (H4) in the last step. For each i > 1, we estimate

Len.Ji / D Len. Qf .Ii�1//  Lk 0
kC0 Len.Ii�1/  Lmaxπ";Len.Ji�1/º
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by estimating Len.Ii�1/  2"C Len.Ji�1/  3maxπ";Len.Ji�1/º and using (H4). Boot-
strapping, we conclude

Len.Ji /  Li�1 maxπ";Len.J1/º  max
®
Li�1"; Li"2; Li Len.J0/2

¯
:

The first two terms are < L�ˇ by (3) for all i  k. For i  l , the third term is
 Li � 4K�2

1 L�l�ˇ  L�ˇ=2. This completes the proof.

3. Ergodicity

In Section 3.1 we prove Proposition 3.1, which confirms the sharpness of Theorems A,
B in the following sense. To start, condition (H3)c;k for the map f D fa is compatible
with the formation of a sink of period k C 1. For all " > 0 sufficiently small, such sinks
persist as random sinks for the random compositions .f n! /, i.e., stationary measures for the
Markov chain .Xn/n admitting a negative Lyapunov exponent. In Proposition 3.1 we make
this quantitative by exhibiting a scenario when f D fa (i) satisfies (H3)c;k , (ii) admits a
sink of period k C 1 and (iii) the random composition .f n! / admits a random sink for
all " . L�.2kC1/. This upper bound for " approximately matches the upper bound in
Theorems A, B, confirming the view that these results are sharp.

Having established this, in Section 3.2 we proceed with the proof of Theorem A. We
note that in terms of logical dependence, Section 3 depends on Section 2 and is otherwise
independent of the remainder of the paper (Sections 4–6).

3.1. Sinks

Let us take on the assumptions made for the map f D fL;a as in Section 2.1.1, except
that for Proposition 3.1 we need not assume (H3)c;k holds. Observe, however, that the
hypothesis of Proposition 3.1, i.e., the existence of a sink of period k C 1 for f D fL;a,
is entirely compatible with (H3)c;k .

Proposition 3.1. For allL sufficiently large, depending only on  , we have the following.
Let k 2 N be arbitrary, and assume f D fL;a has the property that f kC1 Ox D Ox for some
Ox 2 C 0

 . Then, for any " 
1
49L

�.2kC1/, we have that the random composition f n! admits
a stationary measure � for which

(a) the support of �, Supp.�/, is contained in a 1
7L

�.kC1/-neighborhood of the orbit
Ox; f Ox; : : : ; f k Ox (in particular, Supp� ¨ S1);

(b) �1.�/ < 0.

Proof. We will show that there is a neighborhood U of Ox such that for a.e. sample ! 2�,

(i) f kC1
! .U / ⇢ U ;

(ii) j.f kC1
! /0.x/j < 1

2 for all x 2 U .
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By standard arguments, (i)–(ii) imply the existence of a stationary measure � with Lya-
punov exponent �.�/  �log 2=.k C 1/ < 0 supported in πf i!x W x 2 U; ! 2 �;

0  i  kº. At the end, we will estimate the size of this support.
Let � 2 .0; 1/ be a constant, to be taken sufficiently small below, and throughout

assume that "  �L�.2kC1/. Set U to be the closed neighborhood of Ox of radius rU D
p
�L�.kC1/. We estimate

sup
z2U

j.f i!/
0.z/j  kf 0

k
i�1
C0 � ."C

p
�L�.kC1// � kf 00

kC0  Li � 2
p
�L�.kC1/

 2
p
�Li�.kC1/;

having used the elementary bound jf!.z/j  jz C ! � Oxj � kf 00kC0  Ljz C ! � Oxj for
z near Ox. In particular, at i D k C 1 we have

j.f kC1
! /0jU j  2

p
� ; (4)

hence U maps to an interval f kC1
! .U / of length jf kC1

! .U /j  2
p
� � jU j D 4

p
� � rU .

Let us now estimate d. Ox; f kC1
! . Ox//. For simplicity, we pass to the lifts Qf , Qf! : write

Oxi D Qf i Ox, Oxi! D Qf i! Ox for 0  i  k C 1. To start,

j Ox1 � Ox1! j D j Qf . Ox/ � Qf . Ox C !0/j  " � sup
d.z; Ox/"

jf 0.z/j  "2L:

Next, for i > 0,

j OxiC1 � OxiC1! j D j Qf . Oxi / � Qf . Oxi! C !i /j  L."C j Oxi � Oxi! j/:

Collecting, we obtain

d. Ox; f kC1
! . Ox//  j Ox � OxkC1

! j  .LC L2 C � � � C Lk/"C LkC1"2

 2Lk"C LkC1"2  3�L�.kC1/;

here having assumed L > 2. We deduce

d. Ox; f kC1
! . Ox//  3

p
� � rU :

It is easy to check that the same bound d. Oxi ; f i!. Ox//  3
p
� � rU holds for any 0  i  k

as well.
To conclude, for (i) it suffices (see (4)) to take � 

1
16 . For (ii) we estimate as follows

for z 2 U :

d.f kC1
! .z/; Ox/  d. Ox; f kC1

! . Ox//C jf kC1
! .U /j  7

p
� � rU : (5)

We conclude that f kC1
! .U / ⇢ U almost surely as long as � 

1
49 .

Finally, to estimate the support of � it suffices to repeat estimate (5) with f i!.z/; z 2 U

replacing f kC1
! .z/. We conclude that � is supported in the 7p� � rU -neighborhood of the

periodic sink πf i Oxº0ik .
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3.2. Ergodicity

As already seen in the proofs of Lemma 2.1 and Proposition 3.1, the noise amplitude " is
amplified by the strong expansion L � 1 exhibited by f D fL;a. Each of these results
depended on the noise being small enough to control this amplification. Quite to the con-
trary, in Section 3.2 we will take advantage of this amplification to show that our process
.Xn/ explores all of phase space S1 with some positive probability. The amplification of
noise by expansion is a core motif in this paper, and one that we will return to in Sections
5–6.

Before proceeding to the proof of Theorem A, let us establish the setting and a brief
reduction. Throughout, we assume the setup for f D fL;a in Section 2.1.1, including
(H3)c;k .

Reductions. We first argue that without loss of generality, in the hypotheses of Theorem
A we may assume that ", k are such that the upper bound in (3) is satisfied, so that Lemma
2.1 applies. To justify this, consider the following alternative cases:

(a) L�.k�1/
 " < L�1; (b) L�1

 " < L�1=2; (c) " � L�1=2:

For (a), let k0 2 N be such thatL�k0

 " <L�.k0�1/. Clearly k0 <k, hence (H3)c;k implies
.H3/c;k0 , while " � L�k0

� L�.2k0C1/.1�ˇ/Cˇ . So, it makes no difference to replace k
with k0 and proceed as before. In case (b), we can replace k with 1 and proceed as before.
Finally, Theorem A in case (c) is a simple exercise left to the reader – see also [33, Theo-
rem 1], where ergodicity as in Theorem A is proved for " & L�1 for a very similar model
of multimodal circle maps.

In addition, on shrinking the parameter ˇ we will assume the slightly stronger hypoth-
esis

" � L�.2kC1/.1�ˇ/Cˇ

on the noise parameter ". In relation to Theorem A, this incurs no loss of generality.

Notation. Given an initial X0 2 S1, we write Xn D f n! .X0/ for the Markov chain eval-
uated at the sample ! 2 � (notation as in Section 1.1). We write PX0 for the law of
Xn conditioned on the value of X0 2 S1. Moreover, for n; m � 0, random variables
Z1; Z2; : : : ; ZmW� ! R, and X0 2 S1, we write

P n.X0; �jπZj ; 1  j  mº/ D PX0.Xn 2 �j�.Z1; : : : ; Zm//

for the law of Xn conditioned on �.Z1; Z2; : : : ; Zm/.
With the setup and reduction established, we now turn to the proof of Theorem A. We

break this up into two parts, Propositions 3.2 and 3.3 below.

Proposition 3.2. There exist N 2 N; c > 0 with the property that for any sample ! and
any X0 2 B

k
!0

, we have PN .X0; �jπ!i ; 0  i  N; i ¤ 1º/ � c Leb.�/.

What this means is that random trajectories initiated in B
k reach all of S1 with some

positive probability. Note that in Proposition 3.2, we randomize only in !1. One reason is
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that since X0 2 B
k
!0

, we have that X1; X2; : : : ; Xk experience a bound period of length
k, and so !1 is the only perturbation which experiences the full k steps of expansion
guaranteed by Lemma 2.1. Meanwhile, it is technically more convenient to work with one
perturbation !i at a time.

By Proposition 3.2, it suffices to check that almost every trajectory enters B
k after a

finite time. Define the stopping time

T WD minπi � 0 W Xi 2 B
k
!i

º:

Proposition 3.3. Assume the hypotheses of Theorem A. Then there exists yN 2 N such
that for any X0 2 S1, we have PX0.T  yN/ > 0.

Proof of Theorem A assuming Propositions 3.2, 3.3. Observe that ergodic measures �
(1) exist by a standard tightness argument and (2) automatically inherit absolute continu-
ity with respect to Lebesgue on S1 from the same property for our random perturbations
!i , i � 0. So, to conclude uniqueness, it suffices to check that for all X0 2 S1, PM .X0; �/
is supported on all of S1 (i.e., assigns positive mass to all open intervals) for some
M D M.X0/ 2 N. For more details, see, e.g., the characterization of ergodicity for sta-
tionary measures of random dynamical systems in [28, Lemma 2.4 on p. 19].

To complete the proof, fixX0 2 S1 and let n yN be such that PX0.T D n/ > 0. Then,
for any interval J ⇢ S1 with nonempty interior,

P nCN .X0; J / D E
�
PN .Xn; J jπ!iº0inCN;i¤nC1/

�

� E
�
�TDn � PN .Xn; J jπ!iº0inCN;i¤nC1/

�
� E

�
�TDn � c Leb.I /

�
D c � PX0.T D n/ � Leb.I / > 0:

Here, EX0 refers to the expectation conditioned on the value of X0.
This completes the proof. It remains to check Propositions 3.2, 3.3.

In the remainder of Section 3, we prove Propositions 3.3, 3.2, in that order. With the
above setup assumed, we hereafter fix " 2 ŒL�.2kC1/.1�ˇ/Cˇ ; L� maxπk�1; 12 ºç.

3.2.1. Constructions and a preliminary lemma. Define R to be the partition of S1 into
the connected components of the sets G ,  D B

0;B1; : : : ;Bk . For ! 2 Œ�"; "ç, let R!

denote the partition into atoms of the form ˛ � !, ˛ 2 R. Extending by periodicity, we
regard R, R! as partitions on R as well. Given an interval J ⇢ R, let us write RjJ D

π˛ \ J W ˛ 2 Rº. For ! 2 Œ�"; "ç, the partition R! jJ of J is defined analogously.

Lemma 3.4. Assume NJ ⇢ R is an interval with j NJ j < L�ˇ . Let J be the longest atom of
Rj NJ . Then jJ j � j NJ j, where  D minπ

1
5 ; K

�1
1 º.

Proof. Some notation for this proof: given Ox 2 π Qf 0 D 0º ⇢ R and 0  l  k, define
B
l;C. Ox/ to be the connected component of B

l to the immediate right of Ox, and B
l;�. Ox/

to be the connected component to the immediate left. Let us write B. Ox/ for the component
of B containing Ox.
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If Rj NJ has only one or two atoms of positive length, then jJ j �
1
5 j NJ j holds trivially.

Hereafter we assume Rj NJ consists of three or more atoms of positive length. In particular,
NJ contains a connected component of B

l for some 0  l  k, since j NJ j < L�ˇ was
assumed. Let Ox 2 π Qf 0 D 0º be the nearest critical point to NJ .

Define
l1 D min

®
0  l  k W NJ contains a component of B

l
¯
:

There are two cases: (i) J ⇢ B
l1 , in which case J D B

l1;˙. Ox/ for some choice of ˙, or
(ii) J \ B

l1 D ;.
For case (i), assume first that l1 D 0. Without loss of generality, we assume J D

B
0;C. Ox/. Note that NJ \ G consists of at most two components, hence j NJ \ G j  2jJ j,

while NJ \ B has one component, hence j NJ \ Bj  2K�1
1 L�

1
2�ˇ  2L�

1
2 jJ j. Finally,

NJ \  has at most two components, and so j NJ \  j  2jJ j. In total,

j NJ j  j NJ \ G j C j NJ \  j C j NJ \ Bj  .4C 2L�
1
2 /jJ j  5jJ j:

Assuming now that l1 > 0, without loss of generality we have J D B
l1;C. Ox/. More-

over, NJ ⇢
Sk
iDl1�1B

l ; otherwise, NJ would contain an intact component of B
l1�1, a

contradiction. As before, NJ \ B
l1�1 has at most two components, each of length  jJ j,

while NJ \
Sk
l1C1B

l has at most one component of length

 2K�1
1 L�

l1C1
2 �ˇ

 2L�
1
2 jJ j ⌧ jJ j;

unless l1 D k, in which case we can ignore this contribution. As before, we conclude
j NJ j  3jJ j.

For case (ii), if l1 D 0, then J ⇢ G . Note NJ does contain some atom B
0;˙. Ox/, hence

jJ j � K�1
1 L�ˇ > K�1

1 j NJ j, having assumed in Lemma 3.4 that j NJ j < L�ˇ .
If l1 > 0, then likewise it is not hard to show that J ⇢ B

l1�1. As before, NJ contains
some B

l1;˙. Ox/ and so jJ j � K�1
1 L�

l1
2 �ˇ holds. One now repeats the same arguments as

for case (i), l1 > 0.

3.2.2. Proof of Proposition 3.3. To prove Proposition 3.3, we introduce the random
interval process .Ji /i�0 of subintervals of R, defined as follows. Fix X0 2 S1. To start,
J0 WD X0 C Œ�"; "ç, regarded as an interval in R. We set NJ1 WD Qf .J0/ and define J1 to be
the longest atom of R!1 jJ1 ; if more than one atom has maximal length, then select J1 to
be the rightmost one. Inductively, given J0; : : : ; Ji , define NJiC1 WD Qf!i .Ji / and JiC1 to
be the longest atom of R!iC1 j NJiC1

, with the same rule if there is a tie for the longest atom.
We terminate the process .Ji /i at the stopping time � WD minπ�1; �2º, where

�1 WD min
®
i W j NJi j > L

�ˇ
¯
; �2 WD min

®
i W Ji ⇢ B

k
!i

¯
:

Lemma 3.5. There exists yN D yN.k; ˇ/ 2 N for which PX0.�  yN � 1/ > 0 holds.

Proof of Proposition 3.3 assuming Lemma 3.5. Observe that for each i � 0,

NJi ⇢ Qf n�1
✓! ı Qf .N".X0//;
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hence the projection NJi .mod 1/ of NJi to S1 is a subset of the support of the measure
PX0.Xi 2 �jπ!iºi¤0/.

On the event � D �1 D m for some m � 0, it is not hard to see that j Qf!m. NJm/j � 1

(see Section 2), hence on the event π� D �1º we have T  �1 C 1. Meanwhile, T  �2
holds unconditionally (note zXm 2 B

k
!m

iff Xm 2 B
k
!m

), hence

T  � C 1

holds almost surely.
To complete the proof of Proposition 3.3, it remains to prove Lemma 3.5.

Proof of Lemma 3.5. We will show that conditioned on π�2 > yN º, we have �1  yN .
Define t1 D minπt W Jt ⇢ B!t º and let p1 2 π1; : : : ; k � 1º be such that Jt1 ⇢ B

p1
!t1

.
Inductively, for j > 1 set

tj D minπt > tj�1 W Jt ⇢ B!t º

and let pj be such that Jtj ⇢ B
pj
!tj

. We let q � 0 be such that tq  yN < tqC1 (note q D 0

is allowed).
At time tj , the interval process Jtj is said to initiate a bound period of length pj ;

that is, JtjC1; : : : ; JtjCpj shadow some postcritical orbit in the sense of Lemma 2.1. In
particular, tj C pj C 1  tjC1 for all j . For tj C pj C 1  t  tjC1, we say that the
interval Jt is free.

When t is free, expansion on G [  (see Section 2) and Lemma 3.4 imply

jJtC1j � j NJtC1j � L
1
2�ˇ

jJt j; (6)

while along bound periods (having conditioned on π�2 > yN º, it follows that pj < k for
all j  q) we have

JtjCpjC1 � j NJtjCpjC1j � L.
1
2�ˇ/.pjC1/

jJtj j (7)

since, by Lemma 2.1, we have NJtjCpjC1 D Qf
pjC1

✓
tj !

Jtj (i.e., no cutting can occur during a
bound period). We obtain that when Jt is free, we have

j NJt j �
�
L

1
2�ˇ

�t
� 2" � Lt.

1
2�2ˇ/

� 2"

when L is sufficiently large. Since, for any t , the interval Jt 0 is free for at least one t 0 2

πt; : : : ; t C kº, and " � L�.2kC1/.1�ˇ/Cˇ was assumed, it follows that �1  yN , where
yN D yN.k; ˇ/ depends on k, ˇ alone.

3.2.3. Proof of Proposition 3.2. Assume X0 2 B
k
!0

. We form what is essentially the
same interval process as before, starting now with the interval

J1 WD X1 C Œ�"; "ç;
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again regarded as a subset of R, and taking NJ2 WD Qf .J1/, and J2 2 Rj NJ2
the longest atom.

The intervals J3; J4; : : : are defined the same as before.
As in the proof of Lemma 3.5, no cutting occurs during the initial bound period of

length k, hence NJkC1 D Qf k�1
✓2!

ı Qf .N".X1//. By Lemmas 2.1 and 3.4, this implies

jJkC1j � j NJkC1j � L�.kC1/.1�ˇ/Cˇ=2;

perhaps taking L sufficiently large (independently of k).
With t1 D 0, p1 D k and tj ; pj , j � 2 defined as in the proof of Lemma 3.5, note that

if pj < k then (7) holds, while if t is free we have that (6) holds. It remains to check that
some interval growth occurs when pj D k; we do so below.

Lemma 3.6. Assume L is sufficiently large, depending on ˇ. Let J ⇢ B
k
!0

be an inter-
val for which jJ j � L�.kC1/.1�ˇ/C� for some constant � > ˇ=2. Then j Qf kC1

! .J /j �

L�.kC1/.1�ˇ/C 3
2 � .

Proof. It suffices to estimate the length of Qf!0.J /. For this, let us subdivide J D JC [J�,
where JC is to the right of the critical point and J� to the left. Without loss of generality,
let JC be the longer of the two intervals, so jJCj �

1
2 jJ j holds.

Writing JC D Œ Ox � !0; Ox � !0 C bCç, bC > 0 (noting bC �
1
2 jJ j), we have

.⇤/ D j Qf!0.J
C/j D

Z OxCbC

Ox

j Qf 0.x/j dx � K1

Z bC

0

x dx D
1

2
K1.b

C/2 �
1

8
K1jJ j

2:

Plugging in the lower bound for jJ j gives

.⇤/ �
1

8
K1L

�2.kC1/.1�ˇ/C2�
� L�2.kC1/.1�ˇ/C 3

2 � :

From here, using Lemma 2.1 we estimate

j Qf kC1
! .J /j � j Qf kC1

! .JC/j � L�.kC1/.1�ˇ/C 3
2 � :

Proposition 3.2 now follows from a similar argument to that for Lemma 3.5, where
N D N.k; ˇ/ 2 N and the constant c > 0 depends on N as well as L. Details are left to
the reader.

4. Itineraries and distortion

For the remainder of the paper we turn our attention to the proof of Theorem B. In essence,
this proof will be an elaboration on the idea, used heavily in Section 3.2, that the predom-
inant expansion of f D fL;a has the effect of amplifying the noise ". On the other hand,
in Section 3.2 and the proof of ergodicity as in Theorem A, we were able to avoid exerting
any precise control on the densities of the conditional laws P n.X0; �jπ!i ; i ¤ 0º/. For
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our purposes in Section 6, however, we will need some control on these densities, which
amounts to controlling distortion of the random compositions f n! .

Our objective in Section 4, then, is to establish some control on the distortion of f n! . As
is typical of systems exhibiting nonuniform expansion, distortion of f n! for some n� 1 can
only be controlled along sufficiently small intervals J ⇢ S1 (see, e.g., [48]). Establishing
just how small these intervals need to be is a crucial component of our argument.

In Section 4.1 we formulate itineraries for the random dynamics of f n! , a form of
symbolic dynamics for the trajectories of f n! with the property (checked in Section 4.2)
that the distortion of f n! can be controlled along subintervals with the same itinerary
(symbolic sequence) out to time n � 1.

The preceding paragraphs apply equally well to deterministic as well as random com-
positions of interval maps – indeed, the assignment of itineraries to control distortion is
an old idea (see the references in [48] for more information). Something to keep in mind,
however, is that since condition (H3)c;k only guarantees bound periods up to length k, we
lose control of the dynamics of f n! upon the first visit to the “worst possible” neighbor-
hood B

k of πf 0 D 0º. Thus the itinerary subdivision procedure and resulting distortion
estimates we obtain below are only valid up until this first visit to B

k . This issue will be
addressed in Section 5.

4.1. Itineraries

Throughout, in addition to the preparations in Section 2.1.1, we assume the parameter "
satisfies the upper bound (3), so that Lemma 2.1 holds. No lower bound on " is assumed.

(A) Partition construction. To start, we define the partition P of S1 as follows. Recall
the notation B

0 D  .

• P jG is the partition of G into connected components.

• To define P jBl , 0  l < k, start by cutting B
l into connected components. For each

such component J , P jJ is defined as any partition of J into intervals of length

2 Œ.l C 1/�2L�
lC3
2 �ˇ ; 2.l C 1/�2L�

lC3
2 �ˇ ç:

• P jBk is the partition of B
k into connected components.

We write P! for the partition of S1 with atoms of the form C � !, C 2 P . Abusing
notation somewhat, we regard P , P! as partitions of R, extended by periodicity.

Definition 4.1. For a bounded, connected interval I ⇢ S1 (or ⇢ R) which is not a single-
ton, we define the partition P!.I / of I as follows. To start, form P! jI D πJ \ I W J 2 P! ;

J \ I ¤ ;º, and write J1; J1; : : : ; JN for the nonsingleton atoms of this partition in
increasing order from left to right (note that N D 1 is possible).

• If N D 1; 2 or 3, then set P!.I / WD πI º.

• If N � 4, then set P!.I / D πJ1 [ J2; J3; J4; : : : ; JN�2; JN�1 [ JN º.
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We define the bound period p.I / of an interval I as follows. First, pWS1 ! π0; : : : ; kº

(or R ! π0; : : : ; kº) is defined by setting pjBp WD p for all 1  p  k, and pj [G D 0.
Next, for an interval I ⇢ S1 or R, we define

p.I / D max
x2I

p.x/:

For ! 2 Œ�"; "ç, we define p!.�/ D p.� � !/.

Remark 4.2. For an atom C 2 P or P! , write CC for the union of C with its two
adjacent atoms. Observe that for any interval I , we have that each atom J 2 P!.I / is
contained in CC for some C 2 P!.I /. By this line of reasoning, for any J 2 P!.I / with
p D p.J / 2 π1; : : : ; k � 1º, we have the estimate

jJ j  6p�2L�
pC2
2 �ˇ :

Similarly, if J 2 P!.I /, J \ B
k
! ¤ ; (i.e., p.J /D k) then jJ j  3maxπ1;K�1

1 ºL�
k
2�ˇ .

For a lower bound, if in the above setting we have that there are at least two distinct
atoms in P!.I /, then any atom J 2 P!.I / with p D p!.J / > 0 must contain an atom
C 2 P! jBp . Thus

jJ j � .p C 1/�2L�
pC3
2 �ˇ :

Remark 4.3. Fix a sample ! 2 � and let J be a connected interval contained in CC for
some C 2 P!0 . If p WD p!0.J / > 0, then

Qf i!.J / ⇢ G for all 1  i  p;

even though J is not necessarily a subset of B
p
!0 . This is because P jBp�1 -atoms are small

enough so that J ⇢ B.�pCˇ
2 / must hold, Lemma 2.1 implies that f i!.B.�

pCˇ
2 // ⇢ G

for all 1  i  p and all samples !. Note, in particular, that Qf i!.J / meets at most one
component of G for each 1  i  p, hence P!i .

Qf i!.J // D π Qf i!.J /º.

(B) Time-n itineraries for an interval I ⇢ S 1
. Let I ⇢ S1 be an interval (which we

regard as a subset of R) and fix a sample ! 2�. For each time i � 1, we define a partition
Qi D Qi .I I .!0; : : : ; !i // of I , the atoms of which correspond to points in I with the
same itinerary for the map Qf iC1! .

The definition is inductive. To start, we define Q0DP!0.I /. Assuming Q0;Q1; : : : ;Qi

have been constructed, for each Ci 2 Qi we define QiC1 � Qi as follows:2

QiC1jC D . Qf iC1! /�1
�
P!iC1.

Qf iC1! .Ci //
�
:

In what follows, we will only attempt to keep track of itineraries until a first “near
visit” to the set B

k . Precisely, we define a “terminating” stopping time ⌧ D ⌧ ŒI çWI ⇥�!

Z�0 [ π1º as
⌧.x; !/ D min

®
i � 0 W f i!.Ci .x// \ B

k
!i

¤ ;
¯
:

2 Here, for two partitions ⇣, ⇠ , we write ⇣  ⇠ if each atom of ⇣ is a union of ⇠-atoms.
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Here, Ci .x/ denotes the Qi -atom containing x. Notice that ⌧ is adapted to .Qi /i , i.e.,
π⌧ > iº is a union of Qi -atoms for each i � 0. In particular, π⌧ > iº depends only on
!0; : : : ; !i .

(C) Bound and free periods of an itinerary. Fix n� 1 and Cn 2 Qn such that ⌧ jCn � n.
For each i < n, let Ci 2 Qi denote the atom containing Cn. For 1  i  n, we write
Ii D Qf i!.Ci /.

Define
t1 D minπnº [

®
i � 0 W Ii \ B!i ¤ ;

¯
;

tj D minπnº [
®
i > tj�1 W Ii \ B!i ¤ ;

¯
for j � 2;

(8)

and let q � 0 be the index for which tqC1 D n. For 1  j  q, define

pj D p!tj .Itj /: (9)

At time tj ; 1  j  q, the itinerary Cn initiates a bound period of length pj (Remark 4.3);
in particular, tj C pj < tjC1 for all 1  j < q. We say that Cn is bound at time t if
t 2 Œtj C 1; tj C pj ç for some 1  j < q and that Cn is free at time t if it is not bound at
time t .

By Remark 4.3 and the fact that ⌧ jCn � n, we have the following.

Lemma 4.4. Let 1  i  n and assume Cn 2 Qn is such that ⌧ jCn � n.

(a) If Cn is free at time i , then

j.f i!/
0
jCn j � Li.

1
2�ˇ/:

(b) If Cn is bound at time i , i.e., i 2 Œtj C 1; tj C pj ç for some 1  j  q, then

j.f i!/
0
jCn j � Ltj .

1
2�ˇ/C.1�ˇ/.i�.tjC1//�

pj �1

2 �ˇ :

In this case, Ctj DCtjC1 D � � � DCtjCpj DCi and Cn is free at time tj Cpj C 1.
Note that CtjCpjC1 ¨ Ci is possible.

4.2. Distortion estimates

Let I ⇢ S1 be a connected interval, ! 2 � a sample. Assume that the partitions .Qi /i�0,
Qi D Qi .I I .!0; : : : ; !i // and the stopping time ⌧ D ⌧ ŒI ç have been constructed as in
Section 4.1. Here we prove a time-n distortion estimate for trajectories with the same
time-n itineraries, i.e., belonging to the same Qn-atom.

Our approach to distortion estimates is inspired from the treatment in [48], which in
turn is a version of estimates first appearing in [4, 5].

Proposition 4.5. For all L sufficiently large, the following holds. Let n � 1. Assume Cn 2

Qn is free at time n and ⌧ jCn � n. Let x; x0 2 Cn. Then

. Qf n! /
0.x/

. Qf n! /
0.x0/

 eK2L
�
1
2 C4k 00kC0L

2ˇ j Qf n! x� Qf n! x
0j:
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We start with a preliminary lemma.

Lemma 4.6. Let L be sufficiently large, and let ⌘ 2 Œ�3
4 ; 0ç. Let y; y0 2 S1, i � 1, and

define J to be the interval between y, y0. If f j! .J / ⇢ B.⌘/c for all 0  j < i , then

ˇ̌
ˇ̌log

.f i!/
0.y/

.f i!/
0.y0/

ˇ̌
ˇ̌  2k 00

kC0L
�1�2⌘

j Qf i!.y/ � Qf i!.y
0/j:

Proof. Define yj D Qf
j
! y; y

0
j D Qf

j
! y

0. We estimate

.⇤/ WD

ˇ̌
ˇ̌log

.f i!/
0.y/

.f i!/
0.y0/

ˇ̌
ˇ̌ 

i�1X
jD0

ˇ̌
ˇ̌log

.f!jC1/
0.yj /

.f!jC1/
0.y0
j /

ˇ̌
ˇ̌



i�1X
jD0

Lk 00kC0

L1C⌘
jyj � y0

j j D k 00
kC0L

�⌘
i�1X
jD0

jyj � y0
j j:

We bound jyj � y0
j j  L�.1C⌘/.i�j /jyi � y0

i j, hence

.⇤/  k 00
kC0L

�⌘

 
i�1X
jD0

L�.1C⌘/.i�j /

!
jyi � y0

i j  2k 00
kC0L

�1�2⌘
jyi � y0

i j:

In view of (1), observe that the above estimates can be written in the following alternative
form: writing Jj for the interval between yj , y0

j , we have

i�1X
jD0

jJj j

d.Jj ; C
0
 � !j /

 2k 00
kC0L

�1�2⌘
jJi j:

Proof of Proposition 4.5. Below, we write C to refer to a generic positive constant; the
value of C may change from line to line, but always depends only on the function  .

With n � 1 and Cn 2 Qn fixed and free at time n, we adopt the notation of Sec-
tion 4.1 (C). Write xi D Qf i!.x/, x

0
i D Qf i!.x

0/. By hypothesis, x, x0 belong to the same Qi

atom Ci for all 0  i  n.
We decompose ˇ̌

ˇ̌log
. Qf n! /

0.x/

. Qf n! /
0.x0/

ˇ̌
ˇ̌ 

n�1X
iD0

ˇ̌
ˇ̌log

Qf!0
i
.xi /

Qf!0
i
.x0
i /

ˇ̌
ˇ̌:

Using (1), each summand is bounded by

ˇ̌
ˇ̌log

Qf 0
!i
.xi /

Qf 0
!i
.x0
i /

ˇ̌
ˇ̌  C

jJi j

d.Ji ; C
0
 � !i /

;

where Ji is the interval from xi C !i to x0
i C !i .
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With tj , pj as in (8), (9), we decompose the time interval from 0 to n into the succes-
sion of free and bound periods experienced by the atom Cn 2 Qn containing x, x0:

0  t1 < t1 C p1 < t2 < t2 C p2 < � � � < tq < tq C pq < tqC1 WD n:

We assume going forward that q � 1, i.e., Cn experiences at least one bound period. If
q D 0, then Proposition 4.5 follows easily from Lemma 4.6 applied to ⌘D �

1
2 � ˇ; details

are left to the reader.
We now decompose

Pn�1
iD0 as follows:

n�1X
iD0

jJi j

d.Ji ; C
0
 � !i /

D

t1�1X
iD0

C

qX
jD1

 tjCpjX
iDtj

C

tjC1�1X
iDtjCpjC1

!
DW D0

0 C

qX
jD1

.Dj CD0
j /:

Above, a summand of the form
Pm�1
m ,m 2 N is regarded as empty and the corresponding

summation is defined to be 0 (as may happen for some of the D0
j terms). The Dj , D0

j are
estimated separately below.

Before proceeding, observe now that jJtjCpjC1j � L.pjC1/. 12�ˇ/jJtj j and jJtC1j �

L
1
2�ˇ jJt j for all t such that Ct , CtC1 are free. In particular,

jJtjC1 j � L.tjC1�tj /.
1
2�ˇ/

jJti j (10)

for all 1  i  q.

Bounding
Pq
jD1Dj . Let 1  j  q.

Claim 4.7. We claim that
tjCpjX
iDtjC1

jJi j

dist.Ji ; C 0
 � !i /

 CL2ˇ
jJtj j

d.Jtj ; C
0
 � !tj /

:

Assuming the claim, we now bound
Pq
jD1Dj . For 1  p < k, let Kp D π1  j  q W

pj Dpº. Let j ⇤
p D maxKp , and observe that jJtj j  jJtj⇤

p
j �L

�.tj⇤
p

�tj /.
1
2�ˇ/ for all j 2 Kp

by (10). Thus,

X
j2Kp

Dj  CL2ˇ
X
j2Kp

jJtj j

dist.Jtj ; C 0
 � !tj /


CL2ˇ

1 � L�. 12�ˇ/
�

jJtj⇤
p

j

1
2K

�1
1 L�

pC1
2 �ˇ

 CL2ˇ
jJtj⇤

p
j

L�
pC1
2 �ˇ

:

Here we are using that dist.Jtj ; C 0
 � !tj / �

1
2K

�1
1 L�

pC1
2 �ˇ for all j 2 Kp . By Remark

4.2, we have jJtj⇤
p

j  6p�2L�
pC2
2 �ˇ . So,

X
j2Kp

Dj  CL2ˇ
p�2L�

pC2
2 �ˇ

L�
pC1
2 �ˇ

 Cp�2L�
1
2C2ˇ ;
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hence
qX

jD1

Dj D

k�1X
pD1

X
j2Kp

Dj 

k�1X
pD1

Cp�2L�
1
2C2ˇ

 CL�
1
2C2ˇ :

Proof of Claim. Assume Itj meets the component of B!tj
near Oxtj 2 C 0

 � !tj ; write

Oxi D Qf
i�tj

✓
tj !
. Oxtj / for i > tj . Assume, without loss, that

jx0
tj

� Oxtj j  jxtj � Oxtj jI (11)

in the alternative case, exchange the roles of xi , x0
i in what follows.

For tj < i  tj C pj , we have

jJi j

dist.Ji ; C 0
 � !i /

D
jxi � x0

i j

jxi � Oxi j
�

jxi � Oxi j

dist.Ji ; C 0
 � !i /

:

By Lemmas 2.1 and 4.6, we have that the first right-hand factor is

 2
jxtjC1 � x0

tjC1j

jxtjC1 � OxtjC1j
: (12)

The numerator of (12) coincides with jf 0
!tj
.⇣/j � jxtj � x0

tj
j for some ⇣ 2 Jtj . Moreover,

jf 0
!tj
.⇣/j D jf 00

!tj
.⇣0/j � j⇣ � Oxtj j  Lk 00

kC0 j⇣ � Oxtj j

for some ⇣0 between ⇣ and Oxtj . By (11) we have j⇣ � Oxtj j  jxtj � Oxtj j, and so conclude
that the numerator of (12) is  Lk 00kC0 � jxtj � Oxtj j � jJtj j.

For the denominator of (12), we have

jxtjC1 � OxtjC1j D
1

2
jf 00
!tj
.⇣00/j � jxtj � Oxj

2

for some ⇣00 between xtj and Ox. For L sufficiently large and all " satisfying (3), we have
that minz2N".B/ j 00.z/j �

1
2 minπj 00. Oz/j W Oz 2 C 0

 º DW c1 from (H1), (H2). We have
therefore that the denominator of (12) is �

1
2c1Ljxtj � Oxtj j

2.
Collecting,

jJi j

dist.Ji ; C 0
 � !i /

 C
jJtj j

dist.Jtj ; C 0
 � !tj /

�
jxi � Oxi j

dist.Ji ; C 0
 � !i /

;

since jxtj � Oxtj j
�1  d.Jtj ; C

0
 � !tj /

�1 by assumption, and so

tjCpjX
iDtjC1

jJi j

d.Ji ; C
0
 � !i /

 C
jJtj j

dist.Jtj ; C 0
 � !tj /

 tjCpjX
iDtjC1

jxi � Oxi j

dist.Ji ; C 0
 � !i /

!
:

By Lemma 4.6 applied to ⌘ D �ˇ, the parenthetical sum is bounded  CL�1C2ˇ⇥

jxtjCpjC1 � OxtjCpjC1j. Since jxtjCpj � OxtjCpj j  L�ˇ=2 ⌧ 1 (see the proof of Lemma
2.1), we bound jxtjCpjC1 � OxtjCpjC1j  CL, hence the parenthetical sum is  CL2ˇ .
This completes the proof.
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Bounding
Pq
jD0 D

0
j . For each 1  j < q, we have from Lemma 4.6 applied to ⌘ D

�
1
2 � ˇ that

D0
j  L1�2.� 1

2�ˇ/
jJtjC1 j D CL2ˇ jJtjC1 j:

Similarly, we estimate D0
0  CL2ˇ jJt1 j. Since jJtj j  L�.n�tj /.

1
2�ˇ/jJnj for all 1 

j  q by (10), we conclude
Pq
iD0D

0
j  CL2ˇ jJnj. The proof of Proposition 4.5 is now

complete.

5. Selective averaging process

We aim to get more refined control on the conditional laws P n.X0; �jπ!i ; i ¤ 0º/, n � 0.
Towards this end, the itinerary subdivision procedure in Section 4 applied to I D X0 C

Œ�"; "ç can be used to control the density of P n.X0; �jπ!i ; i ¤ 0º;X0 C!0 2 Cn/ for some
Cn 2 Qn, i.e., conditioning on X0 C !0 belonging to a single subdivision Cn of Qn. This
is only valid, however, up until the first “near visit” to B

k , the closest neighborhood to the
critical set πf 0 D 0º. Afterwards, the material in Section 4 is no longer valid and we lose
control over distortion, hence over the conditioned law P n.X0; �jπ!i ; i ¤ 0º/.

A rough idea of how to proceed is as follows: visits to B
k “spoil” the random param-

eter !0, and so if Xm comes too close to B
k for some m � 0, we will “freeze” !0

(essentially, treat as deterministic) and “smear” (average) in the perturbation !mC1, i.e.,
for n � m, work with the conditional law P n.X0; �jπ!i ; i ¤ mC 1º/.

Let us make all this more precise. Fix X0 2 S1 and define the Markov chain . zXn/ on
R by zXn D Qf n! .X0/D Qf!n�1. zXn�1/. We will obtain in this section an increasing filtration
.Hn/n�0, Hn ⇢ Fn WD �.!0; !1; : : : ; !n/ (depending also on X0), designed so that the
conditional measures

⌫n.�/ WD P . zXn 2 �jHn/

have the following desirable properties:

(i) the measures ⌫n are absolutely continuous;

(ii) ⇢n WD
d⌫n
dLeb is more or less constant on the interval of support In WD supp ⌫n;

(iii) the intervals In D supp.⌫n/ are, for large n, rather long with high probability.

In this section we focus on the construction of Hn, In, ⌫n as above; property (ii)
will fall out as a natural consequence of our construction and the distortion estimate in
Proposition 4.5.

The plan is as follows: first, in Section 5.1 we will describe an algorithm constructing
the supporting intervals In as above, in a way completely parallel to the itinerary con-
struction given in Section 4.1. From this construction, it will be clear when “smearing”
in a new !i is necessary: this decision is made according to a sequence ⌧1 < ⌧2 < � � � of
stopping times roughly related to the first arrival to the neighborhood B

k (closely related
to the stopping time ⌧ as in Section 4.1). In Section 5.2 we will construct the filtration
.Hn/ and then describe the resulting conditional measures ⌫n in Section 5.3.
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In addition to the preparations in Section 2.1.1, we assume the parameter " satisfies
(3), so that Lemma 2.1 holds. No lower bound on " is assumed.

5.1. The supporting intervals In

We define here an interval3-valued stochastic process .In/n�1 for which In ⇢ R is Fn-
measurable for all n.

Embed X0 DW zX0 2 R via the identification S1 ä Œ0; 1/. Throughout, the dependence
of the In on the sample ! D .!i /i�0 2 � is implicit (keeping in mind that In depends on
!i , 0  i  n).

Base cases. We set I0 D zX0 C Œ�"; "ç. To determine I1, there are two cases:

• If I0 \ B
k
!0

¤ ;, then define I1 D zX1 C Œ�"; "ç.

• Otherwise, form P!1.
Qf .I0// and let I1 be the atom containing zX1.

Note that since " > 0 is assumed to satisfy (3), we have automatically that P .I0/ consists
of a single atom.

Inductive step . Assume the intervals I0; I1; : : : ; In have been constructed, with n � 1.

(a) If In \ B
k
!n

D ;; In�1 \ B
k
!n�1

D ;, then form P!nC1.
Qf!n.In// and define InC1

to be the atom containing zXnC1.

(b) If In \ B
k
!n

¤ ;, then define InC1 D zXnC1 C Œ�"; "ç. Form P!nC2.
Qf .InC1// and

let InC2 be the atom containing zXnC2.

From Lemma 2.1 and Remark 4.3, it is simple to check that cases (a)–(b) are exhaustive
and mutually exclusive. Note in case (b) that InC1 ⇢ G!nC1 holds (Lemma 2.1 and (3)).

Definition 5.1. We define a sequence of .Fn/-adapted stopping times 0DW ⌧0 < ⌧1 < ⌧2 <

� � � as follows: for i > 0, set

⌧i D min
®
m > ⌧i�1 W Im \ B

k
!m

¤ ;
¯
:

Observe that case (b) above is observed iff n D ⌧i for some i .
As formulated below, between “near visits” to B

k (i.e., the times ⌧1; ⌧2; : : :), the pro-
cedure defining the .In/ process is completely parallel to the itinerary construction in
Section 4.1. The proof is straightforward and left to the reader.

Lemma 5.2. Fix i � 0 and 0  m < n.

(a) On the event Si;m;n D π⌧i D m; ⌧iC1 � nº, we have that the random interval In
is given as

In D Qf n�m�2
✓mC2! ı Qf . yC/;

where yC is the atom of Qn�m�1.ImC1I .0; !mC2; : : : ; !n// containing zXmC1 C

!mC1 (recall ImC1 D zXmC1 C Œ�"; "ç).

3For our purposes, an interval is a bounded, connected subset of R, with either open or closed end-
points. Since we care only about P -typical trajectories, we need not specify what to do with endpoints.
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(b) On the event π⌧i D mº, we have ImC1 D zXmC1 C Œ�"; "ç and

⌧iC1 D mC ⌧ ŒImC1ç. zXmC1 C !mC1; y!/;

where ⌧ ŒImC1ç is the stopping time as defined in Section 4.1 with y! D .0; !mC2;

!mC3; : : :/.

5.2. Filtration .Hn/

We now construct Hn D �.An/, where the measurable partition An on� is defined below.
Each An will consist of Fn-measurable atoms, and so will be treated here as a partition
on the first nC 1 coordinates .!0; : : : ; !n/ 2 Œ�"; "çnC1.

To start, we set A0 D πŒ�"; "çº to be the trivial partition, and hereafter assume n � 1.
Continuing, for each i � 0 and 0  m < n, the event Si;m;n (notation as in Lemma

5.2) can be treated as a subset of Œ�"; "çnC1 since each ⌧i is a stopping time with respect
to Fn D �.!0; : : : ; !n/ (i.e., we have π⌧i > nº 2 Fn for all i , n). Define as well the events
Si;n D π⌧i D n � 1º, and observe that the collection

Pn D
®
Si;n W i � 1

¯
[
®
Si;m;n W i � 1; 0  m < n

¯

is a partition of Œ�"; "çnC1. We define An � Pn on each Pn-atom separately.

• For each set of the form Si;m;n 2 Pn, i � 0, 0  m < n, we define AnjSi;m;n to consist
of atoms of the form

π!0º ⇥ π!1º ⇥ � � � ⇥ π!mº ⇥ J ⇥ π!mC2º ⇥ � � � ⇥ π!nº;

as J ranges over the atoms of Qn�mC1.ImC1I .0; !mC2; : : : ; !n//. Here we identify
Œ�"; "ç with ImC1 D zXmC1 C Œ�"; "ç in the obvious way.

• On each set Si;n 2 Pn; i � 1, we define AjSi;n to consist of atoms of the form

π!0º ⇥ π!1º ⇥ � � � ⇥ π!n�1º ⇥ Œ�"; "ç:

With An completely described, the construction of Hn WD �.An/ is complete. It is
not hard to check that Hn is a filtration, i.e., Hn � Hn�1: to do this, one verifies that the
partition sequence An is increasing by inspecting each Bn-atom separately.

The following is a straightforward consequence of Lemma 5.2.

Lemma 5.3. For each n � 1, the random interval In is Hn-measurable. Moreover, the
measure ⌫n.�/ D P . zXn 2 �jHn/ satisfies supp.⌫n/ D In.

5.3. The conditional measures ⌫n

Let us first describe more transparently what the conditional measures ⌫n.�/ D P . zXn 2

�jHn/ actually are. To start, for ! 2 Si;n, i � 0, n � 1, we have that ⌫n D ı zXn
⇤ ⌫" is the

uniform distribution on In D zXn C Œ�"; "ç. The following characterizes ⌫n on the event
Si;m;n; i � 0, 0  m < n.



Positive Lyapunov exponents for predominantly expanding maps 445

Lemma 5.4. Let i � 0, 0  m < n and condition on the event Si;m;n D π⌧i D m;

⌧iC1 � nº. Define yFm;nW Œ�"; "ç ! R to be the map sending ! 7! zXn D Qf!n�1 ı � � � ı

Qf!mC2 ı Qf!. zXmC1/.
Let J 2 Qn�m�1. zXmC1I .0;!mC2; : : : ; !n// (regarded as a partition of Œ�"; "ç) be the

atom containing !mC1. Then yFm;nWJ ! In is a diffeomorphism, and

⌫n D
1

⌫".J /
. yFm;n/⇤.⌫

"
jJ /: (13)

The proof is a case-by-case verification of the above formula and is left to the reader.
Recall that J ⇢ Œ�"; "ç appearing in (13) has the property that points in zXmC1 C J

have the same itinerary under Qf n�m�1
✓mC2!

ı Qf . In that notation, we have that the density
⇢n D

d⌫n
dLeb at a point x 2 In is, up to a constant scalar, given by

. yFm;n/
0.!/ D .f n�m�1

✓mC2! ı f /0. zXmC1 C !/;

where ! 2 Œ�"; "ç is such that x D yFm;n.!/. In view of Proposition 4.5 and Lemma 5.2,
then, we obtain a distortion estimate for the density ⇢n D

d⌫n
dLeb .

Corollary 5.5. Let n � 1 be such that In is free. Then, for all x; x0 2 In, we have the
estimate

⇢n.x/

⇢n.x0/
 exp.K2L�1=2

C 4k 00
kC0L

2ˇ
jx � x0

j/: (14)

6. Lyapunov exponents

Finally, we come to the estimation of Lyapunov exponents in Theorem B. Throughout,
we assume the setup of Section 2.1.1 and that " � L�.2kC1/.1�ˇ/C˛ for some ˛ � 0. By
Theorem A, it follows that there is a unique ergodic stationary measure� supported on S1.

By (a version of) the Birkhoff ergodic theorem (see [28, Corollary 2.2 on p. 24]), we
have that

� D lim
n!1

1

n
log j.f n! /

0.x/j

exists and is constant over P -a.e. ! 2� and�-a.e. x 2 S1. Since, however,� is absolutely
continuous and supported on all of S1, we can promote this limit to every x 2 S1 and P -
a.e. ! 2 �; details are left to the reader.

It remains to estimate � from below, for which we use the following.

Lemma 6.1. In the above setting, we have

� � inf
x2S1

lim inf
n!1

1

n
E.log j.f n! /

0.x/j/

for all x 2 S1.
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Proof. The limit

� D lim
n!1

1

n

Z
S1

E.log j.f n! /
0.x/j/ d�.x/

follows from the L1-mean ergodic theorem applied to the skew product ⌧ W S1 ⇥ � !

S1 ⇥� defined by setting ⌧.x; !/ D .f!0x; ✓!/, on noting that � is a stationary ergodic
measure iff �˝ P is an ergodic invariant measure for ⌧ ([28, Theorem 2.1 on p. 20]).

As is not hard to check, for all x 2 S1 we have �d.L; "/  E.log jf 0
!.x/j/  logL

where d.L;"/ > 0 is a constant depending only on ",L. These bounds pass to the averages
gn WD

1
nE.log j.f n! /

0.x/j/. Applying Fatou’s lemma to the nonnegative sequence gn C

d.L; "/, we conclude

inf
x2S1

lim inf
n!1

1

n
E.log j.f n! /

0.x/j/ 

Z
S1

lim inf
n

gn d�  lim
n!1

Z
S1
gn d� D �:

The remaining work is to estimate lim infn 1nE.log j.f n! /
0.x/j/ for arbitrary x 2 S1.

Proposition 6.2. For all x 2 S1, we have

lim inf
n!1

1

n
E.log j.f n! /

0.x/j/ � �0 logL;

where �0 D minπ
˛
kC1 ;

1
10º.

The proof of Proposition 6.2 occupies the remainder of Section 6.

Reductions. We make here some slight modifications to the upper and lower bounds on
" and the parameter ˇ. To start, on shrinking the parameter ˇ, we assume

" � L�
1�ˇ
1Cˇ k�.1�ˇ/.kC1/C˛:

Second, we can assume without loss that " < L� minπk�1; 12 º as in the hypothesis (3) for
Lemma 2.1. If not, then we can reduce to this case by a similar line of reasoning as to the
reductions in Section 3.2 in the proof of Theorem A, to which we refer for details.

Finally, a minor technical point: we will assume that k, ˇ satisfy the relation

⇣ 3
10

�
5

2
ˇ � ˇ2

⌘
k � 2ˇ.1C ˇ/: (15)

For k � 6, (15) is automatic for all ˇ 2 .0; 110 /, while (15) holds for all k 2 N when
ˇ 2 .0; 1

100 /. This entails no loss of generality.
With ˇ fixed once and for all, we let L be sufficiently large, in terms of ˇ, and take

on the assumptions of Section 2.1.1. The parameter " is as above, and for our choice of
k 2 N we assume (15) holds. Finally, the constructions of Section 5 (namely, the filtration
Hn) are applied to the arbitrary initial condition x D X0 2 S1.
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6.1. Decomposing the sum

Fix n � 1. Define Ti D log j Qf 0
!i
.Xi /j, Xi WD f i!.x/. With ⌧0 ⌘ 0 < ⌧1 < ⌧2 < � � � as in

Section 5, define the random index J 2 Z�0 to satisfy

⌧J < n  ⌧JC1I

note that ⌧1 � n implies J D 0 since ⌧0 WD 0.
We decompose

.⇤/ WD log j.f n! /
0.x/j D

n�1X
iD0

Ti D

minπ⌧1;nº�1X
iD0

Ti C

1X
jD1

�J�j

 
T⌧j C

minπ⌧jC1;nº�1X
iD⌧jC1

Ti

!

and will bound E.⇤/ from below; here, for an event A we write �A for the indicator
function of A. The main obstacles are the terms T⌧j , 1  j  J , which we bound from
below using conditional expectations with respect to the filtration .Hn/n.

Proposition 6.3. Let j � 2 and condition on the event ⌧j D m. Then

E.TmjHm/ � �� logL; (16)

where � WD max
®
.1C ˇ/

�
.12 C ˇ/k C 2ˇ

�
; k.1 � ˇ/ � ˛

¯
.

Proposition 6.3 is proved in Section 6.2.
We apply Proposition 6.3 by replacing the terms �J�jT⌧j , j � 2 under E with the

conditional expectations4

.⇤/j WD E.�J�jT⌧j jH⌧j / D

n�1X
mD1

E.�⌧jDmTmjHm/ D

n�1X
mD1

�⌧jDm � E.TmjHm/:

Here, we use that πJ � j º D
Sn�1
mD1π⌧j D mº for all j � 1. By Proposition 6.3, for j � 2

we have
.⇤/j � �� logL � �J�j :

For the j D 1 term, we use the following crude estimate.

Lemma 6.4. We have

.⇤/1 WD E.�J�1T⌧1 jH⌧1/ � �2.2k C 1/ logL DW ��1 logL:

We prove Lemma 6.4 in Section 6.2.

4For a filtration .Gn/ and an adapted stopping time ⌘, we write G⌘ for the stopped � -algebra consisting
of the set of measurable sets A for which A \ π⌘  mº 2 Gm for all m.
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Applying these estimates, we have

E.⇤/ � E

"minπ⌧1;nº�1X
iD0

Ti C .⇤/1 C �J�1

minπ⌧2;nº�1X
iD⌧1C1

Ti

C

1X
jD2

 
.⇤/j C �J�j

minπ⌧jC1;nº�1X
iD⌧jC1

Ti

!#

� E

"minπ⌧1;nº�1X
iD0

Ti

„ ƒ‚ …
I

C�J�1

 
��1 logLC

minπ⌧2;nº�1X
iD⌧1C1

Ti

!

„ ƒ‚ …
II

C

1X
jD2

�J�j �

 
�� logLC

minπ⌧jC1;nº�1X
iD⌧jC1

Ti

!

„ ƒ‚ …
III

#

DW EŒI C II C IIIç:

To complete the estimate, we decompose according to the events πJDKº,K D 0;1;2; : : : :

(A) Estimate of E.�J D0.I C II C III//. We have II D III D 0 and

EŒ�JD0 � Iç D E

"
�JD0

n�1X
iD0

Ti

#
:

Conditioned on J D 0, we have ⌧1 � n and so Lemma 4.4 may be applied (see also Lemma
5.2). We obtain a lower bound using the worst possible case that p!n�1.In�1/D k � 1, i.e.,
In�1 initiates a bound period of length k � 1 at time n � 1 (corresponding to tj D n � 1,
pj D k � 1 in the notation of Lemma 4.4 (b)). So,

n�1X
iD0

Ti D log j.f n! /
0.x0/j � L.n�1/. 12�ˇ/� k�1

2 �ˇ :

We conclude

EŒ�JD0 � Iç �

⇣
.n � 1/

⇣1
2

� ˇ
⌘

logL �

⇣k � 1

2
C ˇ

⌘
logL

⌘
� P .J D 0/:

(B) Estimate of E.�J D1.I C II C III//. Here we have III D 0 and

EŒ�JD1 � .I C II/ç D E

"
�JD1

 
⌧1�1X
iD0

Ti � �1 logLC

n�1X
iD⌧1C1

Ti

!#
:

By Lemma 4.4(a) we have
P⌧1�1
iD0 Ti � ⌧1 � .12 � ˇ/ log L. The second summationPn�1

iD⌧1C1 Ti is estimated as in paragraph (A): we have

E

"
�JD1

n�1X
iD⌧1C1

Ti

�
�

⇣
.n � 2 � ⌧1/

⇣1
2

� ˇ
⌘

logL �

⇣k � 1

2
C ˇ

⌘
logL

⌘
� P .J D 1/;
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and so collecting, we get

EŒ�JD1 � .I C II/ç�
⇣
.n� 2/

⇣1
2

�ˇ
⌘

logL� �1 logLC

⇣
1�

k

2
�ˇ

⌘
logL

⌘
� P .J D 1/:

(C) Estimate of E.�J DK .I C II C III// for K > 1. We bound EŒ�JDK � .I C II/ç as in
paragraph (A), obtaining

EŒ�JDK � .I C II/ç � E
h
�JDK

⇣
.⌧2 � 1/

⇣1
2

� ˇ
⌘

logL � �1 logL
⌘i
:

Conditioned on πJ D Kº for K > 1, the III term has the form

III D

K�1X
jD2

 
�� logLC

⌧jC1�1X
iD⌧jC1

Ti

!

„ ƒ‚ …
IVj

C

 
�� logLC

n�1X
iD⌧KC1

Ti

!

„ ƒ‚ …
IVK

:

For each summand IVj ; j � 2, observe that zXi 2 G for each i D ⌧j C 1; : : : ; ⌧j C k, henceP⌧jCk

iD⌧jC1 Ti � k.1� ˇ/ logL. If ⌧j C kC 1 ⌧jC1 � 1, then the summands ⌧j C kC 1

i  ⌧jC1 � 1 are estimated as in Lemma 4.4(a). In total,

EŒ�JDK � IVj ç

� E
h
�JDK

⇣�
k.1 � ˇ/ � �

�
� logLC .⌧jC1 � 1 � ⌧j � k/ �

⇣1
2

� ˇ
⌘

logL
⌘i
:

Observe that

k.1 � ˇ/ � � D min
°
˛;
⇣1
2

�
5

2
ˇ � ˇ2

⌘
k � 2ˇ.1C ˇ/

±
� min

°
˛.k C 1/;

1

5
k
±

holds from (15). Dividing the latter by k C 1 yields an estimate for the average growth
rate �0 as follows:

k.1 � ˇ/ � �

k C 1
� min

°
˛;
1

10

±
DW �0 D �0.˛; k/; (17)

hence
EŒ�JDK � IVj ç � EŒ�JDK.⌧jC1 � ⌧j / � �0 logLç:

This telescopes, and so

E

"
�JDK

K�1X
jD2

IVj

#
� EŒ�JDK.⌧K � ⌧2/ � �0 logLç:

Using Lemma 4.4 (b), we bound IVK from below by

IVK D �� logLC

n�1X
jD⌧KC1

Ti

� �� logLC .n � ⌧K � 2/
⇣1
2

� ˇ
⌘

logL �

⇣k � 1

2
C ˇ

⌘
logL;
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hence

EŒ�JDK � IIIç � E
h
�JDK

⇣
.n � 2 � ⌧2/ � �0 logL � � logL �

⇣k � 1

2
C ˇ

⌘
logL

⌘i

and, in total,

EŒ�JDK.I C II C III/ç

�

⇣
.n � 3/�0 logL � .� C �1/ logL �

⇣k � 1

2
C ˇ

⌘
logL

⌘
� P .J D K/:

Putting it together. The lower bounds obtained for K > 1 as in paragraph (C) are the
worst of the three cases examined already, hence

E.⇤/ D EŒI C II C IIIç D

1X
KD0

EŒ�JDK.I C II C III/ç

� .n � 3/�0 logL � .� C �1/ logL �

⇣k � 1

2
C ˇ

⌘
logL:

On dividing by n and taking n ! 1, we conclude that limn!1
1
nE.log j.f n! /

0.x/j/ �

�0 logL; as desired.

6.2. Proofs of Proposition 6.3 and Lemma 6.4

Below, C > 0 refers to a constant depending only on  , and may change in value from
line to line.

We start with the following preliminary estimate.

Lemma 6.5. Let I ⇢ B be any connected interval. Then
Z
I

log jf 0.z/j dz � jI j � log.L1�ˇ
jI j/:

This is a simple consequence of (1) and follows on takingL sufficiently large, depend-
ing only on ˇ and  ; details are left to the reader.

Proof of Proposition 6.3. Unconditionally, for any m � 0 the conditional expectation
E.TmjHm/ is given by

.⇤⇤/ D

Z
Im

log jf 0
!m
.z/j d⌫m.z/

by Lemma 5.3.
Conditioning on π⌧j D mº, recall (Remark 4.2) that jImj  CL�

k
2�ˇ since Im is an

atom of P!m.
Qf!m�1.Im�1//. Our distortion control on ⇢m D

d⌫m
dLeb as in Corollary 5.5 along

Im implies jlog ⇢m.z/⇢m.z0/ j  K2L
�1=2 C 2K�1

1 L�
k
2Cˇ  CL�1=2Cˇ for z; z0 2 Im, hence

.⇤⇤/ � .1C CL�1=2Cˇ /
1

jImj

✓Z
Im

log jf 0
!mC1

.z/j dz

◆
:
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From Lemma 6.5 applied to I D Im, we conclude

.⇤⇤/ � .1C CL�1=2Cˇ / log.L1�ˇ
jImj/ � .1C ˇ/ log.L1�ˇ

jImj/: (18)

We now bound jImj from below.

Lemma 6.6. On the event π⌧j D mº, j � 2, m � 1, we have the estimate

jImj � min
®
L�1�. 12Cˇ/k�ˇ ; Lk.1�ˇ/"

¯
:

Assuming this and plugging in " � L�
1�ˇ
1Cˇ k�.1�ˇ/.kC1/C˛ , we conclude

.⇤⇤/ � .1C ˇ/ log min
®
L�. 12Cˇ/k�2ˇ ; L.kC1/.1�ˇ/"

¯

� min
°
.1C ˇ/

⇣
�2ˇ �

⇣1
2

C ˇ
⌘⌘
; .1C ˇ/

⇣
˛ � k

1 � ˇ

1C ˇ

⌘±

� � max
°
.1C ˇ/

⇣⇣1
2

C ˇ
⌘
k C 2ˇ

⌘
; k.1 � ˇ/ � ˛

±
logL DW �� logL:

To finish the proof of Proposition 6.3, it remains to prove Lemma 6.6.

Proof of Lemma 6.6. We distinguish two cases:

(a) Ii D f!i�1.Ii�1/ for each ⌧j�1 C 2  i  m D ⌧j ;

(b) Ii ¨ f!i�1.Ii�1/ for some ⌧j�1 C 2  i  m D ⌧j .

In case (a), we easily have jI⌧j�1CkC1j � Lk.1�ˇ/", and since no additional cuts are made,
we estimate

jImj D j Qf!m�1 ı � � � ı Qf!⌧j�1CkC1
.I⌧j�1CkC1/j

� L.m�.⌧j�1CkC1//. 12�ˇ/
jI⌧j�1CkC1j � Lk.1�ˇ/":

In case (b), set i⇤ D maxπi  ⌧j W Ii ¨ Qf!i�1.Ii�1/º (note i⇤ D m is possible), and
note that if i⇤ < m then

Im D Qf!m�1 ı � � � ı Qf!i⇤ .Ii⇤/:

To bound jIi⇤ j we split further to the cases (i) p!i⇤ .Ii⇤/D 0, (ii) p!i⇤ .Ii⇤/2 π1; : : : ;k � 1º

and (iii) p!i⇤ .Ii⇤/ D k. Note that in all cases, P!i⇤ .
Qf!i⇤�1

.Ii⇤�1// contains at least two
elements, hence Ii⇤ contains at least one atom of P!i⇤ (Remark 4.2).

In case (b) (i), Ii⇤ ⇢  !i⇤ [ G!i⇤ . Either Ii⇤ contains an atom of G!i⇤ , in which case
jIi⇤ j is bounded from below by 1

2 minπd. Ox; Ox0/ W Ox; Ox0 2 C 0
 ; Ox ¤ Ox0º, or Ii⇤ contains an

atom of P!i⇤ j !i⇤
, hence jIi⇤ j � L�

3
2�ˇ (the latter bound being the worse of the two).

Since Im D I⌧j is free, we conclude jImj � jIi⇤ j � L�
3
2�ˇ from Lemma 4.4 (a).

In case (b) (ii), we have automatically that Ii⇤ is free and initiates a bound period of
length p⇤ D p!i⇤ .Ii⇤/. Since 0 < p⇤ < k � 1 by assumption, we cannot have i⇤ D ⌧j Dm

(since then p⇤ D k) and so conclude i⇤ < ⌧j in this case – indeed, we have i⇤ C p⇤ C 1

m D ⌧j , since I⌧j is free. From Remark 4.2 we have

jIi⇤ j � .p⇤
C 1/�2L�

p⇤C3
2 �ˇ

� L�
p⇤C3
2 �ˇ.p⇤C1/;
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on taking L large enough so ˇ > 2= logL. Moreover, since Im D I⌧j is free, we have

jImj � jIi⇤Cp⇤C1j D j Qf
p⇤C1

✓ i
⇤
!
.Ii⇤/j � L.p

⇤C1/. 12�ˇ/
jIi⇤ j

� L.p
⇤C1/. 12�ˇ/

� L�
p⇤C3
2 �ˇ.p⇤C1/

D L�1�2ˇ.p⇤C1/:

The worst possible case is p⇤ D k � 1, and so we conclude jImj � L�1�2ˇk in case (ii).
In case (b) (iii), we have necessarily that i⇤ D m D ⌧j . In the worst case, Im contains

an atom of P!m jBk�1
!m

, and so jImj � k�2L�
kC2
2 �ˇ � L�1�. 12Cˇ/k�ˇ .

Proof of Lemma 6.4. Arguing in parallel to the proof of Proposition 6.3 (see (18)) we
have, on the event π⌧1 D mº, the estimate

E.TmjHm/ � .1C ˇ/ log.L1�ˇ
jImj/:

As before, we estimate jImj from below.

Lemma 6.7. On the event π⌧1 Dmº, we have the estimate jImj � minπL�1�. 12Cˇ/k�ˇ ; "º.

Assuming this, we easily obtain

E.TmjHm/ � .1C ˇ/ log.L1�ˇ min
®
L�1�. 12Cˇ/k�ˇ ; "

¯
/ � �2.2k C 1/ logL;

as claimed. It remains to prove Lemma 6.7.

Proof of Lemma 6.7. Condition on ⌧1 D m. The proof is very much parallel to that of
Lemma 6.6. Case (b) can be repeated verbatim, and yields the identical estimate jImj �

L�1�. 12Cˇ/k�ˇ .
The only difference is in case (a). Here, we observe that Im must be free, and so

(Lemma 4.4 (a)) we have
jImj � Lm.

1
2�ˇ/

� 2" � ":

This completes the proof of Lemma 6.7.
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