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Abstract: The accurate reconstruction of Cosmic Microwave Background (CMB) maps and
the measurement of its power spectrum are crucial for studying the early universe. In this
paper, we implement a convolutional neural network to apply the Wiener Filter to CMB
temperature maps, and use it intensively to compute an optimal quadratic estimation of
the power spectrum. Our neural network has a UNet architecture as that implemented in
WienerNet, but with novel aspects such as being written in python 3 and TensorFlow 2.
It also includes an extra channel for the noise variance map, to account for inhomogeneous
noise, and a channel for the mask. The network is very e�cient, overcoming the bottleneck
that is typically found in standard methods to compute the Wiener Filter, such as those that
apply the conjugate gradient. It scales e�ciently with the size of the map, making it a useful
tool to include in CMB data analysis. The accuracy of the Wiener Filter reconstruction
is satisfactory, as compared with the standard method. We heavily use this approach to
e�ciently estimate the power spectrum, by performing a simulation-based analysis of the
optimal quadratic estimator. We further evaluate the quality of the reconstructed maps in
terms of the power spectrum and find that we can properly recover the statistical properties
of the signal. We find that the proposed architecture can account for inhomogeneous noise
e�ciently. Furthermore, increasing the complexity of the variance map presents a more
significant challenge for the convergence of the network than the noise level does.
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1 Introduction

The cosmic microwave background (CMB) is the relic radiation from the early Universe
released at recombination, 380,000 years after the Big Bang. It is one of the richest sources of
information about the origin and evolution of our Universe. The past decades have witnessed
a steady increase in the amount of CMB data, both in temperature and polarization [1–4].
Sophisticated tools are required to extract accurate and precise cosmological information,
thereby maximizing the scientific returns.

The data analysis process in an experiment involves three essential data compression
stages: the conversion of raw time-ordered data (TOD) into a sky map (map making), the
estimation of power spectra, and the derivation of cosmological parameters from the power
spectra. If all three data compression steps are lossless, the data pipeline will yield parameter
measurements with error bars as small as those obtained through likelihood analysis directly
from the TOD [5]. The Wiener filter [6] is a powerful method for reconstructing signals
by leveraging statistical knowledge of the signal and noise properties. Wiener filtering
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of the maps is essential for achieving statistically optimal results in CMB data analysis,
particularly when data compression involves any loss. However, the computational demands
for deriving the exact Wiener filter solution have increased significantly due to the vast
amount of data involved.

In this paper, we address the challenge of optimal map reconstruction and power spectrum
estimation using noisy and sparsely sampled data. For the CMB, where the data undergoes a
linear transformation of initial modes, the Wiener Filter (WF) emerges as an optimal filter for
reducing noise in both simulated and real maps, resulting in an optimal signal reconstruction.
The WF is a powerful approach that minimizes residual variances when reconstructing the true
underlying field from noisy observations. Moreover, in the case of Gaussian-distributed data,
the minimum variance estimator aligns with the maximum posterior probability estimator [7].
The power spectrum is commonly used to extract cosmological information from CMB maps.
We will take advantage of the e�cient computation of the Wiener-filtered maps obtained
with the neural networks, and implement the algorithm suggested by [8], in which an optimal
quadratic estimator of the power spectrum is obtained from the maximization of the likelihood.
The algorithm is e�cient, thanks to the fast evaluation of the di�erent terms that appear
in the estimator, like the Hessian matrix, using simulations.

While the WF is the optimal filter for map reconstruction, it can be computationally
expensive. The WF matrix, which represents the minimum variance estimator, involves
inverting the covariance matrix of both the noise and signal. Typically, the noise covariance
is diagonal in configuration space, and the signal covariance is diagonal in Fourier space.
However, the combined covariance matrix is not diagonal (or sparse) on any basis, making the
inverse covariance matrix computationally expensive to obtain, particularly for large datasets.

There are alternative methods used to solve the WF map such as the use of a precon-
ditioner in the conjugate gradient method [9] for matrix inversion, since in CMB problems
matrices are often ill-conditioned [10]. There are several preconditioners proposed for CMB
problems, such as the inverse of the diagonal part of the matrix in the linear system equation
to solve [11] or the multigrid preconditioner [12]. Moreover, finding an e�cient preconditioner
is a complicated task, as it should provide a su�ciently accurate approximation to the true
inverse while maintaining sparsity [13].

Other methods implement the WF without preconditioners. Instead, they utilize an
iterative reconstruction process that incorporates a messenger field, facilitating communication
between bases where signal and noise properties can be conveniently specified [14, 15]. A
di�erent method without preconditioners involves optimization problems [8, 16] solving the
minimization of a nonlinear function ‰2 in order to maximize the posterior of the signal
given the data.

In this study, we explore a machine learning-based approach for simulating the Wiener
Filter using a neural network known as WienerNet, as proposed by [17]. Our investigation
focuses on evaluating the performance and e�ciency of the WF implemented with WienerNet
under various noise models and CMB maps, considering di�erent pixel counts and the flat
sky approximation. We extend the original neural network, which was initially designed for
homogeneous noise, to accommodate inhomogeneous noise. To achieve this, we incorporate
an additional channel that captures the information about the inhomogeneous noise into the
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original neural network architecture. Moreover, we have written our codes in tensorflow 2
and keras, which are based on python 3, as opposed to the original WienerNet, which was
coded in tensorflow 1, and python 2.7. Furthermore, we compare the outcomes obtained
with the neural network to the results generated by the standard method of implementing the
WF using the conjugate gradient approach, employing the NIFTy software1 as a benchmark.

In addition to the estimation of the field, we also present the estimation of the power
spectrum amplitudes and their covariance matrix. We followed the proposal by [8] which
assumes a flat prior on the bandpowers and performs the maximum likelihood method after
marginalization over the field, as opposed to [18], where they jointly sample the posterior
distribution of the field and the power spectra, in the Cosmic Shear scenario. In the linear
regime, the power spectrum can be estimated by the optimal quadratic estimator [5], which
is quadratic on the data, after the optimal field reconstruction. This method is often replaced
by the pseudo-C¸ method [19] assuming that the covariance matrix of the data is diagonal,
which is not an optimal solution, as the correct weighting of the data involves multiplying it
by the inverse of the covariance matrix. Here, we address the computational cost of weighting
data with the Wiener Filter using neural networks.

In this work, we present a first step towards addressing the problem of power spectrum
estimation of incomplete, noisy CMB maps. In this paper, we focus on temperature maps,
but our long-term goal is to provide a framework that will be useful for analyzing future CMB
polarization data, for which the complexity of the noise properties complicates the application
of standard tools. One of these experiments is the Q & U Bolometric Interferometer for
Cosmology (QUBIC) [20]. The multipeak synthesized beam of this telescope allows to make
spectro-imaging [21] within the frequency band, at the cost of having spatial and subfrequency
correlations. The implementation of machine learning tools in the analysis of QUBIC data
is one of the main drivers for these investigations.

The paper is organized as follows: in section 2, we briefly present the basics of Wiener
Filtering and the power spectrum estimator we will use in this work. In section 3 we
described general Machine Learning concepts that are used to build a neural network and the
WienerNet architecture. In section 4, we explain how we simulate our data, with di�erent
noise properties. We also create maps from a fiducial power spectrum, that are needed to
estimate the power spectrum of the reconstructed signal. Then, we present the results of
applying WienerNet to CMB temperature maps with homogeneous noise (in section 5) and
inhomogeneous noise (in section 6). We compare the performance of the neural network
approach, in comparison with the exact method, and evaluate the computational e�ciency of
the new approach. In addition, we present our results for power spectrum reconstruction,
for the homogeneous case, in section 5, and for the inhomogeneous case, in section 6. The
discussion and conclusions are presented in section 7.

2 Background

In this section, we introduce the methods and tools used in this paper. Firstly, we present
the Wiener filter, which we will apply to flat CMB noisy maps. Additionally, we provide

1https://ift.pages.mpcdf.de/nifty/.
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an overview of an algorithm used to estimate the power spectra of the CMB temperature
maps after applying the Wiener filter.

2.1 Wiener filter

The Wiener Filter is a signal processing technique used to enhance signal quality by reducing
noise and interference in the presence of random disturbances. In the context of CMB
temperature maps, it improves the signal-to-noise ratio, extracting valuable cosmological
insights from observations potentially a�ected by noise and uncertainty. In the case of masked
data, it also reconstructs the large-scale signal inside the masked region.

Let us assume that the measurements d of an underlying field s that we want to estimate
is a linear combination of the field, where R is the response matrix of the measurement
procedure and ‘ is the data uncertainty:

d = Rs + ‘ . (2.1)

In general, the application of a filter can be mathematically represented as a convolu-
tion, establishing a linear connection between the reconstructed underlying field (y), which
represents the filtered map, and the input data (d), as expressed by the equation:

y = Md. (2.2)

For the exact Wiener filter, the matrix M is determined by minimizing the variance of the
residual between the reconstructed underlying signal and the original signal, yielding the
expression for the Wiener filter matrix, M :

M = S(S + N)≠1
R

≠1, (2.3)

where S and N are the covariance matrices of the signal and noise, respectively, and R is the
response matrix of the measurement procedure. In the specific case where the underlying
signal is a Gaussian random field, the Wiener filter estimator obtained by minimizing the
variance of the residuals coincides with the Bayesian estimator that maximizes the conditional
probability of the signal given the data [22]:

P (s|d) Ã exp
5
≠1

2(s†
S

≠1
s + (d ≠ Rs)†

N
≠1(d ≠ Rs))

6
. (2.4)

The Wiener Filter estimator is, therefore, the optimal reconstruction of the signal as it
represents the most probable configuration of the field given the data.

We perform the exact Wiener Filter through the NIFTy library [23], which is a software
designed to enable the development of signal inference algorithms, like the Wiener Filter
procedure. Afterward, we compared the neural network results with the results of applying
the Wiener Filter with NIFTy.

In the exact procedure of the Wiener Filter, the covariance matrices S and N are known
a priori. The a posteriori solution for the signal inference problem, ŝ, is calculated through
the Wiener Filter equation:

ŝ = (S≠1 + R
†
N

≠1
R)≠1(R†

N
≠1

d) = Dj. (2.5)
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Then, the calculation of D = (S≠1 + R
†
N

≠1
R)≠1 is performed numerically through the

Conjugate Gradient algorithm. By default, conjugate gradient solves D≠1ŝ = j, where D≠1

can be ill-conditioned (which is analyzed by the condition number of a non-singular and
normal matrix). Depending on the power spectrum chosen, S

≠1 can be responsible for the
bad conditioning of D, therefore the election of a preconditioner (a non-singular matrix) is to
solve the equivalent problem but better conditioned. A trivial choice for a preconditioner
could be S

≠1 [24] to accelerate convergence.

2.2 Power spectrum estimation

Once we estimate the signal, ŝ, we would like to compress this information into a summary
statistic, like the power spectrum. If it is binned, the parameters defining the power spectrum
can be specific band-powers �. This power spectrum, also interpreted as a covariance matrix,
is employed as a prior in the Wiener Filter estimation described above. In this case, however,
we can reconsider the Bayesian estimator that maximizes the conditional probability of the
signal given the data, and marginalizes it over the signal s. Once we have P (�|d) we want to
find the peak posterior solution and obtain an estimation of the power spectrum parameters �¸,
independent of the underlying field ŝ. In what follows, we adopt the approach outlined in [8].

We define a derivative matrix �¸ around some fiducial power spectrum Sfid as
5

ˆS

ˆ�¸

6

Sfid
= �¸. (2.6)

Note that for linear dependence of S on � we can use

�¸ = Sfid

�¸
, (2.7)

i.e. Èsk¸
sú

k¸
Í = �¸�l(k¸). In this case, the derivative matrix takes us from �¸, the power

spectrum value representative over a bin, to S which is the power spectrum. In terms
of this, we can write

S = Sfid +
ÿ

¸

��¸�¸. (2.8)

We assumed a flat prior on �, leading to the posterior P (�|d) being proportional to the
likelihood L(�|d). We thus want to find the most probable � given a set of measurements d.
To maximize the likelihood with respect to the bandpowers �, we expand the log-likelihood
in terms of � to quadratic order around some fiducial values �fid,

ln L(�fid +��) = ln L(�fid)+
ÿ

¸

5
ˆ ln L(�)

ˆ�¸

6

�fid

��¸ + 1
2

ÿ

¸¸Õ

C
ˆ2 ln L(�)
ˆ�¸ˆ�¸Õ

D

�fid

��¸��¸Õ .

(2.9)
Note that the last term of equation (2.9) defines the curvature matrix as the second derivatives
of log-likelihood with respect to the parameters. Following [8], we define

E¸(Sfid, ŝ) = 1
2 ŝ†S≠1

fid
�¸S

≠1

fid
ŝ = 1

2
ÿ

k¸

ŝ2

k¸

�fid,¸Sfid,k¸

, (2.10)
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where the sum over k¸ accounts for all the modes that contribute to the bandpower �¸. In
the last equality, we use the diagonal property of the projection operators and of the fiducial
power spectrum. With this expression, the first derivative of the likelihood becomes

ˆ ln L(�)
ˆ�¸

= E¸ ≠ b¸. (2.11)

Then, the maximum likelihood solution for �̂ is obtained setting the equation above equal
to zero leading to the noise bias term equal to:

b¸ = E¸(�fid, ŝs+n), (2.12)

where ŝs+n is the Wiener-filtered map obtained from data that contains signal and noise
(s + n), where the signal map is a realization of the fiducial power spectrum.

Instead of solving the equation directly, the Newton’s method is employed, in which the
solution of the quadratic log-likelihood at the peak can be found by setting the derivative
of (2.9) with respect to �� equal to zero, and using the equation (2.11), leading to:

(F ��)¸ = E¸ ≠ b¸, (2.13)

where the signal map appearing in E¸ is a realization of the true power spectrum, and F is
the Fisher matrix defined as the ensemble average of the curvature around the maximum,

F¸¸Õ = ≠
K

ˆ2 ln L(�)
ˆ�¸ˆ�¸Õ

L

. (2.14)

In the case of gaussian-distributed modes, the inverse of the Fisher matrix F ≠1 can be
interpreted as the covariance matrix of the estimated parameters �̂:

F ≠1 = È��̂��̂
†Í ≠ È��̂ÍÈ��̂

†Í. (2.15)

The reconstruction ŝ contains noise contribution. Squaring it for the calculation of
the raw power spectrum E¸ will require the subtraction of a noise bias term to obtain an
unbiased estimator, as stated in equation (2.13). Then, we obtain the bandpower estimates
convolved with the Fisher matrix F ��̂, where the Fisher matrix describes both the covariance
matrix and the bandpower mixing, since we are not considering a complete coverage in the
estimation of the signal.

The bias term and the Fisher matrix are calculated with simulations as we will describe
in section 5. Lastly, the estimation of the power spectrum will be �fid + ��̂.

3 Neural network for the Wiener Filter

Machine learning (ML) methods can be broadly categorized into two types: supervised and
unsupervised learning. In supervised learning, models are trained with examples consisting
of features and target values (i.e., the actual values that the models aim to predict). The
model is constructed using a prediction function that combines these features to generate
predictions, which are then compared to the targets using a loss function. Learning involves
finding optimal weights that associate features with labels, and minimizing the loss function to
enable accurate predictions. In contrast, unsupervised methods are optimized using tailored
loss functions that are mathematically guaranteed to be minimized by the exact solution,
without the need for labeled data during training.

– 6 –
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3.1 Model training, inference, and predictions

Machine learning models comprise two primary phases: training and inference. During
training, the algorithm iteratively minimizes the cost function, often employing techniques
like gradient descent, to learn the model’s weights or parameters. This cost function quantifies
the di�erence between the model’s predictions and the training examples’ targets.

In the inference phase, the trained model is evaluated by making predictions on new,
unseen data. Generalization refers to the model’s ability to adapt to new data not encountered
during training. Overfitting, which happens when the model fits the training data perfectly
but performs poorly on new data, is addressed by splitting the data into training and
validation sets. The training set is used for model training, while the validation set assesses
performance after each training epoch using the acquired weights.

Following the training phase, the model makes predictions on a distinct dataset called
the test set, consisting of new examples. The selected model is determined by its optimal
performance on the validation set, and its prediction results are validated using the test set.
Hyperparameters, which are parameters influencing the model’s performance, are carefully
chosen by analyzing the model’s behavior on the validation set, typically using metrics such
as validation loss or precision.

3.2 Convolutional neural networks

Convolutional Neural Networks (CNNs) are a class of neural networks known for their
e�ectiveness in image analysis and recognition tasks. They employ complex structures and
nonlinear combinations of features to process visual data. Activation functions can be added
to introduce nonlinearity [25] into the network. CNNs consist of two-dimensional layers with
connections between neurons organized in receptive fields. These networks use kernels or
filters to detect specific image characteristics, which generate feature maps. As a result, each
layer of the neural network becomes three-dimensional.

The CNN architecture enables the creation of a convolutional autoencoder, consisting
of an encoder and a decoder. The encoder transforms inputs into an e�cient latent space
representation, while the decoder maps this representation back to the expected output.
One example of such an architecture is UNet [26], which connects encoders through skip
connections to facilitate the transfer of features. During the encoder phase, layer dimensions
are successively reduced by a factor of 2 using a stride of 2 in the convolutional layers.
In contrast, the decoder increases layer dimensions, ultimately producing an image of the
same size as the inputs. For more details about the basic operations behind the network
see appendix A.

WienerNet [17], an architecture inspired by UNet, is a neural network designed to simulate
the Wiener Filter. It takes noisy CMB images as inputs and produces reconstructed maps of
the original signal. The architecture consists of two channels: the first channel analyzes the
noisy CMB image using convolutional layers, while the second channel processes the mask,
identifying regions with infinite noise, using nonlinear convolutional layers with a Rectified
Linear Unit (ReLU) activation function [27]. The outputs of the mask channel are then
multiplied with the outputs of the map channel.

– 7 –
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The encoder part of the architecture applies convolutional layers to the image, using
multiple filters to extract key features and generate a latent representation of the image.
Subsequently, the decoder part upscales the image, returning a map with the same dimensions
as the original input.

The Wiener Filter matrix, M , in this context, represents the weights learned during
the training of the neural network. The exact WF of the CMB map is not included as
a target in the training set due to its computationally expensive nature, instead, the loss
function used in WienerNet is motivated by the posterior likelihood of the true CMB sky
given noisy data realization and is defined as:

J(d, y) = 1
2(y ≠ d)T N≠1(y ≠ d) + 1

2yT S≠1y, (3.1)

where y represents the predicted output (which is an estimate of the reconstructed signal,
i.e., the Wiener filtered map), d is the noisy data, and N and S are covariance matrices
associated with noise and signal, respectively.

By minimizing the loss function J , which is equivalent to maximizing the posterior
likelihood, the learned weights in the matrix M converge to the Wiener filter matrix as
defined in equation (2.3) (with R = I). This ensures that, after training, the model e�ectively
simulates the behavior of the Wiener filter when making predictions on new data. For further
details on the minimization of J , refer to the work of [17]. The implementation of J is:

J =
Npixÿ

i

(T NN
i ≠ T obs

i )2

Ni
+

ÿ

¸

T NN

¸ T NNú
¸

C¸
, (3.2)

where T obs is the input map itself, T NN is the output map of the neural network, and Ni is
the pixel noise variance of the experiment. The first term is evaluated in pixel space while
the second term is evaluated in Fourier space.

Besides migrating WienerNet from Tensorflow1 to Tensorflow2 for the homoge-
neous noise case, we have also extended the neural network architecture for addressing the
inhomogeneous noise problem. This involved adding a third channel for the inhomogeneous
map variance, in addition to the channel for the mask already present in WienerNet.2 The
additional channel operates similarly to the mask channel, multiplying the results of the
linear map channel, and implementing skip connections in every channel. Figure 1 illustrates
a simplified representation of this new channel within the network architecture. It was also
noted that treating the third channel as two-dimensional, including both the variance map
and the mask, significantly improves the e�ciency of the neural network training convergence.
Hence, this two-dimensional approach for the third channel is adopted in this paper. Refer
to appendix A for more details about the neural network structure.

4 Datasets

In order to train neural networks, it is essential to generate data maps that accurately
represent the properties of both signal and noise. In this study, we have considered di�erent
cases: homogeneous noise, and inhomogeneous noise.

2We have also explored an alternative architecture, with only one extra channel, in which the information of
the mask was included in the variance map as regions of infinite noise. We found that the training performance
was worse in this case, so we did not implement it in the final neural network.
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Figure 1. Scheme of the neural network architecture: only three encoders are presented for
visualization purposes. The black solid line represents the multiplication between channels, and the
red arrow connecting the encoder part to the decoder part represents the skip connections in the linear
channel. These skip connections are present also in the other channels although not being drawn here.
The third channel is two-dimensional, containing both the variance map and the mask.

4.1 Maps

In our study, we adopt the flat sky approximation since we are working with small sky
regions. The angular resolution of the map is determined by the size of the map and the
number of pixels used for its partition.

We analyzed maps of di�erent sizes (56 ◊ 56, 128 ◊ 128, 256 ◊ 256, 512 ◊ 512) to assess
the computational time for WienerNet predictions in comparison to NIFTy’s Wiener Filter
application. Increasing the map size implies a modification of the neural network’s architecture
adding more encoders and decoders in order to obtain the desired output shape. The duration
of the training of the neural network is significantly a�ected by the map size, as shown in [28].
In appendix B, we provide a time-scaling analysis for the training and execution of the neural
network, comparing these times with the exact Wiener Filter calculation using NIFTy.

For maps sized at 5¶ ◊5¶ and 128◊128 pixels, we trained various WienerNet models with
di�erent hyperparameters, using a fiducial angular power spectrum for the generation of the
training maps. We begin by interpolating the values of the angular power spectrum C¸ onto a
2D power spectrum grid for the flat sky. The noise in this case is homogeneous, with uniform
variance across all map pixels. The trained neural network’s weight matrix represents the
Wiener Filter matrix (eq. (2.3)). These models are then used to estimate the power spectrum
of maps with a di�erent true angular power spectrum, which were not part of the training data.

Additionally, we trained the neural network with maps sized at 20¶ ◊ 20¶ and 512 ◊ 512
pixels, incorporating inhomogeneous noise. We simulated maps with various inhomogeneous
noise models, creating distinct neural network models for each of them. We evaluated each
model’s performance in simulating the Wiener Filter for the corresponding noise model

– 9 –
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Figure 2. Left panel: mask applied to the noisy data for the homogeneous problem. Right panel:
mask applied to the noisy data for the inhomogeneous problem.

and proceeded with power spectrum estimation, following a similar procedure as in the
homogeneous case. The fiducial power spectrum was obtained using CAMB [29], with
the cosmological parameters from the best fit of Planck data (2014), obtained from table 5
in [30]. The true power spectrum was obtained similarly but with the cosmological parameters
changed by 4‡ from their fiducial values. Each neural network used in this work was trained
with the Apollo GPU nodes of the Institute for Advanced Studies, in which every node
contains 8 GPUs NVIDIA A100.

4.2 Mask

In figure 2, we show the mask applied to the noisy maps for homogeneous and inhomogeneous
cases. For the homogeneous case (left panel) we used the same mask as in [17], while for
the inhomogeneous case (right panel) we extracted a mask sample from Planck maps [1]
as an example, containing point sources and extended regions. Our algorithm allows the
use of more complicated masks, by sending them as an argument in the data simulations
code for the inhomogeneous case.

4.3 Noise model

To evaluate the e�ciency of WienerNet with respect to the CG (conjugate gradient) method
and explore how results scale with the number of pixels and for di�erent noise models, we
simulate homogeneous noise models at three di�erent noise levels for each of the specified
map sizes. For detailed information about the simulation of the homogeneous model for
e�ciency study purpose refer to appendix B.

To assess the performance of WienerNet compared to the CG method, utilizing a version
of Tensorflow di�erent from the one in [17], and to perform power spectrum estimation,
we focused on maps with dimensions of 128 ◊ 128 pixels and a homogeneous noise level of
35 µK arcmin, as presented in figure 3. The scale at which noise dominates the signal and
the spectrum transitions to noise-dominated occurs at ¸ = 2415.

– 10 –



J
C
A
P
0
4
(
2
0
2
4
)
0
4
1

Figure 3. Power spectrum of the signal and power spectrum of a gaussian white noise. A noise level
of 35 µK arcmin corresponds to a noise power spectrum at the level of n¸ = 0.0001036.

For the inhomogeneous case, we introduced gaussian noise with varying variance across
the map. We generated variance maps from linear and quadratic functions and we also
considered realistic noise samples obtained from Planck noise maps [1], as illustrated in the left
panel of figure 4, to assess the performance of the neural network with more complex variance
maps. The pixel counts for di�erent noise variance values, for each variance map, is shown in
the histograms on the right panel of figure 4. From the histograms of the Planck variance
values, it is evident that the second variance map (Planck 2) exhibits a low average noise level
but features a more complex structure and a broader range of variance values across pixels.

In figure 5, we present the power spectrum of the signal and the average noise levels
for the four inhomogeneous noise scenarios presented in figure 4. A closer look reveals that
the noise levels in each case cut the signal at di�erent scales. Specifically, for the linear and
quadratic variance map, the noise intersects the signal at scales ¸ = 1879 and ¸ = 1900,
respectively, while for the Planck variance maps, it occurs at scales ¸ = 2050 for Planck
1 and ¸ = 2521 for Planck 2.

The number of modes with a high signal-to-noise ratio varies among cases due to the
average noise model a�ecting the signal at di�erent scales. Surprisingly, Planck 2, despite being
the most inhomogeneous noise case, displays a higher number of modes with a high signal-to-
noise ratio. To explore the impact of noise level and the complexity in the distribution of
variable variances, we scaled the Planck variance maps. Multiplying Planck 2 by a factor of 4
shifted the scale of intersection to ¸ = 2130, while dividing Planck 1 by the same factor shifted
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Figure 4. Left panel: variance maps generated from linear and quadratic functions, and the variance
samples extracted from Planck. Right panel: histogram of each variance map showing the distribution
of pixel counts across di�erent noise variances.
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Figure 5. Left panel: power spectrum of the signal for 512 ◊ 512 maps and average noise for
four inhomogeneous variance maps. Right panel: detailed into the transition angular scales from a
signal-dominated regime to a noise-dominated regime. From this figure, it is clear the scales where
the power spectrum of the average noise cut the signal.

Notation Inhomogeneous variance map
Linear Variance map generated from a linear function

Quadratic Variance map generated from a quadratic function
PL1 Planck variance map 1

PL1◊0.25 Planck variance map 1 divided by 4
PL2 Planck variance map 2

PL2◊4 Planck variance map 2 multiplied by 4

Table 1. Notation to specify each noise variance map used to generate gaussian inhomogeneous noise.

the scale to ¸ = 2457, as shown in the power spectrum of these maps in figure 6. In table 1
we present the notation that we will use from now on to specify each noise variance map.

This analysis helps us understand whether the neural network’s convergence is more
influenced by the average noise level or by the complexity in the distribution of variable
variances in realistic inhomogeneous problems. We describe our findings in the following
sections.

5 Results: homogeneous case

5.1 Comparison with NIFTy results

For the homogeneous noise case, we trained our own version of WienerNet in Tensorflow 2
and Python 3 for maps with 128 ◊ 128 pixels. We trained several models with di�erent
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Figure 6. Left panel: power spectrum of the signal for 512 ◊ 512 maps and average noise of Planck 1
and 2, also scaled by a factor 4. Right panel: zoom in on the transition from a signal-dominated
regime to a noise-dominated regime. It is clear from the plot the scales where the power spectrum of
the average noise cut the signal.

Model 1 Model 2
# training maps 4000 20000

# validation maps 1000 1000
learning rate 0.001 0.0001
Batch size 8 8
Optimizer Adam V1 Adam V2
Initializer Glorot uniform Random uniform
# filters 10 10

Table 2. Hyperparameters and dataset set size (training and validation) used for two di�erent models.
The last line indicates the number of filters used per layer.

hyperparameters and sizes of the training set in order to study how well the performance
of WienerNet on simulating the WF regarding the optimization of the neural network is.
In table 2 it is presented two trained models with di�erent sets of hyperparameters. These
values were selected to ensure that the validation loss function is minimized.

We started with Model 1 using the Adam [31] version compatible with TF1 because the
initial version of WienerNet presented in [17] was developed in Tensorflow 1.11, in which
we were able to reproduce the results. We changed the initialization of the weights from
Glorot uniform [32] to Random uniform and also the size of the training set, not reaching
a better performance in the neural network model. Then we decided to use the optimizer
Adam version 2, modifying the number of maps in the training set and the learning rate,

– 14 –



J
C
A
P
0
4
(
2
0
2
4
)
0
4
1

Figure 7. Cross-correlation coe�cient using the neural network trained with the hyperparameters
specified in Model 1 (blue solid line) and with the hyperparameters specified in Model 2 (red solid
line). We note a clear decorrelation near ¸ = 3500. The dotted lines represent the cross-correlation
coe�cient in the unmasked region, for both models, which is equal to 1 in all scales.

finding that the best performance of the neural network is obtained with the hyperparameters
presented in Model 2.

The agreement in the WF simulated with WienerNet compared to the exact WF method
can be established using the cross-correlation coe�cient r¸ as a function of the multipole ¸:

r¸ = ÈaCNN(¸)aú
WF

(¸)Í
Ò

ÈaCNN(¸)aú
CNN

(¸)ÍÈaWF(¸)aú
WF

(¸)Í
, (5.1)

where aCNN and aWF are the discrete Fourier coe�cients of the output map of the neural
network and the exact WF respectively, and r¸ is averaged over the test set (100 maps).

Figure 7 shows the cross-correlation coe�cient between WienerNet and the exact WF
using the set of hyperparameters specified above. In both cases, a decorrelation is observed
at the scale ¸ = 3500, where the noise level is several orders of magnitude greater than
the signal. However, for a neural network trained with a larger training set and a di�erent
version of the Adam optimizer (Model 2), the decorrelation is less pronounced at those
scales. Nevertheless, the observed decorrelation of the neural network compared to the exact
Wiener Filter comes from the masked region, as represented by the dotted lines in figure 7.
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Figure 8. On the left is the output map of the exact WF calculated with NIFTy, in the center the
output map calculated with WienerNet (Model 1 in the top panel, Model 2 in the bottom panel), and
on the right is the di�erence between the two.

In this case, the cross-correlation coe�cient was calculated in the unmasked region and
remains equal to 1 across all scales.

In figure 8, the first and second panels show the filtered map with the exact WF and
the neural network, respectively, for a specific example of a signal map. In both methods,
the reconstruction of large-scale modes in the masked region, particularly at the border, is
clear, while the reconstruction of small-scale modes is comparatively less noticeable. This
produces a “blurring e�ect” on the reconstructed map. The third panel shows that the
pixel di�erence between the filtered maps produced by WienerNet and the exact WF is
more pronounced in the masked region. This observation holds true for both WienerNet
optimization models (Model 1 and Model 2).

For that specific map example, the di�erence between the exact WF and WienerNet
with Model 1 has a mean equal to ≠0.58 and a standard deviation equal to 9.54. At the
same time, the di�erence between the exact WF and WienerNet with Model 2 has a mean
equal to ≠0.37 and a standard deviation equal to 7.88. The histograms illustrating these
map di�erences are shown in figure 9.

It is noteworthy that the unmasked pixels exhibit much smaller di�erences compared
to the masked pixels, from the color bar in the maps of figure 8 and the magnitudes of the
histogram 9 it is evident that the di�erence is the order of 1% and 10% for the unmasked
and masked pixels respectively.

These results are aligned with the cross-correlation coe�cient results in figure 7. The
coe�cient remains approximately equal to 1 across all scales in the unmasked region but
shows decorrelation at small scales (high values of ¸) when we consider the masked region.
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Figure 9. Left panel: histogram of the map di�erence between exact WF and WienerNet in unmasked
region with Model 1 and 2. Right panel: histogram of the map di�erence between exact WF and
WienerNet in masked region with Model 1 and 2 with greater values than the unmasked pixels.

The cross-correlation coe�cient assesses the correlation between the exact WF map
computed using NIFTy, which employs a conjugate gradient method with a preconditioner,
and the filtered map generated by the trained neural network WienerNet. The WienerNet
Model 2 exhibits less decorrelation in the masked region at smaller scales. Consequently, we
have selected this model as the neural network model to use in the power spectrum estimation
procedure. However, from the histograms and figures presented earlier, it is evident that,
even though the decorrelation of WienerNet Model 1 is higher at smaller scales within the
masked region, the reconstruction of the signal with both models is similar, making both
models feasible for use.

In the next section, we will explore whether the performance of the WienerNet model
in TensorFlow 2 has any impact on the estimation of the power spectrum.

5.2 Implementation of the power spectrum

For the estimation of the power spectrum, it is necessary to assess the noise bias and the
Fisher matrix, presented in section 2. This evaluation takes place after the estimation of the
underlying field ŝ, for which the selection of a fiducial angular power spectrum is required.
Subsequently, we proceed to estimate the unknown power spectrum referred to as the true,
which is unbiased and incorporates the correction window function describing correlation
between the bandpowers �¸.

We computed the noise bias and Fisher matrix through simulations of the fiducial power
spectrum. We began generating a gaussian random realization of the signal in Fourier space,
denoted as ss, as the fiducial model:

È|ss|2Í = Sfid . (5.2)

– 17 –



J
C
A
P
0
4
(
2
0
2
4
)
0
4
1

We generated a random noise realization using the noise level for the homogeneous case
specified in section 4 and built a data vector:

ds+n = ds + dn . (5.3)

We performed the WF estimation of the data simulation using the models of WienerNet
described above, resulting in ŝs+n. In order to obtain an unbiased estimator of the power
spectrum we used the expression of the noise bias (2.12) averaged over several realizations.

For the Fisher matrix, we introduced a small perturbation to a Gaussian realization
of the fiducial power spectrum, injecting a minor amount of power in phase to the Fourier
modes at a single bandpower ¸Õ,

s¸Õ,s = ss + �s¸Õ . (5.4)

Subsequently, the equation of the Fisher matrix averaged over several simulations, is
derived from [8]:

F¸¸Õ��¸Õ = E¸(�fid, ŝ¸Õ,s+n) ≠ E¸(�fid, ŝs+n) . (5.5)

The Fisher matrix is interpreted here as a response of a bandpower ¸ to another band-
power at ¸Õ.

After evaluating the noise bias and the Fisher matrix through Monte Carlo simulation
approach, we generated map simulations of the true angular power spectrum and a data
sample, then we estimated the bandpower correction with the equation (2.13). In figure 10
the dotted line represents the average estimation of the true power spectrum on 100 maps
through the procedure described. The red solid line represents the power spectrum of the
data sample (signal + noise) and the green solid line represents the WF power spectrum
after estimation on the maps using the CNN. It is evident that for modes beyond the noise
level, the WF estimation tends toward zero, in contrast to the modes in the signal-dominated
regime, which closely align with the original signal.

To compare the ability of the two WienerNet models presented in the above section to
estimate the true power spectrum after this procedure, we analyze the relative di�erence
between the power spectrum estimation and the true power spectrum, as shown in figure 11.
The purple line represents the relative di�erence between the true and fiducial power spectra.
These power spectra are di�erent by construction, in this case, by 5%. The fiducial power
spectrum serves as a reference, and as a starting point from which we can compute the
unknown true power spectrum through the estimation procedure applied to a single map. We
see that the estimation of the true power spectrum from a proposed fiducial power spectrum
is unbiased for both models, and the relative error bars become larger when the level of noise
is too high compared to the signal, specifically for modes beyond ¸ = 3000.

In the left panel of figure 12, the error of the estimated power spectrum using WienerNet
models 1 and 2 in the Wiener Filter estimation of the maps is presented. Notably, both
errors are similar at least up to scales ¸ = 4000, indicating that both models are feasible
for use in power spectrum estimation.

The inverse of the Fisher matrix F ≠1 can be interpreted as an estimate of the covariance
matrix of the parameters �¸ for modes that are gaussian distributed. Accordingly, in the
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Figure 10. The magenta solid line is the true power spectrum that we aim to estimate, and the
red solid line is the power spectrum of the data. The green solid line is the power spectrum of the
WF-filtered map with the CNN, where it is evident that it tends toward zero for high noise scales.
The blue dotted line represents the estimation of the power spectrum after the WF estimation of the
map and the procedure described for recovering the true signal.

right panel of figure 12 it is shown that the square root of the diagonal elements of the inverse
Fisher matrix estimated with (5.5) (green dotted line) is closely similar to the error in the
estimation of the true power spectrum. The slight di�erence arises from the fact that the
Fisher matrix coincides with the error of the estimation of fiducial power spectrum, whereas
we are estimating an unknown power spectrum referred to as true.

In the case of maps without masks (no mode coupling) the Fisher matrix is diagonal
and equal to:

F¸¸Õ = 2E2

¸

K¸
, (5.6)

where K¸ is the number of modes inside the bin. We can calculate E¸ with simulations
or we can express it in an approximate way knowing that the WF matrix is, in Fourier
space, equal to C¸/(C¸ + n¸):

E¸ = 1
2

1
�fid

ÿ

k¸

Ck¸

Ck¸
+ nk¸

. (5.7)

Then to incorporate that the measurements are based on a fraction fsky, using the
expression (5.6) for the Fisher matrix without mask, the approximate Fisher matrix is equal
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Figure 11. The relative di�erence between the true power spectrum and the power spectrum
estimation using WienerNet models 1 and 2 is around zero and the relative error bars become larger
for scales beyond ¸ = 3000. Also, it presents the relative di�erence between the true power spectrum
and the proposed fiducial power spectrum.

to Fapprox. = fskyF¸¸Õ , which is an ideal expression of the Fisher matrix because it does not
consider the details of the mask, just the sky fraction through fsky. On the right panel of
figure 12 it is presented both the square root of the diagonal part of the approximate and
simulated inverse Fisher matrix (blue solid line and dotted green line, respectively), which
are very similar except for the last modes that correspond to the lack of convergence in the
simulated Fisher matrix beyond noise-dominated regime.

6 Results: inhomogeneous case

6.1 Comparison with NIFTy results

Following the same structure as in the homogeneous case, we trained the neural network for
maps of 512 ◊ 512 pixels and di�erent inhomogeneous noise models, and we found that the
best performance that we can obtain is with the same hyperparameters as in model 2 of the
homogeneous case, but with 16 number of filters per layer. Figure 13 compares a map of the
signal, generated from the power spectrum, to the filtered map computed with the exact WF
or with the trained CNN, after adding inhomogeneous noise, and applying a mask to the
original signal map. With this comparison, we can visually check that both implementations
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Figure 12. Left panel: error of the estimated power spectrum using WienerNet models 1 and 2, both
similar up to scales ¸ = 4000. Right panel: error of the estimated power spectrum using WienerNet
model 2 similar to the square root of the diagonal part of the simulated and approximate inverse
Fisher matrix as expected since the inverse of the Fisher matrix is the covariance matrix of the power
spectrum.

Figure 13. On the left panel we present a signal map, obtained from the power spectrum. To this
map, we applied noise from a noise variance map called “PL1”, and the mask. Afterwards, we applied
the Wiener Filter, both the exact WF and the CNN. The output filtered maps are qualitatively similar,
as can be seen in the middle and right panels.

of the Wiener Filter are e�cient in reconstructing the signal in unmasked pixels. Furthermore,
this shows its capability to reconstruct large-scale modes even in the masked region.

Given that the Wiener Filter aims to reconstruct the underlying signal, figure 14 illustrates
a scatter plot representing the relationship between signal map pixels (x-axis) and Wiener
Filter reconstruction pixels (y-axis). The left panel corresponds to the PL1 case, while the
right panel represents the PL1◊0.25 scenario. In both cases, it is evident that the neural
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Figure 14. Scatter plot of the Wiener Filter pixel predictions (y-axis) with respect to the signal map
pixels (x-axis), the masked pixels are in softer colors with respect to the unmasked pixels. Left panel:
scatter plot for PL1 case. Right model: scatter plot for PL1◊0.25 case.

Figure 15. Scatter plot of the Wiener Filter pixel predictions (y-axis) with respect to the signal map
pixels (x-axis), the masked pixels are in softer colors with respect to the unmasked pixels. Left panel:
scatter plot for PL2 case. Right model: scatter plot for PL2◊4.

network’s pixel predictions closely align with the unbiased straight line, resembling the results
obtained with the NIFTy Wiener Filter. Notably, areas with higher dispersion in the scatter
plot coincide with masked regions. It is important to highlight that the scatter plot in the
left panel exhibits greater dispersion compared to the right panel due to the higher noise
level in PL1 compared to PL1◊0.25.

Similarly, figure 15 displays a scatter plot of the Wiener Filter reconstruction pixels for
PL2 (left panel) and PL2◊4 (right panel). The left panel shows less dispersion compared to
the right panel, attributed to the lower noise level in PL2 as opposed to PL2◊4.

Figure 16 shows the cross-correlation coe�cient r¸ between the neural network models
and the exact WF result for the quadratic, linear, and Planck samples (every inhomogeneous
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Figure 16. Cross correlation coe�cient between the neural network model and the exact Wiener
Filter. Results for the four noise variance maps specified in section 4. The cross-correlation of PL1,
Quadratic, and Linear are close together since the noise levels of these variance maps are similar. PL2
has the lowest average noise but a high degree of inhomogeneity.

map variance is a di�erent noise problem to optimize). While a reasonable correlation is
observed at scales around 3000, then it begins to decorrelate at higher ¸ due to the diminished
signal-to-noise ratio. Also, due to the complexity of the inhomogeneous map variance of
PL2 there is a higher decorrelation with respect to the exact WF, than in the other three
noise scenarios. The plots are presented up to the scale ¸ = 4000 because the integrated
signal-to-noise ratio saturates near those scales.

On the other hand, the left panel of figure 17 shows the cross-correlation when the
Planck samples 1 and 2 are scaled dividing and multiplying by 4, respectively. The average
noise level of PL1 closely matches the average noise level of PL2◊4. Similarly, the average
noise level of PL2 closely matches the average noise level of PL1◊0.25, as shown in the power
spectrum figure 6. As a result, the correlation pattern between these two pairs exhibits a high
degree of similarity. However, PL1 demonstrates stronger correlation compared to PL2◊4,
and PL1◊0.25 a stronger correlation compared to PL2.

PL2 displays a higher degree of inhomogeneity compared to PL1. Even when the map
variance is scaled up or down to match the average noise level, the inhomogeneity pattern
remains equal. Consequently, the performance of the neural network is primarily influenced
by the complexity of the map variance rather than the noise level. This suggests that using
the neural network is a viable option for both high and low signal-to-noise ratio problems,
as long as the variance map is not excessively inhomogeneous.
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Figure 17. Cross-correlation coe�cient between the neural network and the exact WF for Planck
variance maps and the scaled ones. Left panel: for all the pixels. Right panel: only for the unmasked
pixels. Due to their noise level, PL1 and PL2◊4 begins to decorrrelate at scale ¸ = 2000, while PL2
and PL1◊0.25 begins to decorrelate approximately at scale ¸ = 2500. However, PL2 and PL2◊4 show
a stronger decorrelation with respect to the exact WF. Hence, the performance of the neural network
is primarily influenced by the complexity of the map variance rather than the noise level.

As in the homogeneous noise problem, the decorrelation of the neural network concerning
the exact Wiener filter results from the masked regions. The right panel of figure 17 shows the
cross-correlation coe�cients within the mask, where PL1◊0.25 exhibits a stronger correlation
than PL2, and PL1 displays a stronger correlation than PL2◊4. The scale at which the
correlation begins to decline corresponds to the point where the average noise level intersects
the signal, which occurs at scales near ¸ = 2000 and ¸ = 2500, respectively.

6.2 Implementation of the power spectrum

For the estimation of the power spectrum in the inhomogeneous case we followed the procedure
employed in the homogeneous case using the expressions (2.12) and (5.5) for the noise bias
and the Fisher matrix, respectively. We assessed these terms for each noise model scenario
(linear, quadratic, and PL1 and PL2).

We computed the noise bias and the Fisher matrix through simulations of a new fiducial
power spectrum and we estimated a new unknown true power spectrum. For the estimation
of the Wiener Filter ŝ in each noise scenario, we utilized the trained models described in
the previous section.

Figure 18 illustrates the estimation of the true power spectrum for one map in each noise
scenario. The estimation of the power spectrum for PL2 is accurate on scales up to ¸ = 4000,
while the other three cases are accurate only up to ¸ = 3000.

This behavior is better illustrated in figure 19, where the relative di�erence between the
true power spectrum and the estimated power spectrum for PL2 has lower relative error bars
up to the scale ¸ = 4000 (right panel), compared to the other cases where the error bars
become larger for scales beyond ¸ = 3000. This discrepancy is attributed to the fact that
the average noise level of these three noise scenarios (linear, quadratic, and PL1) is orders of
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Figure 18. Estimation of the true power spectrum for one map in each noise case (linear, quadratic,
PL1, and PL2). The estimation in the PL2 case goes to smaller scales than the other noise cases since
the average noise level is lower and the scale for noise crossing is greater than for the other ones.

magnitude larger than the signal at those scales, unlike the average noise level of the PL2
case. The lower errors in PL2 compared to the other cases can be observed in figure 20.

Consistent with the theory and the homogeneous results, figure 21 illustrates that the
square root of the inverse Fisher matrix for each noise case is similar to the error of the
estimation of the true power spectrum.

7 Conclusion

In this paper, we combine a neural network to apply the Wiener filter to CMB temperature
maps with a simulation-based optimal quadratic estimator, to compute the power spectrum
of partial and noisy CMB temperature maps, in a reasonable amount of time.

We have demonstrated that the neural network WienerNet, written in an updated version
of Tensorflow and Keras, can reproduce the expected results of the exact Wiener Filter
for masked CMB maps with homogeneous noise applied. The reached accuracy depends on
the careful selection of hyperparameters, which ensures that optimal performance is achieved.
Furthermore, we have shown that it is feasible to use the trained model for the estimation of
the unknown power spectrum of the underlying signal from the maps, up to modes where
the noise is not significantly larger than the signal.

This paper demonstrates the feasibility of estimating the power spectrum through the
presented procedure, which is a simulation-based optimal quadratic estimator, because the
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Figure 19. Relative di�erence between the true power spectrum and the estimation of the power
spectrum for each noise case. Left panel: cases of linear, quadratic, and PL1, where the error bars
become larger beyond scales ¸ = 3000 and it is not distinguishable from the fiducial power spectrum on
that scales. Right panel: PL2 case for which the error bars are small enough up to scales near ¸ = 4000.

Figure 20. Errors in the estimation for the power spectrum for each noise case. The error of PL2 is
lower than the other cases, in agreement with the plots above.

– 26 –



J
C
A
P
0
4
(
2
0
2
4
)
0
4
1

Figure 21. These figures show the square root of the diagonal part of the inverse Fisher matrix
and the error of the estimation of the power spectrum, for each noise scenario. The curves are close
enough, as expected, since the Fisher matrix is the covariance matrix of the power spectrum.

Wiener Filter prediction performed with the CNN is much faster than the exact method with
Conjugate Gradient. The CNN takes less than a minute to compute the WF, even for the
largest maps. On the other hand, the exact method takes several hours, the time scaling
with the size of the map. Moreover, the computation time of the CNN prediction does not
scale with the multipole of transition from signal-dominated to noise-dominated, while the
exact method does. This is because it takes longer for the exact method in the cases where
there are more modes in the signal-dominated region, as demonstrated in appendix B. This
leads to an improvement of a factor 1000 or more in time for the largest maps, for which the
use of the exact Wiener Filter method is prohibitively. Note that for the calculation of the
noise bias term and of the Fisher matrix, that appears in the power spectrum estimator, it is
necessary to apply the Wiener Filter to hundreds and thousands of maps (2000 maps for the
convergence of the Fisher matrix, and 100 maps for the noise bias), which is impossible to
do with the traditional Conjugate Gradient in a reasonable amount of time.

Besides, in this work, we proposed our own neural network for the implementation of
the Wiener Filter for masked CMB temperature maps with inhomogeneous noise, with an
additional nonlinear channel to treat the varying variance across pixels in the map. We have
explored the problem by proposing di�erent variance maps to account for di�erent levels
of complexity in the inhomogeneous noise. We shared the trained models in a dedicated
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repository.3 We created simplified variance maps from linear and quadratic functions and we
also considered two variance maps from the Planck mission to study a more realistic scenario,
also scaling them by a factor of 4 to change the average level of noise but maintaining the
same inhomogeneity along the map.

We have shown that the neural network performs satisfactorily across various scenarios,
with higher accuracy observed in less inhomogeneous maps, regardless of the average noise
level. As it was presented in the cross-correlation coe�cient in figures 16 and 17, the cases with
PL1 and PL1◊0.25 variance maps have better agreement with the exact Wiener Filter results.

In addition, we have presented the estimation of the power spectrum for these maps
with inhomogeneous noise (linear, quadratic, PL1, and PL2) where it is clear that, apart
from the optimization, it is possible to recover the underlying power spectrum of the signal
up to scales for which the noise starts to dominate the power, and beyond. Despite the
increased complexity introduced by the variance map PL2, which poses challenges to the
convergence of the neural network toward an optimal solution, it is still feasible to estimate
the power spectrum with reasonable precision. This is particularly true for larger modes
compared to the cases involving other variance maps. Despite the substantial inhomogeneity
in the PL2 map, the average noise level is lower than in other cases. Consequently, the noise
spectrum intersects with the signal spectrum at a larger scale, facilitating more accurate
power spectrum estimation.

For both homogeneous and inhomogeneous cases, we have shown in figures 12 and 21 that
the estimated errors in the power spectrum are similar to the square root of the diagonal part
of the inverse Fisher matrix, which is an expected result due to the Fisher matrix definition,
showing that the power spectrum procedure was done correctly.

We remark that the convergence becomes more challenging when the variance map
is more complex. This e�ect is more relevant for the e�ciency of the training than the
noise level of the map.

In future work, we plan to extend this analysis to include polarization CMB maps and
implement more complex noise problems, such as correlated noise. We also intend to apply this
neural network to real-world CMB experiments, such as the Q & U Bolometric Interferometer
for Cosmology, QUBIC [33], an experiment that aims at measuring the primordial B-modes
polarization of the CMB.

A Neural network architecture

In CNNs, the neurons are connected between layers inside a receptive field of size fh ◊fw, also
called kernel size. A given neuron localized on row i and column j will be connected to neurons
in the previous layer between rows (i◊sh, i◊sh +fh ≠1) and columns (j ◊sw, j ◊sw +fw ≠1),
where sh and sw are the horizontal and vertical strides. The kernel moves through the image
depending on the stride s, if s > 1 the output shape of the layer will be reduced.

Since several kernels (called filters) are applied to the output layer, the latter will have
the same number of characteristic maps as the number of filters. If we have an input image
of size [N, M, L] where L is the number of channels of the given image, the output shape of
the convolutional layer will be [N Õ, M Õ, F ], where F is now the number of filters applied to

3https://github.com/Belencostanza/WF-CNN/tree/main.
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Layers Input Output Kernel size Filters Stride Padding

Encoder0 768 ◊ 768 764 ◊ 764 5 ◊ 5 16 1 valid
Encoder1 764 ◊ 764 380 ◊ 380 5 ◊ 5 16 2 valid
Encoder2 380 ◊ 380 188 ◊ 188 5 ◊ 5 16 2 valid
Encoder3 188 ◊ 188 92 ◊ 92 5 ◊ 5 16 2 valid
Encoder4 92 ◊ 92 44 ◊ 44 5 ◊ 5 16 2 valid
Encoder5 44 ◊ 44 20 ◊ 20 5 ◊ 5 16 2 valid
Decoder5 20 ◊ 20 36 ◊ 36 5 ◊ 5 16 2 valid
Decoder4 36 ◊ 36 68 ◊ 68 5 ◊ 5 16 2 valid
Decoder3 68 ◊ 68 132 ◊ 132 5 ◊ 5 16 2 valid
Decoder2 132 ◊ 132 260 ◊ 260 5 ◊ 5 16 2 valid
Decoder1 260 ◊ 260 516 ◊ 516 5 ◊ 5 16 2 valid
Decoder0 516 ◊ 516 512 ◊ 512 5 ◊ 5 1 1 valid

Table 3. Neural network architecture for map size 512 ◊ 512 pixels with kernel size 5 ◊ 5.

the image and N Õ, M Õ depend of the chosen stride and the padding (indicating that if zeros
are added around the image or layer, this also changes the output shape). The output of a
neuron in a given convolutional layer is the weighted sum of the inputs:

zi,j,k = bk +
fh≠1ÿ

µ=0

fw≠1ÿ

‹=0

fnÕ ≠1ÿ

kÕ=0

xiÕ,jÕ,kÕ .wµ,‹,kÕ,k, (A.1)

where

iÕ = i ◊ sh + µ, (A.2)
jÕ = j ◊ sw + ‹. (A.3)

Then, if we prefer a nonlinear combination of the inputs, it is necessary to apply an
activation function to zi,j,k. In our case, we applied a ReLU function. On the other hand,
the output shape of the convolutional layer will be equal to:

input ≠ kernel + 2 ◊ padding + 1
stride . (A.4)

It is important to highlight that the output of the neural network proposed for the
implementation of the Wiener Filter is a linear combination of the input, as the WF theory
requires. The outputs of the nonlinear channels added for the treatment in the variance map
and the mask, only contribute by multiplying their results to the output layers of the linear
channel, but the final output of the neural network only becomes from the linear channel.
The choice of adding more nonlinear channels in the inhomogeneous case is motivated by
the fact that a more complex configuration of the architecture recovers an optimal solution
faster at a reasonable computational cost.

In table 3, we present the shapes of the convolutional layers in the inhomogenous
architecture (512 ◊ 512) for the linear channel, with their corresponding stride and padding.
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Figure 22. Power spectrum of the CMB for 128 ◊ 128 maps and three white noise models.

Lsize Npix l̂ l̂low l̂high Resolution

10¶ 56 713 504 873 10.71 arcmin
10¶ 128 1629 1152 1996 4.68 arcmin
10¶ 256 3254 2304 3991 2.34 arcmin
10¶ 512 6517 4608 7982 1.17 arcmin

Table 4. Simulated noise maps with di�erent number of pixels and three noise levels, used for the
study of the e�ciency of the CNN, as compared to the CG method.

Note that we considered the same value for the horizontal and vertical stride, and we only
referred them as stride. Also, the input image is extended 512 + 2 ◊ 128 in order to recover
as output 512.

B E�ciency

We characterized the noise level using the angular scale, denoted as ˆ̧, at which the white noise
power spectrum intersects the signal power spectrum, as illustrated in figure 22. Di�erent
values of ˆ̧ were considered to vary the number of modes with high signal-to-noise ratios, as
shown in the figure for maps of 128 ◊ 128 pixels. It is worth noting that the specific value
of ˆ̧ varies for di�erent map sizes, as indicated in table 4.

We trained the neural network for various map sizes and subsequently applied the model
to a test set of 300 maps. Table 5 and figure 23 shows the computational time, calculated in
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CNN CG
l 56 128 256 512 56 128 256 512

l̂ 1.06 7.01 41.9 54.9 1.76 27.4 1570 759600
l̂low 1.11 5.71 43.11 58.49 1.11 10.5 384 73500

l̂high 1.07 6.51 41.93 59.52 1.77 45.6 4909 1682100

Table 5. Computing time, in sec., required to estimate the WF. Left table: using CNN. Right table:
using CG. The value of l characterizes di�erent noise levels for the homogeneous case.

Figure 23. Scaling of the computational time required to compute the WF as a function of the
number of pixels of the map. Left panel: using the neural network. Right panel: using the numerical
method that accounts for the CG.

our CPU Intel core i7 8Th generation, required to compute the Wiener Filter, both for the
neural network and the standard method using the CG, implemented in NIFTy.

The computational time required to compute the Wiener Filter with the neural network
is of the order of seconds. It is notable that for the largest map size, 512 ◊ 512, it takes less
than a minute. These predictions are calculated using the same CPU.

In the case of the CG, for a map size of 56 ◊ 56, it takes approximately 1.5 seconds, for
256 ◊ 256, it takes around 2 hours, and for 512 ◊ 512, it takes several days, demonstrating
the rapid increase in computational time with map size. Additionally, it can be observed
that it takes more time to compute the Wiener Filter with CG in the case of lower noise
levels corresponding to the scale l̂high, as the signal spectrum predominates over noise, as
shown in figure 23. This e�ect slows down the exact Wiener Filter calculation, a phenomenon
not observed in the neural network prediction.

It is worth highlighting that the faster predictions of the Wiener Filter using the neural
network, compared to the calculation with the CG method, facilitate the power spectrum
procedure. In this procedure, it is necessary to calculate the Fisher matrix and noise bias
with simulations. Without the e�ciency of WienerNet compared to the exact method, it
would be infeasible to perform the further steps developed in this paper.
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