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ABSTRACT. We consider a class of nonconvex energy functionals that lies in the framework
of the peridynamics model of continuum mechanics. The energy densities are functions of a
nonlocal strain that describes deformation based on pairwise interaction of material points, and
as such are nonconvex with respect to nonlocal deformation. We apply variational analysis to
investigate the consistency of the effective behavior of these nonlocal nonconvex functionals
with established classical and peridynamic models in two different regimes. In the regime of
small displacement, we show the model can be effectively described by its linearization. To be
precise, we rigorously derive what is commonly called the linearized bond-based peridynamic
functional as a I'-limit of nonlinear functionals. In the regime of vanishing nonlocality, the effec-
tive behavior the nonlocal nonconvex functionals is characterized by an integral representation,
which is obtained via I'-convergence with respect to the strong L topology. We also prove var-
ious properties of the density of the localized quasiconvex functional such as frame-indifference
and coercivity. We demonstrate that the density vanishes on matrices whose singular values
are less than or equal to one. These results confirm that the localization, in the context of
I’-convergence, of peridynamic-type energy functionals exhibit behavior quite different from
classical hyperelastic energy functionals.

1. INTRODUCTION

Consider a material occupying a bounded domain @ ¢ R%. According to the bond-based
peridynamics model, formulated by S. Silling in [28,30], a microelastic material can be intuitively
thought of as a complex mass-spring system where every pair of points x and y are connected
by a spring that captures a possibly nonlinear relationship between force and displacement. The

force in the spring depends on the bond & = y —x. When the material is subject to a deformation
y—X

ly — x|

V) =V e quantity [Dv(y, x)| = )=Vl
ly — x| ly —x
represents the ratio of the change in the length of the bond y — x due to the deformation. The

pairwise microstrain or microelongation of the spring bond connecting x and y is then given by

v : Q — R%, the microstretch in the direction of at x is given by |v(y) —v(x)|. Denoting

the vector difference quotient Dv(y,x) =

S[V](y,X) = |DV(y,X)| - 1’
or more generally,

sm[VI(y, %) == — (|Dv(y,x)[" - 1),

1
m
where m is a fixed positive constant in [1,00), to accommodate different materials that exhibit
different responses to external loads. The strain s[v] corresponds to m = 1. For any deformation

v and any material point x,y, we assume that s,,[v](y,x) € (——,00) where a positive value

indicates bond elongation and a negative value indicates bond compression. If s,,[v](y,x) =0,
the bond length is unchanged by the deformation.

Microelastic isotropic bond-based peridynamic materials are characterized by a pairwise
microelastic potential function w = w(&,s) where the stored potential energy at a material
point x due to the deformation of the spring bond & =y — x is given by w(y — x, s, [V](y, x)).
Transitioning to macroelasticity, which concerns the body as a whole instead of interactions

1
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between pairs of points, at a point x, we define the macroelastic energy density functional
associated to the deformation v as

(1.1) W(x,v):/Qw(y—x,sm[v](y,x))dy.

The total macroelastic energy, which represents the total stored energy accumulated through
the deformation v is thus given by

/QW(x,v)dx:/Q/Qw(y—x,sm[v](y,x))dydx.

The pairwise microelastic potential function w = w(&,s) : R? x (—1,00) — R is assumed to
satisfy conditions that are natural in physical models. First, for any & € R?, the map w(g,-) is
nonnegative, locally Lipschitz, and twice differentiable near s = 0. Second, for any &, w(&€,s) =0

if and only if s = 0, and g—w(ﬁ, 0) = 0. That is, unchanged bond lengths do not contribute to the
s

strain energy. Finally, there exist positive constants o and r and a nonnegative locally integrable
function p so that for any & € RY, w(€,s) > ap(€)s® for any |s| < . This condition says that
for small strain, the material obeys Hooke’s law, where the restoring spring force is proportional
to the elongation. Detailed conditions on w, as well as examples used in the literature, will
be given in the next section. A common feature of these microelastic energy functions is their
global nonconvexity in the deformation. That is, for each x, the integrand W given by (1.1) is
nonconvex as a function of |Dv|.

In this paper, we discuss two challenges that arise naturally in the study of nonlinear
nonconvex peridynamic models. The first is the rigorous justification of the derivation of the
commonly-used linearized bond-based peridynamics model [2,21,22,29] obtained from nonlinear
and nonconvex peridynamic models. The second is the consistency of the peridynamic theory
with the theory of classical continuum mechanics. This has been a central topic of study since
the introduction of peridynamics as alternative model for multiscale modeling in solid mechanics,
[26,28,30] (see also [5,6,22]). To illustrate main ideas, we take specific values of m in the initial
mathematical description, and reintroduce a general value in the proofs in subsequent sections.

The derivation of the linearized bond-based peridynamics model takes the following path:
Formally, it is expected that for a naturally behaving elastic material, small external loads
result in small displacements. Following the reasoning in [12], we write the deformation as
v(x) = x + a(x), where u is the displacement field, @ = 0 corresponds to the equilibrium
configuration, with corresponding deformation i(x) = x+0 = x. Now given a loading field 1, let
us consider a smoothly changing external loading field 1(x;e) with the property that 1(x;¢) =
el(x) 4+ O(e?). Our formal understanding is that the resulting displacement field (x; €) behaves
similarly: (x;¢) = eu(x) +O(e?) for a fixed underlying field u. The corresponding deformation
is ve = X+ e¢eu+ 0(52), and the first order approximation of the associated microstrain is
s[vel(y,x) = |Di(y,x) + eDu(y,x)| — 1. The equilibrium configurations are then stationary
points of the total elastic energy

(1.2) /Q/Qw(y — x,|Di(y, x) + eDu(y, x)| — 1) dy dx — &2 /Q 1(x) - u(x)dx

where the first term is the strain energy and the second term is the work done by the external
IDi(y,x) + eDu(y,x)* — 1
|Di(y, x) + eDu(y,x)| + 1
|Di(y,x) + eDu(y,x)| — 1 = eDu(y, x) - Di(y, x)
+ ‘EDUP + EDu(Ya X) ) Di(Yv X)(l - |Di(Y7 X) + EDu(y7 X)|)
Di(y, x) +eDu(y,x)[ + 1
= Du(y, x) - Di(y,x) + O(e*|Duf*(y,x)) .

load. After writing |Di(y,x) +eDu(y,x)| — 1= , we have
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Now, if the vector field u is assumed to be Lipschitz, then using Taylor expansion on w gives
e2 0%w
2 0s?

As a consequence, dividing the total energy in (1.2) by 2 and taking a limit in e, we obtain that

i % ([ wty = x D1y 30+ cDuty. x| - Dy ax— 22 [ 160 -ux) o

e—0 &2 Q

1 .
T2 /Q /Q ply —x)(Duly, x) - Di(y, x))* dy dx — /QI(X) -u(x)dx,

w(y —x,|Di(y, x) + eDu(y,x)| — 1) = (y — x,0)(Du(y,x) - Di(y,x))* + O(?) .

(1.3)

2
where p(€) = 861;(5,0) is the resulting interaction kernel. The right-hand side of (1.3) is
s

usually taken as the total energy in linearized bond-based peridynamics models. We note that
this convergence of the re-scaled sequence of potential energies is under the assumption that the
field u is Lipschitz, which excludes vector fields that may have discontinuities. In |27, page 222],
it is argued that weakening the condition for linearization is advantageous because it “permits
us to consider perturbations containing jump discontinuities in u.” Indeed, the ability to model
discontinuous deformation fields is a central attractive feature of peridynamics models. In this
regard, our first main result justifies the linearized bond-based peridynamics model for vector
fields that make the right-hand side of (1.3) finite, which is a class of vector fields that is bigger
than that of Lipschitz vector fields. Most importantly, depending on the singularity of the
interaction kernel p, this class may contain discontinuous vector fields. We will state the result
precisely in the next section but broadly speaking we will prove that the sequence of functionals

1
(1.4) E.(u) = 82/ / w(y — x, |Di(y,x) + eDu(y,x)| — 1) dy dx — / 1(x) - u(x)dx
QJQ Q
will T'-converge with respect to the strong L? topology to

15 Ew=, /Q /Q ply — x)(Du(y, ) - Di(y, x))* dy dx — /Q 1(x) - u(x) dx.

While it remains an open question, the nature of this mode of convergence is that, under some
additional condition, minimizers of (1.4) subject to some volumetric conditions converge to a
minimizer of the limiting energy functional (1.5).

The second issue we discuss in this paper is the consistency of the peridynamics theory
with the classical continuum mechanics theory. This has been a central topic of study since the
introduction of peridynamics as alternative model for multiscale modeling in solid mechanics
[26,28,30] (see also [5,6,22]). The underlying assumption in the peridynamics model is that there
are direct interactions between points that are at a finite distance from each other. As described
in [26], the maximum interaction distance introduces a length scale for the material model, which
is called the horizon. A common justification for the consistency of the peridynamic model with
the classical model is to derive and analyze the form of the resulting strain energy functional as
this horizon vanishes. For linearized peridynamics, its consistency with linearized elasticity has
been established with various level of rigor, including proofs via variational convergence. Indeed,
associated to a given interaction kernel p € L .(R?) that is radial with p(|€|) = 0 for |¢| > 1,

€]

1
we can introduce a sequence of kernels ps(|€]) = ﬁp(f)’ where in this case 0 represents the

horizon. As shown in [22], the sequence of quadratic potential energy functionals (1.5) associated
to ps have a I'-limit with respect to the strong Lz—topology, and this I'-limit Fj,. is a gradient
energy given by

Eioe(u) = ,u/QQ|Sym(Vu)]2 + (divu)?dx — /Ql(x) cu(x)dx.

The functional Ej,. is the well known Navier potential energy corresponding to a constant Poisson

1
ratio 1 and bulk modulus u calculated from p. The consistency of the more general state-based
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linearized peridynamic model to that of the linearized elasticity model for arbitrary Poisson
ratio is additionally established in [22]. Note in particular that the convergence preserves the
class of displacements that correspond to unstrained configurations. Indeed, the same class of
infinitesimal rigid motions u = Qx+b with Q7 = —Q solve the differential equation Sym(Vu) =
0 in Q as well as the difference equation Du(y,x) - Di(y,x) = 0 for almost all x,y € Q.

The situation in the case of nonlinear peridynamics is quite different. To demonstrate this,
let us consider the sequence of microelastic energy densities

ws(€,s) = ps(|€)(s* = 1)°

introduced in [28] for an isotropic homogeneous microelastic peridynamic material, where ps is
as above. The corresponding macroscopic strain energy associated with the deformation v is

(16 [ [ ostly =x)(Dv(y. ) = 17 ay ax.
which vanishes when the deformation v is distance-preserving, i.e.,
(1.7) [v(x) = v(y)| =[x — y| for all x,y € Q.

It is well-known that such maps are necessarily affine maps whose gradient is a rotation (see
Theorem A.1 for a proof). If we fix a twice-continuously differentiable map v and let § tend to
0 in the sequence of macroscopic strain energies, we obtain

(1.8) lim/ / ps(y — x)(|Dv(y,x)|* — 1)*dy dx = / w(Vv(x))dx
=0 Jq Jo Q

where for any d x d matrix, F, @(F) = 2u||FTF — I||> 4+ u(||F)|?> — d)? for some p = pu(d). This

can be obtained via direct calculation, see also [5,24|. The energy density on the right-hand

side is the St. Venant-Kirchhoff strain energy density function of a hyperelastic material with

bulk modulus p. The twice-continuously differentiable deformations corresponding to unstrained

configurations for the St. Venant-Kirchhoff material are those v :  — R? such that

(1.9) Vv(x)IVv(x) =T forallxecQ.

Any smooth vector field v that satisfies (1.9) has gradient matrix Vv(x) equal to a constant
orthogonal matrix for all x € €2, and so necessarily v is affine; see Theorem A.3. So if the class
of deformations is restricted to smooth functions, the zero sets of (1.6) and (1.8) coincide.

However, the presence of external body forces and general boundary conditions can intro-
duce discontinuities in the deformation gradient and its higher derivatives. Indeed, since the
peridynamic functionals depend only on first-order difference quotients, it is natural to consider
the localization limit in a topology permitting discontinuous gradients, such as the uniform
topology of continuous functions. These discontinuities can interact with the non-convexity of
the functionals to produce effective behavior of minimizers that is quite different than the above
uniform limit would suggest. Let us illustrate with the following one-dimensional example. Take
= (0,1), and for a number N € {1,2,...} define vy : [0,1] — R as the following function that
has a “sawtooth” profile:

x—%, forxe[%,zk;l)
oy (z) == ng—i-? %g+12]¥k+2 for k€ {0,1,...,N —1}.
ety freelmEyT TN
For each N, vy is a Lipschitz continuous function, with weak derivative defined almost every-
where taking the value of either —1 or 1. Then, for the kernel p defined as p(z) = % if [z] <1

and 0 otherwise, it is straightforward to calculate

1
8
/ / ps(y — 2)(|Duw (y,2)]* = 1)?dydz = —N§.
0 J{lz|<d} 15
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1
For the choice of § = 0(N) = N2 (or similar), the sequence of energies tends to 0 as N — oo, i.e.

we expect vy to be a minimizing sequence of the localized limit. However, vy — 0 uniformly in
1

[0,1], which clearly is not a minimizing sequence for the functional v — [ @(v'(x))dz. Thus,

0
this local functional does not capture the effective behavior of the nonlocal functionals in the
localization limit taken in this topology.

More generally, the relations (1.7) and (1.9) interact with uniform convergence in different
ways. On one hand, if a sequence of Lipschitz continuous deformations {vy} satisfying (1.7) has
a uniform limit v, that continuous deformation v must necessarily satisfy (1.7); see Theorem
A2 for a more general statement. That is, the relation (1.7) is rigid. On the other hand, the
relation (1.9) is not rigid, since there exist sequences of Lipschitz continuous deformations {vy}
satisfying (1.9) that converge uniformly to v = 0, which does not satisfy (1.9).

To summarize, in the regime of variational convergence the behavior of the nonlocal func-
tionals is not retained in the localization limit. As a special case of the result we obtain in this
paper, it turns out that the I'-limit of (1.6) has an integral representation with quasiconvex

density weo of the form / Woo(VV) dx for v € W1’4(Q; R%), an integral functional that depends

Q
only on the gradient of the vector field. Moreover, we will show that
Wweo (F) = 0 if and only if FTF < T in the sense of quadratic forms.

This implies that the zero set of the limiting functional consists of Sobolev maps whose gradient
satisfies Vv (x)Vv(x) <1 for almost all x € Q, which is a larger class than the zero set of the
St. Venant-Kirchhoff strain energy functional. This class of the zero sets also makes it clear that
no classical hyperelastic material model can be obtained as a I'-limit of the sequence of nonlocal
energy functionals of the form (1.6).

The paper is organized as follows: In Section 2 we define notation and precisely state the
main results of the paper. Section 3 contains the I'-convergence result for the linearization of
the nonlocal functionals. In Section 4 we prove the integral representation result for the I'-limit
of the nonlocal functionals in the localization limit. We then derive further properties of this
integral representation in Section 5.

2. STATEMENT OF MAIN RESULTS

Before we state the main results of the paper, let us fix notation as well as assumptions.
The open Euclidean ball centered at xo € R? with radius r is denoted B(xg,r). The set of d x d
matrices with real entries is denoted R%*?. We denote the transpose of a matrix F € R*d by
FZ. The set O(d) C R¥*? consists of all F such that FF = I, where I denotes the d x d identity
matrix. We denote d-dimensional Lebesgue measure as dx, and denote d — 1-dimensional surface

measure as do. For a measure v and a v-measurable function f, the integral average is denoted

1
by ][ fdv = (4) / fdv. For 1 < p < oo, standard Lebesgue and Sobolev spaces for general
A v A

vector fields u : R? 5 Q — RY are denoted LP(€;RY) and W'P(Q; RY) respectively, with the
codomain omitted when N = 1.

We assume that the microelastic potential w : R? x [—1, 00) — [0, 00) satisfies the following:

i) w(&,s) = k(&)V(E,s), where U is a Carathéodory function with s — W¥(&,s) locally
Lipschitz on [—1, c0).
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ii) There exists § > 0 such that for each &, W(&,-) € C?([0,d]), ¥(£,0) = 0,(?5(5,0) =0,
0%V
@(5,0) >0 and

inf inf W(&,s) >0 for all s > 0.
|s|>s0 £E€R4

iii) There exist constants ¢; > 0 and dp > 0 such that for all &
k(E)W(E,5) > c1k(€)s® for [s] < do .
iv) There exists co > 0 such that

2
Ke) \‘9 Yo

>z < cok(&) for |s| < dpand & € RY.

It follows from the above assumptions that that for some ¢ > 0, and all £ € R?,

k(g)i\f(g, 0)s? > ck(&)s? for all s € R.

Define p : R? — [0, 00) by

(A) p(&) = k(g)?;f({, 0) and assume that p € L} (R%).

The kernel will be used to define the function space

(2.1) X,(Q2) = {u e L2 (Q;RY) [u]?,(p ::/Q/Qp(y — x)(Du(y, x) - Di(y,x))?dy dx < oo} .

We note that for any 1 and u € L*(2, R?) the functional Ey(u) defined in (1.5) is finite if and
only if u € &,(€2). We note that [-]x, defines a seminnorm for X,(£2) [21]. We are now ready to
state the I'-convergence result for the linearization regime.

Theorem 2.1. Suppose that Q is a bounded domain with Lischitz boundary. Let the microelastic
energy density function w(&,s) satisfies the above conditions i)-iv). For any m > 1 and a given
external load 1 € LQ(Q;]Rd), define the functional E, : LQ(Q;Rd) —R by

. (u) = E:(u),  if E:(u) < o0,
: ] o0, otherwise.

where E. is the sequence of functionals given by
1
(2.2) E.(u) = 2 /Q /Q w(y — x, spm[u](y, x)) dy dx — /Q 1(x) - u(x) dx.

Then, with respect to the strong topology on LQ(Q), we have

- = _ J Eo(u), uc X,(Q),
Pre-lim Ee(u) = Eo(u) = {+oo, we QR \ X,(0),

where Ey(u) is given by (1.5).

Throughout the literature on bond-based peridynamics, a number of microelastic energy
density functions are proposed that satisfy some of the above conditions. One example is a
peridynamic formulation of a constitutive law for microelastic brittle materials (MBM), in which

ow
the microelastic force density 8—(5 , 8) is zero if the strain s exceeds a given threshold sg. In this
s
2 2
S S
case, the density is taken to be w(&, s) = k(&€)y(s) where ¢(s) = ¢y if s < s and CEO if s > s¢.
One can think of the spring connecting the material particles as linear for small strain, but the
spring breaks when the strain exceeds s, see |28, Section 14]. A second example is a modified
MBM model, which introduces a strain zone where the force density weakens and eventually
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vanishes instead of vanishing immediately after vanishing a threshold strain, see [15,27] for more.
In [19,20], still another version is studied:

w(, s) = k(€)f(€s)

where f : [0,00) — R is a nonnegative, smooth and convex-concave function with the properties

im 20 oy >0, lim f(r) = fa < oo

r—=04+ 1 r—00

f(0) =0,

As discussed in [20], this choice of energy density gives a microelastic force density function that
is linear for small strains and that weakens indefinitely after a certain strain threshold. For a
fixed &, all of the above mentioned microelastic energy densities are bounded as a function of
s. In [28], Silling argued that classical energy density functions for some hyperelastic materials
can be computed from given microelastic potential functions such as

w(€, s) = k(|€))(s* = 1)%.

One can also construct other examples such as w(€,s) = k(&)(g(s + 1) — 1)? where g is dif-
ferentiable, g(1) = 1 and ¢'(1) # 0. In connection with modeling phase transition via peridy-
namics, authors in [13] and recently in [1| have also studied microelastic potentials of the form
w(€,s) = p(€&) min{s?, (s — s9)?} for some nonnegative s.

Our second result holds for a specialized class of microelastic potentials. Here we assume
that w = w(&,s) : R? x (—=1,00) = R is of the form

wn (&, s) = pn(€)2(|s])
where @ : [0, 00) — [0, 00) is a nondecreasing and convex function with p-growth:
Co(lalP —1) < P(a) < Ci(1 4+ |al?), for all a € [0, 00),

2.3
(2:3) ®(a) =0 if and only if a =0,

where Cp, C) are given positive constants and p € (1,00). The sequence of nonnegative radial
kernels {py, }nen are assumed to converge to the Dirac-Delta measure at 0, i.e.

(B) / pn(x)dx =1, lim pn(§)d€E =0 Vé>0.
R4 =00 JRd\ B(0,5)

For each n, we now consider the sequence of functionals

(2.4) //pnx ¥) <\V() v(y)l 1D dy dx.

x -yl
From the growth conditions (2.3) for ®, we see that for each n, F,(v) < oo if and only if
v € QP P(Q; RY) where for any p € Li,.(R?), the function space Qﬂp’p(Q; R%) is defined as

WPP(Q; RY) = {v € P RY) : [VIEy, 00 / / |)i - ;fp I 4y dx < oo} :

This space has a natural norm ||-[|gge.r () := (|| Hip(m—i—[-]gnp,p(m)? and is a reflexive Banach space
with respect to this norm. Moreover, a well known result of Bourgain, Brezis, and Mironescu [7]
(see also [24]) states that the sequence of spaces 20°*P(€; R?) can be used to characterize the

Sobolev space W1P(Q;R?) in the following sense: for any v € WhP(Q; R%), hm 1nf[ V]baon, Q) =

/ ][ |Vv(x)n|P do(n) dx, which is a seminorm equivalent to the W17 (Q; R%)-seminorm, and

conversely, if v € LP(Q; R?) and hm 1nf[ K < 00, then v € WhP(Q; RY).

apen»()

The variational limit of the nonlinear peridynamic functionals (2.4) in the localization limit
is described in the following theorem:
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Theorem 2.2. Define the functionals Fp, : LP(Q;RY) — R to be extensions of F, in (2.4) to
LP(GRY); that s,

— FE ))jPn P QRd

Fv) ::{ W(v), v eWm PR

400, otherwise.

Then there exists a quasiconvexr Carathéodory function fso : RY*?

condition

— R satisfying the growth

C(IF” = 1) < foo(F) < C([F[” + 1)

such that F,, I'-converges in the strong topology on LP(Q;Rd) to Foo, where the limiting func-
tional Foo : LP(Q;RY) — R is defined as

1, .Tod
Folv) = /Qfoo(Vv)dx, v e WHP(Q;RY)
400

otherwise.

Moreover, the effective strain energy density foo is frame-indifferent, i.e. foo(UF) = foo(F) for
all U € O(d), and foo(F) = 0 if and only if FIF < 1 in the sense of quadratic forms.

Some remarks are in order. First, as discussed in the introduction, even though the energies
F,, vanish only for affine functions with gradient in O(d), the limiting functional F., vanishes
for a much wider class of nonaffine functions. As a direct consequence, one notes that no
stored energy for a classical hyperelastic material can be recovered as a I'-limit of bond-based
peridynamic functionals, since the zero-set of the limiting functional F is always strictly larger
than that of any stored energy functional of classical theory. This observation is a constructive
counterpart to a negative result in [6] in which some functionals with polyconvex integrand are
shown not to be obtainable via I'-convergence of bond-based peridynamic functionals.

Second, the integral representation of I'-limits of nonlocal functionals are available in the
literature. For example, Theorem 4.1 is closely related to the results contained in [4] for discrete
energies. Our work is in fact inspired by the result and the approach used in [4]. Similar results
are also proved in [3] where energy densities of a very general form with symmetric kernels
are studied. However, the sequences of kernels considered there are exclusively of convolution
type and have weaker singularity conditions than (B), namely that |£|7Pp(€) € L'(R?), and
that p,(€) = n?p(ng). Thus, for the theory developed in [3] the space 207 (€; R?) is always
LP(; RY), whereas in the present work the space may be strictly smaller; see [22, Remark 2.5]. In
addition, the present work covers localizing kernels such as p,(|€]) = C(1 — s)|€|4T*P~Px B(0,1)(&)
for s € (0,1) and some normalizing constant C. The recent work [9] has a closely-related
result, in which the I'-convergence in the weak topology on Sobolev spaces of a class of integral
functionals expressed as a sum of a local and a non-local terms are studied. The sequence of
microenergy densities we study indeed satisfy the growth and integrability conditions of the term
that comprises the nonlocal part of [9]. However, the additional convexity structure on w with
respect to the strain s is important for our work as it allows us to obtain estimates for the limiting
integral representation. Integral representations of nonlocal functionals are also obtained in [24]
and |5]. In both of those works, sufficient conditions are provided that force the I'-limit to be the

integral of a quasiconvexification of the point-wise limit, i.e. w(F) = ][ ®(|Fr|)do(v). The
Sd—1

conditions effectively amount to requiring the convexity of ® in I, which is outside the setting
of the present work. In fact, our work partially addresses one of the open problems posed in [24]
that — even in the absence of the sufficient condition — an integral representation of the I'-limit
is possible. Using the same techniques in [24], upper and lower bounds for the I'-limit can be
obtained and we will present an example that shows these bounds may not be equal.
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3. JUSTIFICATION OF LINEARIZATION

In this section we will present the proof of Theorem 2.1 which states the proper justification
of bond-based peridynamics as a linearized model of nonlinear peridynamics. The proof we
present below also covers energy functionals whose corresponding microelastic energy density is

a function of the more general nonlocal nonlinear strain s,,[v](y,x) = — (|Dv(y,x)[™ — 1) for

m > 1. To that end, let us begin with a preliminary result related to the linearization of s,,.

Lemma 3.1. Let m > 1. For a given (v,¢) € ST x RY and € > 0, define the function

~ 1
Sn(,60) = (v + g™ — 1),
Then for any € > 0, there exists a function ¥ such that

gm(ya €C) =ev: C + 62"‘?(& v, C)
Moreover, if eg > 0, and M > 0 are given then there exists a constant C > 0 that depends only
on d,m,eq, and M so that for all (e,v,¢) € [0,e0] x ST! x B(0, M)

(e, v, Q)] < C.

Proof. Let us first assume that m > 2. For a fixed (v,¢) € S9! x R?, using Taylor expansion
gives

1 Snl1150) = - bGP~ 1) =6+ SR 01206,
for t = t(v,¢,e) € (0,1), where
8%3m B 2 C+r)e(C+v)
(3.2) TCQ(V,C)— ¢ + V| <]I—|—(m—2) T ) )
The first part of the lemma follows now by taking ¢ (e, v,{) = 8;5;”(1/, te¢)[¢, ¢]. Notice from

(3.2) that for any unit vector v and any vector ¢

025,

¢?
It then follows that if |¢| < M, and 0 < & < g, then |v + te¢|™ 2 < C(d,m, g9, M). That
completes the proof in the event that m > 2.

<u,tac>[c,<1\ < O(dm)lw + 1™,

For the case 1 < m < 2, we write, after multiplying and dividing by |v + &¢|™ + 1
Llv+ePr—1 1 2
B (2 LS. B
m|lv+e¢/m+1  2m v +e¢|™+1

Now since 2m > 2, we may apply the first case to write as
Sn(v,e€) = (ev - ¢ +e%(e, v, Q)

Using Taylor’s expansion, we can also write
2
lv+e¢|™+1

Combining the above equalities we conclude the proof of the lemma. O

Sm(v,e€) =

2
v+em+1

=1+4e¢(e,v,¢), where |d(c,v,¢)| < 2m|v +te¢|™ ¢ and t € (0,1).

Corollary 3.2. Assume that w : R x (—1,00) — [0,00) satisfies all the conditions stated in
Theorem 2.1. Then, given a bounded subset K C R%, sufficiently small eg > 0, and & # 0, we
have

sup sup | Sw(E,5n(€/I€].£0))| < CR(E).

0<e<eg CEK | €
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§

2
’£|> , V¢ e K ande € (0,e)

1 ~
liy S (6,3l 161:26) = MO 53 €0) (¢

Proof. The proof follows directly from Lemma 3.1, the assumptions on w, and the Taylor ex-
pansion

1 N 1 _ v, 2
33 (€5 (E/1€20) = SHOVE T E/16.20) =HO G5 €.) (¢ & +00)
for some €* > 0 that depends on ¢, €, and ¢. Moreover, for a fixed € # 0, hm sup * = 0. (]
e—0 CEK

We also need the following result on the density of smooth functions in the nonlocal function
space X,(£2). The proof follows an argument that establishes the corresponding result for Sobolev
spaces, see for instance [16]. We include the proof here to ensure its validity on a space equipped
with a “non-standard” norm.

Theorem 3.3. Assume that p satisfies (A) and that Q is a bounded Lipschitz domain. Then
C=(Q;RY) is dense in X,(Q).

We begin with the following lemma.

Lemma 3.4. Assume that p satisfies (A). Suppose that u € X,(2) with supp(u) € Q. Then
there exists a sequence {u,} € C° (4 RY) such that

u, > u in X,(Q) as n — oo.

Proof. Let ¢ be the standard mollifier, and let . be the dilation of ¢ by a factor of €. Let
n = dist(supp(u),2) > 0. Then for any ¢ < Z, the vector field u. := ux* . € CSO(Q;Rd) with
supp(u.) € 2, and furthermore [u:]x, ) < [u]x, ) by an application of Jensen’s inequality.

We claim that u. — u in X,(€Q). Clearly u. — u strongly in L2(Q;RY), so we just need to check
that [115 — u]XP(Q) — 0.

Fix 7 > 0. Since p(x — y)|D(u. — u)(x,y) - Di(x,y)|* € L'(Q x Q), by continuity of the
integral there exists a & > 0 such that

/Q /Q Xily—xi<30(X — ¥)|D(ue — w)(x, y) - Di(x, y) 2 dy dx < 7.

Now by (A) the function X{diam(Q)>|z|>5}T(|Z2) € LZIOC(Rd), so therefore
=12=0 g

/Q/QX{Iyx|>6}P(X —y)[D(u: —u)(x,y) - Di(x,y)|* dy dx

<9 / [ - M}, ,2>|u€< )~ u(x))? dy dx

0) lus —ulZ2q
We thus have that
[u: = u]% () < C(3) |lue - ull72gg) + 7

Taking € — 0 gives lim sup[u. — u]g(p(m < 7 for any 7 > 0, and the result is proved. O

e—0

Proof of Theorem 3.53. Step 1 (Local approximation): Let xo € 9. Then there exists v €
W (R4, a radius r > 0, and an index o € {1,...,d} such that

QN B(xp,r) ={x € B(x0,7) : T5 > Y(T1,-+,To—1,Tot1ys---,Td)} -
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Define V' := Q N B(xy, g) Now define the shifted point x* := x + Aee, for € > 0, where

{e;}&, denotes the standard basis for R?. Then there exists g9 > 0 small and A > 0 sufficiently
large such that B(x®,e) C 2N B(xg,r) for all x € V and for all ¢ < gp. Define the shifted
function uc(x) := u(x®) for x € V. By a coordinate change, [u:]x, ) < [u]x, (). Next define

Ve = ¢ * Ue, where . is the dilation of the standard mollifier. Clearly v. € C*®(V; Rd), and
by Jensen’s inequality [ve]x vy < [u]x,(q)- Now we claim the following:

i) ve. > uin &,(V), and
ii) for any ¢ € C2°(B(xo, g)) with 0 < ¢ <1, there exists C = C(V, () > 0 such that

1€ve = Cullx, @) < Cllve = ullx, vy -

First we prove i). Write
Ve =l vy < [IVe = vy, vy + [[ue —ufly ) -

The first term converges to 0 as ¢ — 0 by the same reasoning as in the proof of Lemma 3.4. As
for the second term, by continuity of translations in the L?-norm we have ||u. — ul| r2v) — 0 as

e — 0, so to prove i) we need to show that

(3.4) limsup[u: —uly, ) =0.

e—0

Let 7 > 0 be arbitrary. Then since p(x — y)|D(u. — u)(x,y) - Di(x,y)|> € LY(V x V), by
continuity of the integral there exists a § > 0 such that

/V /V Xily—xi<s1P(X — ¥)|D(us — w)(x,y) - Di(x, y)|? dy dx < 7.

Now X{|z|25}'[|)i|z2) € L}OC(Rd) by (A), so therefore

/V /V Yty 25 p(x — ¥)[D(u. — w)(x,¥) - Di(x,y) dy dx < C(6) . — ulla(q -

We thus have that
[e = uf3 (1) < C6) flue = ulff2iq) + 7

Taking ¢ — 0 gives lim sup[u. — u]%(p(v) < 7 for any 7 > 0, and (3.4) is proved.

e—0

Now we prove ii). Note that we use the convention (v.(x) = (u(x) = 0 whenever x € Q\ V.
Since ¢ <1 we have [[((ve —u)|lz2(q) < [[Ve — ul[z2(1y). Next we have

ove = Gl = [ [ px=yID(Cv- - Cu)xy) - Dicxy) dy dx
= [ | stx=9)P(cv. — cu ey - ity dy dx

2 —u - Di(x 2 b'e

2 R CEIe) - u) Ptk y)Paya

= Jf + J5.
Writing D(¢ve — Cu)(x,y) = ((x)D(v: —u)(x,y) + (ve(y) — u(y))D((x,y), we have

I5 < N¢ ey Ve = 3 ) + CONNIVE ey lIve = ull 2y -



12 TADELE MENGESHA AND JAMES M. SCOTT

Moreover, since R := dist(supp(¢), (2\ V)) > 0,

o
i <2 / / PXZY) 24y, (y) - u(y)P dy dx
O\V JVNsupp(¢) ly — x|

) p(E) s
< 2¢)3 ( /{dm<mz|g>3} L ds) ( /V [ve(y) — u(y)| dy) ,

concluding the proof of ii).
Step 2 (Global approximation): Let § > 0. Since 92 is compact, we can choose finitely many
points x; € 99, radii 7, = r(x;) > 0, and corresponding sets V; = QN B(xi,%) so that
90 c UY | B(x;, %) By Step 1, we can find corresponding functions v; € C°°(V;; R%) such that
fori=1,...,N

[vi — UHX,)(VZ-) <9.

Let Vo € Q be an open set such that Q ¢ UYV; and choose a function vy € C™(Vo;RY)
according to Lemma 3.4 that satisfies

Vo —ullx, 1) <9

Let {¢;}Y, be a C™ partition of unity subordinate to the sets {Vo, B(x1, %), ..., B(xn, %\7)},
N N
and define v := Z ¢ivi. Then v € C®°(Q;R?), and since u = Z ¢;u we have using Step 1, ii)
=0 =0
as well as Lemmg 4 '
N
Iv =l oy < 30 CAG v — ull sy < CN + 1)5.
i=0
That concludes the proof of the theorem. O

Proof of Theorem 2.1. Recall the functionals E. and Ej defined in (2.2) and (1.5), respectively,
and their corresponding extensions E. and Ey. The result follows from the inequalities

Eo <T'pe-liminf E. < Tye2-limsup E. < Ej,
e—0 e—0

where I'}2-liminf . and I'[2-limsup E. are the lower and upper I'-limits, respectively, of E..
e—0 e—=0
The second inequality is trivial, and the first and third inequalities are established below. The

first inequality will follow from the following statement: Let u € L*(Q; IR{d). For every sequence
u. converging to u strongly in L?(R%), we have

Eo(u) < liminf E.(u.) .
e—0
To prove the statement, we note that there exists a measure zero set N C €2 x 2 such that for
all (x,y) € (2xQ)\ N
u(y) —ue(x) | uy)—u(x)
ly — x| ly — x|

as € — 0. This means that for a fixed (x,y) € (2 x Q) \ N, the sequence of vectors Du.(y,x)
remains a bounded set in R?. After noting that

Du.(y,x) = = Du(y,x)

sm[i+ euc)(y, x) = s (Di(y, x), e Du(y, x)),
by Corollary 3.2 (or directly (3.3)), we have that for a fixed (x,y) € (2 x Q) \ N,

lim, —w(y — x, sfi + 2u.](y, %)) = ply — x) (Du(y, x) - Diy, x))?

e—=0¢
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Since w is nonnegative, integrating and applying Fatou’s lemma we have

| . .
hgéleQ/Q/Qw(yX’SthreuE](y’X))ddeZ/Q/Qp(yX) (Du(y, x) - Di(y, x))* dy dx.

Notice that the right hand side is finite only when u € X,(£2) by definition (2.1). When
u € LAHQRY) \ &,(Q), the right hand side becomes oo and so is the left hand side of the

inequality. Finally, we use the L?-continuity of the linear map u / 1(x) - u(x) dx to conclude
Q
lim inf F/ > Eo(u).
1£n_>1(1)1f E.(u;) > Eo(u)

Finally, the second inequality follows from the observation that for any u € L? (Q; ]Rd),

I'p2-limsup E.(u) < Eg(u).
e—0
Indeed, the inequality is trivial if u € L*(Q; R?)\ A,(£2), so we assume that u € X,(Q). We first
assume additionally that u € W1°(Q; R?). Set M := [allyr.00(q)- Then [Dluf(x,y)| < M for
almost every (x,y) € Q x Q. Then, by Corollary 3.2, E.(u) < oo for € > 0 small enough and
by the dominated convergence theorem
gl_rf(l) Es(u) - EO(u) :

For the general case u € X,(f2), by Theorem 3.3, there exists a sequence {ug} C WH(Q;R?)
such that u; — u strongly in &,(Q2), and so by the lower semicontinuity of the I'-limsup

I'12-limsup E.(u) < liminf (FLz— lim sup Es(uk)> < liminf Ey(uy) = Ep(u) .
e—0 k—o0 e—0 k—oo

where the last equality follows from the continuity of Eg with respect to strong convergence in

X, (€2 Rd) since, from the quadratic structure of Ey, we have

%mw—awo=AK¢@—@@M%—wawwa»wmwwmm@~mw$wmw
1(x

+ [ 160+ (u() = e )l
from which
|Eo(ur) — Eo(u)| < [u—ulx,[ug +ulx, + |U|z20) lux — ullz2q)-
and then since [uy + u]y, is uniformly bounded we have
|Eo(ug) — Eo(u)| < Cllug —ullx, =0, ask — oo.
O

Remark 3.5. In light of this I-convergence result, a natural next step is to attempt to prove
that minimizers of (1.4) converge to a minimizer of (1.5). Showing this convergence additionally
requires a compactness result; namely, that a sequence of functions {u.} (subject to some

volumetric conditions) that satisfies sup E.(u.) < oo is actually precompact in the strong L2(Q)-
e>0
topology. Such a program using I'-convergence has been successfully carried out in the case of

classical hyperelasticity (see [12]). The compactness result in that setting hinges on special
nonlinear Korn inequalities, which are in turn established by using the special geometry of
the manifold of orientation-preserving rotations. We do not know how to establish analogous
nonlocal versions of these inequalities; this is a subject of ongoing study.
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4. THE LOCALIZATION LIMIT

In this section, we prove the first part of Theorem 2.2. That is, we prove that the I'-limit
of the sequence of functionals F',, has an integral representation. Throughout the section we
assume that p, is a sequence satisfying (B) and that ® satisfies (2.3).

Let © c R? be a bounded domain and define Ay(Q) := {Q c Q : @ is open}. Given
A € Ap(Q), we introduce the localized energy

Rt d) = [ [ pux=y)@(lsivlixy)l dydx.

Notice that F},(v,Q) = F,(v), as defined in (2.4). Extend the energies F, (-, A) to all of LP(Q; R%)
by defining F,, : LP(Q; R%) x Ay(Q) — R as

F (V A) _ Fn("; A) s 1f vV E ann,p(Q;Rd);
o - +00, otherwise.

Note that this is a natural definition of the extended energies on LP(Q;RR?), since by definition
of s[v](y,x) and by (2.3)

(4.1) Vo) < CO)(Falv, A) + |A)).

By the compactness property of I'-convergence [8, Chapter 7], there exists a subsequence, not
relabeled, and a lower semicontinuous functional F, : LP(; Rd) — R such that F,, I-converges
in the strong LP(£2; Rd) topology to Fo. We do not know how to explicitly compute F,, but we
can prove that this limiting functional has an integral representation. Inspired by [4, Theorem
3.1 and 3.3|, we prove the following preliminary “local version” of Theorem 2.2, which gives the
I-limit representation for any set A € A4y(2).

Theorem 4.1 (Local I'-convergence). There exists a quasiconvexr Carathéodory function fs :
R 5 R satisfying the growth condition

0 < foo(F) < eo([F[P 4 1)
such that with respect to the strong topology on LP(Q; R%)
[pe-lim (v, A) = Foo (v, A)

n—oo

holds for any A € Ay(2), where Foo(-, A) : LP(Q;RY) — R is defined as

/ foo(Vv(x))dx, veWh(Q;RY)

otherwise.

The proof of the theorem follows a general framework wherein we establish sufficient condi-
tions that allow for the application of the De Georgi-Letta measure criterion, and thus conclude
that Foo(v,-) is a restriction of a Borel measure on Ay(Q) for any fixed v.€ WP(Q; RY). The
general integral representation theorem that contains the required sufficient conditions to be
proven is the following:

Theorem 4.2. [}, Theorem 2.2] Let 1 < p < oo, and let F : WP(Q; RY) x Ap(Q2) — [0, 00] be
a functional that satisfies the following:

i) F(v,A)=F(w,A) if v=w on A e Ay().
ii) For every v.€ WHP(Q;RY) the function F(v,-) is the restriction of a Borel measure to
Ao(9).
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iii) There exist C > 0 and a € L*(Q) such that
F(v,A) < C/ )+ [Vv[P)dx

for every v € WYP(Q: RY) and every A € Ay().

w) F(v,A) = F(v+z,A) for every z € RY, v.e WHP(Q;RY) and A € Ay(Q)

v) F(-,A) is lower semicontinuous with respect to weak convergence in W'P(Q;RY), for
every A € Ap(9).

Then there exists a Carathéodory function fo : Qx R¥>*4 — [0, 00) satisfying the growth condition
0 < fo(x,F) < C(a(x) + |FP)
for allx € Q and F € R such that f(x,-) is quasiconvex and

F(v,A) = / fo(x, Vv(x))dx
A
for all v.e WYP(Q;RY) and A € A(Q). If in addition

vi) F(Fx, B(xo,7)) = F(Fx, B(yo,r)) for every F € R and x¢, yo € Q and r > 0 such
that B(xg,r) U B(yo,r) C Q

then fo does not depend on x.

To prepare for the proof of Theorem 4.1, we define the lower and upper I' limits of the
functionals. Thoughout this section, we work on the subsequence (not relabeled) for which F,,
I'-converges to Foo for A = €. By selecting a diagonal subsequence, we may even choose the
subsequence in such a way that the convergence holds over any subset of 2 that belongs to a
countable dense subcollection D () of Ag(R2). ! Now fix A € Ag(Q2) and define the lower T-limit
F’ and upper I'-limit F” as

F'(v,A) :=T'Lp-liminf F,,(v, A) = inf {lim inf Fp,(v, A) : v, = v in LP(Q;Rd)} ,

n—00 n—0oo

F"(v,A) :=Tp-limsup F,(v, A) = inf {lim sup F (v, A) : v, = v in LP(Q;Rd)} )

n—oo n—oo
Then Foo(v) = F'(v,Q) = F"(v,). Moreover, for any A € Dy(£2), we have
Foo(v,A)=F'(v,A) = F'(v, A).

The next lemma gives a lower bound for F” for any A € Ay(Q) and v € WHP(Q; R?) such that
F'(v,A) < oco. In particular, it implies that Fo(v) = 400 whenever v ¢ W1P(Q; R?).

Lemma 4.3. There exists a positive constant C(d,p) such that for any v € LP(Q;R?) and
A € Ayp(Q) with F'(v,A) < oo

F/(v, A) 2 OV — 1A

Proof. Let v,, be a sequence converging to v strongly in L? (Q;Rd). Then using the p-growth
condition on ®, we have

< Climinf F, (v, A) + C|4].

lim inf[v,,]?
n—oo

N—00 D)2 P( )

Since the sequence v,, was arbitrary,

< CF'(v,A) + C|A|.

hm 1nf[vn]mp »(A)

1By a dense subcollection D(2) of A¢(£2) we mean for any A, B € Ao(€2), such that A € B there exists
Dy € () so that A € D € B.
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Since F'(v, A) < oo by assumption, we have that (up to subsequences)

sup[valb .. < 0.
neN "enp(4)

This implies that the sequence of vector fields {v,} is compact in LP(A; R?) with a limit vector
field v.e WP(A; RY) (see [7]) with the estimate

/Q]édl Vv (x)w|P do(w) dx < CI'(v, A) + C|A].

1/p
Fwl[P d
| FoPdotw)
and |F| on R4, O

The conclusion of the lemma follows from the equivalence of the norms ( ][
S

Next, we will obtain a lower bound for F”.

Lemma 4.4. There exists a positive constant C(d,p) such that for any v € W'P(A;RY) and
A€ Ap(Q)
(v, 4) £ CUIVVIL, 0 + JA])

Proof. By the p-growth condition (2.3) on ® and Hélder’s inequality
2 )< C [ gl =y 1+ s y)P) dy dx
<[ [ nx—y Pyl dyax+ [ [ p(x-yayax
<C//pn YW =V a4 A,

ly —x[P

where the constant C' is 1ndependent of n and v. Using the same methods as in |7]

: v(y) = v(x)[?
nlLIl;lo/ / pn(y |y x|P dydx = |Vv wl? do(w)dx < ||Vv|]’£p(A) :
Thus
limsup Fy, (v, A) < C’(HVVH p(a) + |A]),
n—oo
and the result follows from the definition of F”. O

We next prove the subadditivity of the upper I'-limit.
Lemma 4.5. Let A, A’, B, B' € Ay(Q) with A" € A and B' € B. Then for anyv € Wl’p(Q;Rd)
F'(v, AUB)<F'(v,A)+ F"(v,B).

Proof. Without loss of generality, we assume that F”(v, A) and F”(v, B) are finite. Let ¢ =
dist(A’,0A). Fix M € N, and for k € {1,..., M} define

Ak = {XEA . dlSt(X,A,)<A];\4q_} y AOZA/.
So Apr C A. For each k define the cutoff function ¢ € C2°(€2) such that ¢ = 1 in Ag_q,

2M
0<@r<1lon Ap\Ar_1 and ¢ =0 on 2\ Ag, so that HV‘PkHLoo < ——. Let v,, and w,, be
q

two sequences that converge to v strongly in LP(€; Rd) with the property that
limsup Fy,(vp, A) = F' (v, A), limsup F,,(wy, B) = F"(v, B).

Note that by (4.1) the sequences of seminorms [vy]ogen.r(a) and [Wplogens(p) are uniformly
bounded. Next, define

Ck,n = @pVin + (1 — pr) Wy,
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For fixed k, (j,,, converges to v strongly in LP({; RY) as n — oo. Also, by definition, we have
(12) DCyn(3) = pr(Y)DVA(6¥) + (1 prly)IDWa(. ) + (va(3) — Wi (x)) Dy, y).
It then follows by Jensen’s inequality for finite sums and the L° bound on ¢y and Vi that
P p—1 p P 2M P
D¢ n(x,5)IP <27 (|Dvin(x,y) [P + [Dwn(x,y)[P + TIVn(Y) —wa(y)[")
for all (x,y) € Q x Q. Notice that, from (4.2),

Dv,(x,y), (x,¥)€ Ap—1 X Ag_1,
Dwy(x,y), (x,¥)€ (Q\ Ax) x (2\ Ag) .

Now, for all k = 0,..., M, we have from B’ = (A,_1 N B )U((Q\ Ax) NB ) U ((Ax\ Ar_1)NB’)

that we can write A’ U B’ as a disjoint union as

DCk,n(va) = {

AUB = (AU (A1 nB))U(Q\ A) N B)U (A \ Ag-1) N B)
Setting Ty = A'U (A, 1N B'), To = (Q\ Ax) N B" and T3 = (A, \ Ax_1) N B, we have
Fn(Cpn, A UB)
= Fn("nv Tl) + Fn(w’m TQ)

+ = Y[, 3)]) dy
((A'UB") x (A'UB"))\((T1 xT1)U(Ta xT2))

v = ¥)(1+ [P 5, y)IP) dy dx
((A'UB")x (A"UB")\ (T3 X T1)U(T2 X T2))

< Fn(v'm A) + Fn(wna B)

v pu(x = ¥)(1 + [DVa(x,y) + [Dw(x, y)?) dy dx
((A'UB")x (A"UB")\ (T2 X T1)U(T2 X T2))

e // pn(x =32 v, (9) — wa(3)IP dy dx.
((A'UB")x (A'UB)\((Ty x T1)U(T2 x T2)) q

The third integral is majorized by

C(m,p)M
q

(4.3) [vn — Wn”gp(fl) :

To estimate the second integral we decompose the set ((A'UB’) x (A’UB")\ ((T1 x T1) U (T» x
TQ)) = Sl,k @] S2,k, where
Sl,k = (Tl X Tz) U (TQ X Tl)
U (A/ X Tg) U (Tg X Al)
U[((Q\ Apy1) N B') x T5] U [T x ((Q\ Agsr) N B')]
U [(Ak_g N B,) X Tg] U [Tg X (Ak_Q N B/)]

and
Sog = [((Ap—1\ Ap—2) U (Apq1 \ Ax)) N B' x T3] U [T3 x ((Aps1 \ Ax—2) N B')]

are disjoint sets. Observe first that dist(S;,diag) > 0 for k € {1,..., M — 2}, where diag :=
{(x,x) : x € Q}. The distance between the sets depends on M, and at worst is comparable to

So let go(M) be a number that satisfies go(M) < dist(S i, diag) for k € {1,..., M —2}.

M-2
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We therefore have that

//S pu(x = y)(1+ [DVa (%, Y)IP + [Dwn(x,y)|P) dy dx

44 Ivallpqy Il
nllzr) | [1Wnllzeg) /
<C |Q|+ + pn(f)df
( qo(M)P qo(M)P 1€1>40(M)
M—4
Now observe that any point in U Sa i is contained in no more than 8 of the Syj. Since
k=3

Apy_3N B’ C (AN B), we have that
M—4
S [ o)1+ DG+ D)) dy
k=3 7/ S2k

<s e DAl y)? (D3P dy dx
AM,gﬂB’ AMfgﬂB,

< 8(I92f + [Vn]gnpn,p(,q) + [Wn]gnpn,p(B)) < Co

for some constant Cp independent of n. Thus we can choose an index k = k(n) € {3,..., M —4}
such that
C
(45) I palx =)0+ DYy Pw eyl dy dx < 20
S2.k(n) M —4

Combining (4.3), (4.4) and (4.5) brings us to

Fn(Ck(n),n7 A/ U B/) S Fn(Vn, A) + Fn(Wn, B)

CM Co
+ T v — Wn”ip(g) +

M—4
||Vn”lip(9) ||Wn||§p(g)
+0 (10]+ - [ e
( Qo(M)P wM)P ] Jig12a000m)
Note that Cy(,), — v strongly in LP(Q;RY), and that lim pn(€) d€ = 0. Therefore

_ o . o0 J|€>q0(M)
taking the limit as n — oco gives

Co
M—4’
and the result follows by letting M — oo. O

F'(v, A UB') < F'(v,A) + F"(v, B) +

For our first result, first notice that both the lower and upper I'-limits F'(v,-) and F"(v,-)
are increasing set functions. The next lemma shows that, in fact, F” is inner regular.

Lemma 4.6. For v.e WY (Q;R?Y) and for A € Ay(Q), sup F'(v,A") = F"(v, A).
Al€eA

Proof. Tt suffices to show that sup F”(v,A") > F”(v,A). Let 6 > 0. Then there exists a set
A'€A
A" € A such that

(4.6) A\ A7| + ||V <J.

p
LP(A\A7)

Let A’ € Ap(Q) with A” € A’ € A. Let v,, and w,, be two sequences in LP(Q; R?) that converge
to v strongly in LP(Q;RY) with the property that

lim_Fy, (v, A =F"(v,A") and lim_Fy, (Wi, A\ A" =F"(v,A\ A7).
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Note that by Lemma 4.4 and (4.6) there exists a quantity R,, with lim R, — 0 such that
n—oo

(4.7) Fo(wn, ANA") < F'(v,A\A")+ R, < C5+ R,
Arguing in exactly the same manner as in the proof of Lemma 4.5 (by taking B = A\ A” and
A = A’), we can construct a sequence ¢ k(n),n (as a combination of v,, and wy,) that converges
to v strongly in LP(Q;R%) as n — oo and

Fn(Ck(n),nv A) < Fn(Vn, A/) + Fn(wna A \ P)

CM » Co
+ T v — W’nHLP(Q) +

HVTLHI;,P(Q) HwnHip(Q)
vo(io+ + [ e
< QM)P qM)P ] Jig>g0(an)
Therefore using (4.7) and taking the limit as n — oo we obtain

Co
M—-4

F'"(v,A) < F"(v,A") + C§ +

Finally, taking M — oo gives

F'(v,A) < F'(v,A)+ C§ < sup I"(v,A") + C9,
A'eA

and the result follows since § > 0 is arbitrary.
O

Remark 4.7. As a corollary of the previous two lemmas we obtain the following. First, Lemma
4.6 allows us to extend Fi(u,-) as an inner regular measure as follows. Fix u € WhP(Q;RY).
Define the inner regular envelope F2'(u,-) : Ag(2) = R of F(u,-) as follows

FJY(u, A) = sup Foo(u, A') = sup F'(u,A") = sup F'(u, A").
A'€A,AEDH(Q) A'€A,AED((Q) A'€A,AED((Q)

By density of the class Do(€2) in Ay(£2), we have that
F&"(u, A) = sup F'(u, A") = sup F"(u, A).

A'eA A'eA
Moreover, since Foo(u, A) = F"(u, A’) for all A’ € Dy(Q) we have
EFJ%(u, A) = sup F'"(u,A") = sup F"(u, A’) = F"(u, A)
A'€A,ADo () A'€eA

where in the last equality we used Lemma 4.6. In addition, using the monotonocity of F”(u,-)
as a set function we have

F(u, A) = sup F'(u,A") < F'(u,A) < F'"(u, A) = FZ(u, A)
A’€A

As a consequence, from hereafter we assume that F is inner regular and identify Fo,, FZ'",
and F" as the same at all u and all A € Ay(£2). Additionally, from this identification and Lemma
4.5 it is now clear that for any u € W'P(Q;RY) and A, B € Ay(Q)

Fo(u,AUB) < Foo(u, A) + Foo(u, B).
In the event the sets A and B are disjoint, we have equality. This is proved in the next lemma.
Lemma 4.8. Let u € WHP(Q;R?). Suppose that A, B € Ay(Q) with ANB =0. Then
Fo(u,AUB) > Foo(u, A) + Foo(u, B).

Proof. Let A", B’ € Ag(Q) with A’ € A, B’ € B. Set § = dist(4’, B') > 0. Choose a sequence
u,, — u strongly in LP(Q; R?) such that

F'(u, A'UB') = liminf F, (u,, A'UB').
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Then for each n
(4.8) Fu(u,, AUB") = F,(u,, A') + F,(u,, B") + 2/ / pn(x —y)P(|s[u,](x,y)|) dy dx.
Notice that using the fact that |[x —y| > forx € A" and y € B,

2 / | / pulx— ) (sl x,y)) dy dx < / | /B Pl =)L+ [Dug(x,y) ) dy dx
< O+ 67uy,) / pllEl).
{1€]>6}

The latter goes to 0 as n — oo since p,, satisfies (B). Now taking the limit inferior as n — oo
on both sides of the equation (4.8) we obtain by definition of the lower I'-limit F” that

F'(uw,A)+ F'(u,B") < F'(u, AU B).

We now take the sup over A’ € A and B’ € B and use the inner regularity of F., to complete
the proof. 0O

The next lemma shows that the I'-limit F is in fact local. To be precise, we have the
following.

Lemma 4.9. Let A € Ay(Q). Suppose that u,v € WIP(Q;RY) such that u = v for almost all
x € A. Then Foo(u, A) = Foo(v, A).

Proof. Tt suffices to show that F(u, A) < Foo(v, A) (as we can switch the role of u and v), for
which, in turn, it is enough to prove that

F'(u, A") < F"(v,A), for any A’ € A.

To that end, fix A’, A” such that A’ € A” € A. Set § = dist(A’,R?\ A”). Choose v,, = Vv
strongly in LP(€%; R?) such that
F"(v,A") = limsup F,(vp, 4").
n—oo
Let p € C°(A) such that ¢ = 1 on A”. Construct the sequence u,, = pv, + (1 — p)u. Since
u = v almost everywhere in A, we have that u,, — u strongly in LP(Q; Rd). Using this sequence,
it is clear now that
F"(u, A") <limsup F,(u,, A") = limsup F, (v, 4) = F"(v, 4",

n—oo n—o0

where we used u,, = v,, on A’. O
We are now ready to give the proof the integral representation for the I'-limit F,

Proof of Theorem 4.1. First, it follows from Lemma 4.3 that Fo (v, A) = 400 if v € LP(4;RY)\
WP (A;RY). Now we will check each of the sufficient conditions i) through vi) of Theorem 4.2.
To that end, item i) is precisely Lemma 4.9. For item i7), we apply the De Georgi-Letta Measure
Criterion. For that, we have shown previously that the I-limit F(v,-) is an increasing set
function, inner regular, subadditive and superadditive, see Remark 4.7 and Lemma 4.8. Item
ii1) follows from the same upper bound for the I'-lim sup (Lemma 4.4). Item iv) follows from the
fact that F,, depend only on difference quotients of v. Finally, item v) follows from the fact that
Fs is a T-limit and the fact that weak convergence in WP (€ ]Rd) implies strong convergence in
LP(Q; Rd) by Rellich’s theorem. Thus Theorem 4.2 guarantees the existence of a Carathéodory
function fa : Q x R4 — [0, 00) satisfying the growth condition

0 < foolx, F) < Cla(x) + [F|”)
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for all x € Q and F € R™? such that fu(z,-) is quasiconvex and
Foo(v,A) = / foo(x, Vv(x))dx
A

for all v.e WIP(Q;RY) and A € Ap(Q). What remains to show is item vi), and so conclude
that the integrand f., does not depend on x. To that end, let xq, yg € €2 and r > 0 such that
B(xq,7) U B(yo,r) C Q be given. We need to show that F(a, B(xo,7)) = Fs(a, B(yo,)) for
every IF € R4 where the vector field a is the affine map given by a(x) = Fx. To prove this,
we first show that

(4.9) Fuola, B(xo,1")) < Foo(a, Blyo, 1))

for any 0 < r’ < r. Let v,, be a sequence of vector fields converging to the affine map a strongly
in LP(Q; RY) such that

liminf F,, (v, B(yo,7)) = Fool(a, B(yo, 7)) -
n—oo
Define a new sequence
V(X +y0 — x0) — F(yo — X0) , when x € B(xq,7),
u,(x) = .
Fx, otherwise.

Observe that x € B(xg,r) if and only if x + yo — x¢9 € B(yo,r). Then a straightforward
calculation shows that u, — a strongly in LP (Q,Rd). Moreover, for each n we have by change
of variables

BunBoor) = [ [ puly = x)(sll 0y x

— / / puly — )@ (|s[val(y + Yo — X0.X + yo — x0)) dy dx
B(xo,r") J B(xo,r")

- / / puly — %)®(|s[va](y,%)]) dy dx.
B(yo,r') Y B(yo,r’)

So we we obtain by monotonicity of the double integral that
(4.10) Fy(wn, B(x0,7")) < Fo(va, B(yo, 7)) -
Taking the liminf on both sides of (4.10),
Foo(a, B(xo,7)) < liminf Fy (va, B(xo,1)) < liminf F, (va, B(yo,7)) = Foo(a, B(yo.7)) .

n—oo

which is (4.9). Now, r’ < r was arbitrary, so an application of Lemma 4.6 results in
Fo(a,B(x0,7)) < Foola, B(yo, 7)) .
We obtain equality in the above inequality by noting that x¢ and yo were arbitrary. U

We close this section by commenting on the convergence of the sequence of minimizers to
the nonlocal functions Fj, subject to Dirichlet boundary conditions. To that end, for a given

1
function g € WHP(Q;R?), and for a given A € Ay(Q) and a fixed 7o € (0, B diam(A)), define
Qﬁén’p(A;]Rd) = {v e WP(Q;RY) ; v(x) = g(x) for x € Q with dist(x,Q\ A) <7},
and define F,, ¢ : LP(Q;R?) x Ap(Q) — R by

Fu(v,4), vewprP(RrY),
400, otherwise.

Frg(v,A) = {

We use the direct method of calculus of variations to show that under an additional condition
on the sequence of kernels, for each n, the functional F), g(-, A) has a minimizer in 205" (A).
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Proposition 4.10. For a fized n € N, suppose that p, satisfies

(4.11) lim pul2) 4
-0 J(z>5) 2P

in addition to satisfying (B). Then there exists v € Qﬂg”’p(A;Rd) such that

4.12 Frg(v,A) = i Fog(w,A).
(4.12) e(v, 4) wern R ey (W, 4)

Z — OO

Proof. The proof uses direct methods. Fix n € N, and let {v} be a minimizing sequence of the
functional v — F), (v, A). Then

Vil w(ay < C (Fng(vis A) + |A])
for all £k € N, and v = g on Q\ A. Therefore [vk]w%p(m is a bounded sequence in k.
Furthermore, by the nonlocal Poincaré inequality |7,23]
Vel Loy < 1V = 8l oo + I8 o) < € (Vidameno) + I8lLogey)

and so {vy} is bounded in 257 (Q; Rd). Therefore by an application of the compactness lemma
in [14, Theorem A.1] for kernels p, satisfying (B) and (4.11), v converges strongly in L} (0;R%)
to a function v € L (2 RY). But v = g for all £ > 1 and all x € Q with dist(x, Q2 \ A) < 7o,
the convergence is global in LP(€; R?) and so v € mg”’p(Q;Rd). Moreover, by Fatou’s lemma
applied to the sequence {s[vi]|(x,¥y)}x

Frg(v,A) <liminf F}, g(v, A) .
k—00
It follows that v satisfies (4.12) O
Now following a procedure similar to the one described in this section, one can prove that
FLp hang(v A)=Fyog(v,A),

where
/foo (Vv(x))dx, v—gEWOI’p(A;Rd)

otherwise,

Fog(v,A):

where the T-limit is taken with respect to the strong topology on LP(€; ]Rd). Moreover, given
a sequence of v, € e P (A; R?) such that {F, g(vn, A)}y, is uniformly bounded, we have that
{Vn}n is compact in the strong topology of LP(Q;R%) [7,23] with a limit v such that v — g €
VVO1 P(A; RY). Thus the sequence of functionals {F},(-, A)}, is equicoercive in the strong topology
on LP(;RY). We may now apply [11, Theorem 7.8 and Corollary 7.202] to conclude that
minimizers of F;, g(-, A) converge to a minimizer of Fi g(-, A). We summarize these results in
the following proposition.

Proposition 4.11. With the assumptions of this section, suppose a sequence {v,} C LP(Q;R%)
satisfies

Frg(Vn, A) = min{F, g(w,A) : w € 2067(4;R%)}.

Then there exists a function v € LP(Q;RY) satisfying v — g € Wol’p(A;Rd) such that v, — v
strongly in L™ (Q; RY) and that

Frog(v, A) = min{Fy g(w, A) : w—g € WP (4;RY)}.

Remark 4.12. Using the generalized nonlinear strain s,,[v](x,y) for m > 1 introduced in Section
1, one can also study the variational convergence of functionals of the form

//pnx— B(jsmv](x,y)) dy dx, v € WPrmP(Q;RY
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Following the same procedure as above, one can show that the I’-limit in the strong topology of
L™P(Q; Rd) of the sequence of the extended functionals f;n has an integral representation given
by

Fl(v)= /Qfgg(Vv(x)) dx, for all v.e WhmP(Q;RY),

where [0 : R 5 R is a quasiconvex functional with mp-growth. When m = 1, we denote
—1
F

o and féo by Foo and fs respectively, coinciding with the notation previously set.

5. PROPERTIES OF THE LIMITING FUNCTIONAL AND ITS DENSITY

The proof of Theorem 2.2 will follow from Theorem 4.1 with A =  along with further
properties of the I'-limit proved in Theorem 5.3, Theorem 5.5, and Corollary 5.7 below.

5.1. Estimate for the limiting functional. In the previous section, we have shown that the
I'-limit of the sequence of functionals F,, has an integral representation with a density function
foo that is quasiconvex. Computing an explicit characterization of f. in terms of the density
function ® and the sequence p, is a nontrivial task. However, the functionals F;, lie in the
general framework of nonlocal models studied in [24]. In that work, a successful attempt has
been made to compute the density function for the I'-limit (with respect to the strong topology
on L*(R?) and C*(R?)) in the very special cases when v — ®(s[v]) is convex or concave. This
result is not applicable in our case as v — ®(s[v]) is nonconvex. In the same work [24] and for
general ®, upper and lower bounds for the I'-limit are obtained. The next proposition states
these results; we sketch the proof following the same techniques used in [24] but adapted for the
vector-valued case in the strong LP(Q;R?) topology for the specific form of ®.

Proposition 5.1. Suppose that 1 < p < co and let Fo be as in Theorem 4.1. Then
Frp(v) < Foo(v) < Fyp(v) for any v € Wl’p(Q;Rd),

where the lower and upper bound functionals Frp and Fyp are defined as

Fup(v) = /Q ]éd1<I>((|Vv(x)w\—1)+)do(w)dx, (), = max{z,0})
and
Fyp(v) Z:/QQ&)(VV(X))dX

where Q:I; 1s the quasiconvexfication 0f<5 and

(5.1) B(F) := édl 3 (|[Fw| — 1) do(w).

Proof. We show the upper bound first. To begin, by the compact embedding of W (Q; RY) in
LP(Q; RY) we have

Lrp-limsup F, (v) < Dy wipe-limsup F,(v), for v.e WHP(Q;RY),

n—oo n—oo
where the latter is the upper T-limit with respect to the weak topology in WP (Q; Rd). Next,
we will show that

(5.2) [yowie-limsup Fp,(v) < / (Vv(x))dx for any v e W' P(Q;RY)
Q

n—oo
where @ is as given in (5.1). By the weak lower semicontinuity of 'y, _w1,0- limsup F,, it follows
n—oo
that

Iywie- limsup Fp, (v) S/Q&V)(Vv(x))dx,
Q

n—o0
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which proves the upper bound. To establish (5.2), we take v,, = v € WP(Q;R?), and we claim
that it serves as a recovery sequence, i.e.

Jgngo//pny x)O(|s[v](x,y)] dde—/][ ([[Vv(x)w| = 1]) do(w) dx.

To that end, first note that using the convexity and p-growth of ®, for any v, w € WhP(Q; ]Rd)
and x,y € €, we have that (see |17, Proposition 4.64])

O(|s[v](x,y)) — @(|s[w](x,¥)]) < C(1+ [Dv(x,y) P! + [Pw(x,y) [P~ H)|D(v — w)(x,¥)|.
Applying Hélder’s inequality, we have that for each n € N

//pny x)®(|s[v](x,y)|) dydx—//pn = x)®(|s[w](x,y)[) dy dx

< O+ IV ) + IVWIT o) IIVY = VWl

lim
n—oo

Therefore, by density of CQ(Q;Rd) in WHP(Q;R?), it suffices to demonstrate (5.3) for v €
C?(Q;RY). But this has been done in [24, Proposition 4.1], see also [7, Theorem 2|. The upper
bound is therefore established.

Next, we prove the lower bound by proving that

(5.4) Cpre-liminf F,(v) > /Q s Co(|Vv(x)w|) do(w) dx

n—oo

where Cp is the convexification of ¢(t) = ®(||t| — 1|). To that end, let v € W'P(Q;R?) and
vp — v in LP(Q;R?Y). Then we have that

Fatv) = | /Q puly = X)o(|DVa(x,y)]) dy dx > /Q /Q puly = X)Co(|Dvn(x,¥))) dy dx.

1
Now let n € C.(B(0,1)) be a radial function such that / n(z)dz = 1 and ns5(z) = 5d77 (’?)
B(0,1)

for & > 0 serve as an approximation to the identity. Then by Jensen’s inequality we have that
for any r > 0 small, for all 6 < r, for any n > 1

/ / only — X)Cp(|DVn(x,y)]) dy dx > / / only — X)Co(ID(s * va)(x,¥)]) dy dx
QJN r

where Q, = {x € Q : dist(x,99) > r}. For a fixed § < 7, 15 * v,, — 15 * v in C*(£2,.), and so for
any 6 < r,

i | T /Q nly =X * ) e y)]) dy e = /Q T ]é Co(IV (15 +v) (X)) dor(w) dx,

n—oo Q

We now let 6 — 0 to conclude that

lim inf F,,(v,,) 2/ Co(|Vv(x)w|) do(w) dx.
Q, Jsd-1

n—oo

Inequality (5.4) now follows after letting  — 0. The formula for the convexification of ¢ in terms
of the function ® follows from Carathéodory’s theorem that characterizes the convexification

Co(t) =inf {hp(t) + (1= Np(ta) : t =M1+ (1= Nta,0< A< 1}

First, suppose ¢ is in the range (—o00, =1) N (1,00). Then the function [|t| — 1| is convex on that
range. Therefore the function ¢(t) := <I)(’|t| - 1|), being the composition of the nondecreasing
convex function ® with ||¢|—1|, is convex on that range. Hence Cp(t) = ¢(t) for t € (—o0,—1)N
(1,00). For t € [—1,1], since 0 < p(t) for all ¢, it suffices to show that for all t € [—1,1] we can
find A € [0,1], t; and t2 with ¢t = At; + (1 — A)t2 such that Ap(t1) + (1 — A)p(t2) = 0. For that

t+1
we may choose, A = %, t1 =1, tg = —1. We there conclude that Cp(t) = ®((|t| —1)4+). O
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Remark 5.2. Applying Theorem 4.1 and Theorem 5.1 to the function v(x) = Fx, we have for
every matrix F € R%*?

(55 £, BU(IFw] = 1)) dofw) < fu(F) < QB(F).
where ® is given by (5.1).

As a consequence, we see that, for matrices F € R? such that FTF > I, we have foo(F) =
®(F). Indeed, for such a matrix F, |Fw| > 1, and therefore, ®((|[Fw| —1)4) = ®(|Fw| — 1) for
all w e SY1. It then follows from the inequality (5.5) that

BE) = £ @(Fw| - Ddofw) = £, (Bl - 1) dolew) < fulF) < Q) < B(F)
Sd—1 Sd—1
where we used the fact that Q:I; < .

In the case of general nonlinear strain s,,[v](y,x), one can obtain an analogue of (5.5) for
f2 in the same way:

60 f, m (Fwl™ ~ 1)) dow) < 2E) <@ f, | B (Rl 1)) do(w)

Sd—1

5.2. Invariances of the limiting density.

Theorem 5.3. The integrand fo obtained in Theorem 4.1 is frame-indifferent, i.e.
foo(UF) = foo(F)
for any F € R and any U € O(d).

Proof. Define v(x) = Fx and w(x) = UFx. It suffices to show that
(5.7) Foo(v) = Foo(w)

and the result will follow since Vv and Vw are both constant. To prove (5.7) note that by the
definition of F,,

F,(u) = F,,(Uu), uec WHP(Q;R?),U € O(d) a constant matrix.
Let {v,}n converge strongly to v in LP(Q; R?). Then Uv,, converges to w strongly in LP(£2; R?),
and I,(vy) = I,,(Uv,). Thus
liminf I),(vy,) = liminf I),(Uv,,) > I (w).

n—oo n—oo
I(w) is a lower bound on lim inf I,,(v,,) for any sequence v,, converging to v strongly in LP(Q; RY),
n—oo

so by definition of I'-lim inf we have I (v) > Io(w). Repeat the argument with a sequence wy,
converging to w (then UT'w,, converges to v, etc.) to arrive at Ioo(v) < Ino(W). O

Corollary 5.4. There exists a function g : Symjl' — R, where Sym;l" 1s the space of d X d

symmetric nonnegative definite matrices, such that for any F € R4

foo(F) = goo (FTF).

5.3. The zero set of the limiting density. We now use (5.5) to characterize the zero set of
the integrand f.

Theorem 5.5. fo (F) = 0 if and only if FTF <1 in the sense of quadratic forms.

Proof. Suppose f(F) = 0. Then the lower bound ][ O((|[Fw|—1)4)do(w) in (5.5) must also
Sd—1

be zero. However, the lower bound is zero so long as the integrand @ ((|Fw|—1)1) = 0if and only
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if [Fw| < 1 for all w € ST1. It then follows that [Fw| < 1, so |Fw|?> < 1, so (1- FTF)w,w> >0
for every w € S¢!. Thus FTF < L.
Conversely, suppose F € R? such that F'F < I. We claim that the upper bound QEI; in

(5.5) is zero for such an F and therefore foo(F) = 0. To show this, we use a convex integration
scheme from [18]. It is clear from the definition and from the fact that ®(0) = 0 that

][ ®(||Fw| - 1]) do(w) = 0 for FTF =1.
§d—1

Let 0 < A\ < ... < \g <1 be the singular values of F. Then there exist U';U” € O(d) such that
F U// /]FT [U//(U/)TD(U/)
where D = diag(\1, ..., Ag). It then follows that

B(F) = | (IFw| = 1) dow) = £ B(lding(hr..... o] 1)) do(e) = BD),
and as a consequence, by the definition of quasiconvexity, that
QO(F) = QB(D)  for any F € R™4.

Thus it suffices to show Q:IS(IF) = 0 for matrices F = diag(A1, ..., A\g) with0 < A} < ... < Ag < L.
To that end, let B € RY be the unit ball. For i € {1,...,d} define the continuous periodic
function v; : R — R by

“ (1—N\)t, ifogt—mgp”\"-
vi(t) == 1 .
(C1-M)E-1), it =

)

2
<t—|t] <1.

Set v(x) = Fx = (\jz;)i, so that Vv(x) =T, and set

i 1
M1+ —yi(kay)

Vi) = v + 3 (k) = 222 T pelke)

1
NaZd + E%ﬂ(k‘fﬂd)

Then vy, = v weak-# in Wl’OO(B;Rd) as k — oo. On the other hand,

Vvk(x) = diag(ak,l(m), . ,é‘k,d(xd)) s
where for i € {1,...,d}

1, ingk:xi—kalj_l+)\‘7
eri(@i) = Y 5
-1, if < kx; — |kx;] <1.
Thus
(Vvi) T (Vvy) =T almost everywhere in B,
and so

B(Vvi(x)) = ][ O(||Vvg(x)w| — 1]|) do(w) = 0 for all k£ and for almost every x € B.
Sd—1

Therefore, by the W™ weak-* lower semicontinuity of quasiconvex functions, using the fact

that Q®(F) < ®(F),

Qd(F) :|f13/BQEI;(VV x))dx < liminf |/Q<I> Vvi(x))dx

n—oo |B

< lim 1nf / (Vvi(x))dx=0.

n—o0
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That concludes the proof. O

5.4. Coercivity of the limiting density.

Theorem 5.6. Suppose that ® satisfies (2.3). Then there exists a constant C(®,p,d) > 0 such
that

(5.8) £, B((IFw] = 1)) dofw) = C(FP = 1)

for all F € R,

Proof. Then by an argument similar to that in the proof of Theorem 5.5 it suffices to show (5.8)
with F of the form D := diag(A1, A2, ..., Ag), where 0 < A} < ... < Ag. Using the equivalence of
norms |F| < C(d)|\4| as well as the lower bound on @, (5.8) will be established if we show that

]édl('D‘*” - Dido(w) = C(|Aal” - 1)

Clearly, we may assume that Ay > 2. Let J := {w € S¥™1 : wy > 1/2}. Then [Dw| > Aglwg| > 1
on J, and since ¢ — (|t| — 1)% is monotone

1
Fo (ol = 1% dr() > (sl = 1), dole) > iy [ (sl = 17 dor ()

> C(d,p) ( /J (Agwal? do(w) — 1)
= C(d,p)(|Aal” = 1).
[

Corollary 5.7. Let foo : R? — R be as in Theorem 4.1. Then there exists C = C(®,d,p) > 0
such that
C(|FP —1) < foo(F)  VF e R4,

5.5. Summary of results for generalized strains. Analogues of the results from this section
hold for the quasiconvex functional F Zlo given via integral representation in Remark 4.12. The
following theorem can be obtained using similar techniques:

Theorem 5.8. For m > 1 and A € Ay(Q), define the functionals F, (-, A) : L™P(Q;RY) — R
to be extensions of F)''(-, A), defined as

F(v, A) = /A /A pn(x — ¥)(|5m[V](x, ¥)]) dy dx,

to L™ (Q;RY); that is,
F'(v,A) := {

Then there exists a quasiconvexr Carathéodory function f1)
condition

F'(v,A), v e (Q;RY)

400, otherwise.

: R4 5 R satisfying the growth
C([F|"™ = 1) < foo(F) < C(IF[™ + 1)

such that F;n(-,A)E—converges in the strong topology on L™ (Q;RY) to FZZ)(-,A), where the

limiting functional Foo (-, A) : L™P (€ RY) — R is defined as

m 1mpro. d
" (v, A) = /AfOO(VV(x))dx, v e WHMP(Q; RY)

400, otherwise.

Moreover, the effective strain energy density f2. is frame-indifferent, and fIo(F) = 0 if and only
if FTF <1 in the sense of quadratic forms.
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Remark 5.9. In general, fI cannot be obtained in a straightforward way from the upper and
lower bounds in (5.6), as the two do not coincide. Take d = 2, ®(t) = t?, m = 2, and let F be
any matrix in R?*2. Then
- 1 1 1
d(F) = ][ ([Fw*> = 1)?do(w) = — ( [FTF - 1> + = (JF|> — 2)? ) .
14 Ja 32 2

The quasiconvexification of this function is computed explicitly in [10, Theorem 6.29|. From
that formula it is clear that Q®(F) = ®(F) for all F with norm large enough, i.e. |F| > 8.

1 ~
However, 4][ (Fw|* — 1)3 do(w) # ®(F) for any F of the form diag(\, 1/)) for any X large.
St

We note that in the special case d = 1, it is straightforward to check that the upper and
lower bounds (5.6) on fo, coincide, which gives the precise I'-limit

FZZ(U,A) _ /A(I)(m_l(h}/(;p”m — 1)+)d1‘, v E Wl’mp(ﬂ)

400, otherwise.

APPENDIX A. CHARACTERIZATIONS OF DISTANCE-PRESERVING MAPS

Theorem A.1l. Let Q@ C R? be a bounded domain. Suppose v : Q@ — R? is measurable, and
suppose v satisfies

(A1) vx) —v(y)=Ix—vy
for L% -almost every (x,y) € Q x Q, where in general LN denotes N-dimensional Lebesque

measure. Then there exists a constant matriz B € O(d) and b € R such that v(x) = Fx + b
for almost every x € €.

Proof. We prove the result first under the additional assumption that v : Q@ — R? is continuous.
Then the functions fi(x,y) := |v(x) — v(y)| and fa2(x,y) := |x — y| are continuous on  x .
Let X C Q x Q be the set where (A.1) holds. Then (2 x 2)\X is dense in Q2 x Q. So by density
and continuity we have

v(x) —v(y)l=x—y|l Vx,yeQxQ.

Since the relation (A.1) is translation- and shift-invariant, we can assume without loss of gen-
erality that B(0, R) C € for some R > 0 and v(0) = 0. We will show that v(x) = Fx for some
constant matrix F € O(d), obtaining the result for continuous functions.

First, by (A.1) [v(x)|> = [v(x) — v(0)]* = |x — 0|]? = |x|?. The identity
(A.2) V), v()) = (x,3)
for every (x,y) € Q x 2 follows, since
x| =2 (x,y) + Iy =[x~y = [v(x) = v(y)* = Vx)I* = 2(v(x),v(y)) + [v(y)
= [x|* = 2(v(x), v(y)) + IyI*.
Define the d x d matrix )
P = () = 1 (ui(Rew),

where ey, is the vector in R? with kth coordinate 1 and all other coordinates 0. Using this
definition and using (A.2) with Re; in place of y,

d

d
FTv())y = D abun(x) = 3 ol ReyJuk(x) = 1 (v(x), v(Re)) = 4 (x, Rej) = ;.
k=1 k=1

This is true for any j € {1,...,d}, and so

FTv(x) = x.
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Again using the definition of F and using (A.2) with (Re;, Rey) in place of (x,y),

n

. 1 & 1 1
[FTFlje =) aYay, = -3 > " ui(Rej)u(Rey) = 23 (V(Re)), v(Rey)) = o5 (Rej, Rex) = 0j..
=1 /=1

Therefore FIF = I, and we conclude that v(x) = Fx with F € O(d).

Now suppose v is measurable. By Lusin’s theorem for every n € N there exists a closed set
1

K, C Q with £4Q\ K,) < — such that v is continuous on K,. By (A.1) v is also Lipschitz on
n

K,,, with Lipschitz constant 1. By Kirszbraun’s theorem there exists a function v, : R — R?
that is 1-Lipschitz and coincides with v on K. Therefore by Rellich’s theorem there exists a
subsequence (not relabeled) {v,} that converges uniformly on § to a continuous and 1-Lipschitz
function v. By definition of the v,, it follows that v = v almost everywhere on €. Therefore v
has a Lipschitz (hence continuous) representative, and the first part of the proof applies. O

This rigidity result can be strengthened in the spirit of [25], as we demonstrate in the next
theorem.

Theorem A.2. Let m > 1, let p € LY(R?) be a nonnegative radial kernel satisfying B(0,r) C
supp p C B(0, R) for given 0 < r < R, and let ® be a nondecreasing convex function satisfying
(2.3). Suppose a sequence of vector fields {vy}, C WPP(Q;RY) satisfies

lim /Q /Q p(x = ¥)® (|sm[val (y,X)]) dy dx = 0.

n—o0

Suppose additionally that there exists a function v € L*(Q;R?) such that v, — v in L*(Q;R?).
Then there exists a constant matriz F € O(d) and a vector b € R? such that v(x) = Fx + b for
almost every x € €.

Proof. Since v,, — v in L'(Q;RY) there exists a subsequence (not relabeled) {v,}, that con-
verges to v £%-almost everywhere in Q. Since @ is continuous,

D (|sm[vn](y,x)]) = @ (|sm[V](y,x)]) L2 ae inQxQ,

and so by Fatou’s lemma

/Q /Q p(x — ¥)® (|sm[V](y, %)) dy dx < limnf /Q /Q p(x = )@ ([5m[val(y, %)) dy dx = 0.

n—o0

Therefore it must be that p(y — x)® (|s;,[v](y,x)|) =0 for a.e. y € suppp+x,x € Q. For any
x € Q, define rx = min{r, dist(x, 9)}. Then by assumption on p,

D (|sm[v](y,x))) =0 for a.e. y € B(x,rx),x € 2.
Now fix xg € Q and fix rg = rx,. Then by definition of ® and s,,
v(y) = v(x)| = |y — x| for a.e. y € B(x0,70/2),x € B(x0,70/2) .

The relation then holds for £*%-a.e. (x,y) € B(xg,70/2) x B(x0,70/2), and so Lemma A.1
applies on B(xq,70/2).

By covering Q with sets of the form B(xg,r/2), we see that v is a possibly piecewise affine
map on 2. To conclude, note that since €2 is a domain there exists a finite chain of sets of the
form B(x¢,79/2) between any x; and X2 in 2, and thus v must be the same affine map at both
points. O

Theorem A.3. Suppose that v € C*(Q;RY) satisfies (1.8). Then there exists a constant matriz
F € O(d) and a vector b € R? such that v(x) = Fx 4+ b for every x € Q.



30

TADELE MENGESHA AND JAMES M. SCOTT

Proof. First, since v € C?Q; Rd), det Vv € C1(; Rd), with

But

d
O¢[det Vv (x)] = det Vv(x) Z Ojuy, - Op[Oju) =

Jk=1

IVv(x)|? = tr(VvIVv) = d, so therefore det Vv is constant in all of Q. Thus, either

det Vv(x)

oIV ol

Vv = cofVv for all x € Q or Vv = —cof Vv for all x € . In both cases it follows from the
Piola identity div cof Vv = 0 that v is a harmonic function on Q. Thus v € C°°(£2), and so we
can compute

1
0= 5A[|VV|2 —d] = Vv : A[VV] + |[V2v]? = |[V2v]2.

Thus Vv(x) is constant in €2, and necessarily belongs to O(d). O
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