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Thermal Exploration of RSFQ Integrated Circuits
Ana Mitrovic and Eby G. Friedman , Life Fellow, IEEE

Abstract— The maturing of rapid single flux quantum (RSFQ)
circuits into a VLSI complexity technology has focused the need
for advanced design and analysis capabilities. For example, the
temperature dependence of RSFQ circuits has created a need for
a thermal analysis methodology, including an accurate thermal
model and related partitioning algorithm. The Josephson critical
current density and the superconductive properties of the inter-
connects become compromised at elevated temperatures. Heating
of Josephson junctions (JJs) and niobium interconnects results
in reduced margins and/or functional failure. A methodology for
evaluating the thermal properties of RSFQ integrated circuits,
targeting large-scale systems, is presented here. This methodol-
ogy comprises a thermal model and a multistage partitioning
algorithm. The algorithm, based on a layout of the IC, partitions
the circuit into blocks. An average thermal model is applied to the
partitioned structure, producing a netlist for thermal simulation.
The hot spots are also determined with a threshold temperature
indicating functional failure. A peak thermal model is presented
to detect hotspots based on the threshold temperature. The model
is evaluated at several block complexities and validated using a
numerical solver. An error of less than 1% between the model and
numerical simulations is achieved. The algorithm is applied to
the AMD2901 benchmark circuit composed of more than 300 000
heating elements. The thermal profile for AMD2901 is generated
in under 68 min.

Index Terms— Single flux quantum, superconductive digital
electronics, superconductive integrated circuits, thermal analysis,
thermal model.

I. INTRODUCTION

RAPID single flux quantum (RSFQ) technology was first
introduced in 1985 and has since become the primary

superconductive digital logic family [1], [2], [3], [4]. Niobium-
based RSFQ circuits operate at 4.2 K—below the critical
temperature of niobium (9.3 K). Recent advancements in
RSFQ system design and manufacturing have yielded circuits
that operate at frequencies close to 80 GHz [5], [6]. Device
densities over 4.2 × 106 Josephson junctions (JJs) per cm2 are
supported by existing fabrication facilities [7], [8], [9].

The heat produced due to increasing frequencies and higher
fabrication densities of JJs in cryogenic superconductive inte-
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grated circuits has increased the on-chip ambient temperature.
Elevated temperatures degrade the margins, increase the like-
lihood of functional failure due to the loss of superconductive
properties, and create heat load issues that affect the refriger-
ation characteristics [10], [11], [12], [13]. Understanding the
thermal behavior of these circuits and the effects of heat on
circuit operation enhances the reliability of superconductive
ICs. This insight enables the placement of sensitive circuitry
to mitigate the effects of the thermal aggressors. Due to the
sensitivity of RSFQ circuits to temperature, a methodology
for exploring the thermal behavior of large-scale systems has
become necessary. This methodology can be used to estimate
the effects of heat on circuit behavior, avoid operational
failure, and manage the heat transfer process [1], [13], [14].

The thermal behavior of niobium nitride (NbN) JJs placed
directly on a substrate was examined using an analytic model
in 1991 by Lavine and Bai [10]. Ohki et al. [15] assessed
the heating properties of a bias resistor in a millikelvin
superconductive structure in 2003. These models target small
structures and have not been adapted to large-scale systems.
In addition, RSFQ manufacturing technologies have changed
since the development of these early models. Some notable
modifications include the quantity and material composition of
the metal layers, and characteristics of the JJs and resistors.
In 2021, a tool for the thermal analysis of superconductive
circuits based on a finite element method was developed by
Venter [16], although computationally prohibitive for large-
scale systems. The primary intention of this work is to provide
a sufficiently accurate, computationally efficient compact ther-
mal model applicable to large-scale RSFQ circuits.

An analytic thermal model of RSFQ circuit structures has
previously been described in [13]. In this model, each heating
element is represented as a node within a resistive mesh
with a thermal resistance describing the path between each
pair of heating elements. Applying this model to large-scale
integrated circuits requires a high complexity mesh. In this
article, a methodology for the thermal analysis of large-scale
RSFQ ICs, comprising a partitioning algorithm and a thermal
model, is presented. This model includes an average thermal
model to determine the heat load and a peak thermal model to
identify any potential loss of superconductive properties that
might result in functional failure.

The methodology assumes a circuit is composed of blocks
with a preset complexity, where each block is modeled as a
node within a resistive mesh. The average and peak thermal
models are applied to large-scale ICs based on a multistage
partitioning algorithm for evaluating the thermal behavior.
The algorithm receives a circuit layout as an input, evaluates
the peak temperature of each block, and produces a netlist.
A SPICE simulation of the netlist is used to evaluate the
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average temperature of each block. The methodology is cal-
ibrated for the MIT Lincoln Laboratory SFQ5ee fabrication
technology [17], [18] and is validated using a 3-D numerical
solver, COMSOL Multiphysics1 [19], due to a lack of available
experimental data.

This article is organized as follows. In Section II, a thermal
model of large-scale RSFQ integrated circuits is presented.
In Section III, a multistage partitioning algorithm for analyzing
the thermal behavior of RSFQ ICs is proposed. Validation
of the model and algorithm is described in Section IV. This
article is concluded in Section V.

II. THERMAL MODEL

The heat dissipated within one region of a circuit can affect
neighboring regions due to thermal conductance through a
connecting medium [20], [21], [22], [23]. Those regions that
dissipate heat are referred to here as aggressors. The victims
are those regions affected by the dissipated heat. Each portion
of a circuit can be viewed as both an aggressor and a victim
or only as a victim if no heating elements exist.

The thermal model assumes a system of aggressors, vic-
tims, and heat paths, as portrayed in Fig. 1. Based on a
thermal–electrical analogy, the model represents the heat flow
rate as a current source, thermal resistance as an electrical
resistance, and temperature as a voltage [21]. The material
properties used in the model are summarized in [13]. The
aggressors are described by the power dissipated within a
block. The individual thermal resistance of a block is evaluated
for both the aggressors and victims. This system is described
in Section II-A. The heat paths are represented as a thermal
resistance along a path, as described in Section II-B. A peak
thermal model is described in Section II-C. A temperature
threshold for evaluating hotspots is described in Section II-D.

A. Aggressor/Victim Model

The largest source of heat in RSFQ circuits is the static
power dissipated by the resistive bias network, Pbias. Dynamic
power is dissipated within the resistively shunted JJs. To pro-
duce a desirable current–voltage characteristic of the JJs for
RSFQ applications, an external shunt resistance is added in
parallel to the junction [24], [25], [26]. During a switching
event, most of the power is dissipated within the shunt resistor
Pshunt. A portion of the power PJJ is dissipated within the JJ
due to the resistance of the JJ caused by the breakup of Cooper
pairs [1], [13]. To approximate a block as an aggressor, the
power is estimated as the total power dissipated by all of the
heating elements within the block

Pblock = 6PJJ + 6Pshunt + 6Pbias. (1)

The power dissipated by the bias resistors is estimated by the
Joule heating

Pbias = Vbias Ibias (2)

where Vbias is the voltage on the bias bus, and Ibias is the bias
current, typically approximated as ≈ 0.7Ic [27]. The power
dissipated by the JJs and shunt resistors is described by the
rms voltage Vrms across a resistively shunted junction [13].

1Registered trademark.

Fig. 1. Block-level thermal model of RSFQ ICs. PB1 represents the power
produced by block B1, RthB1 is the thermal resistance of block B1, and
RthB1−B2 is the thermal resistance of the path between blocks B1 and B2.
The temperature of block B1, TB1, is evaluated as the voltage on node B1.

Fig. 2. Triangular wave approximation of an SFQ pulse.

To approximate Vrms, a triangular wave approximation is
assumed [28], as shown in Fig. 2

Vrms = cs

√
τ f

V 2

3
(3)

where cs is the switching coefficient of a JJ, τ is the width
of an SFQ pulse, f is the operating frequency, and V is the
height of an SFQ pulse. For a resistively shunted junction,
the pulse height can be approximated as V ≈ 2Ic Rs ,
leading to τ ≈ 80/Ic Rs , where 80 is a single flux quantum
(≈ 2.07 mV·ps) [26], [29]. With these approximations of V
and τ

Vrms = 2cs

√
f
80 Ic Rs

3
. (4)

Since Ic Rs ≈ Vc

Vrms = 2cs

√
f
80Vc

3
(5)

where Vc is the characteristic voltage corresponding to a criti-
cally damped JJ. For the SFQ5ee process, Vc ≈ 0.7 mV [18].

Another important parameter of the thermal model is the
individual thermal resistance of the block, Rthblock . The thermal
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resistance for each block—aggressor or victim—is

Rthblock =
1

Ablockheff
(6)

where Ablock is the area of the block, and heff is the effective
heat transfer coefficient [13].

B. Model of the Thermal Path

To model heat conduction between blocks, the thermal
resistance between adjacent blocks is introduced. The thermal
resistance between two blocks, B1 and B2, either victims or
aggressors, is

RthB1−B2 =
1
κ

sB1−B2

(dheating_layers)w
(7)

where sB1−B2 is the physical distance between the center of
the blocks. dheating_layers is the thickness of the material layers
where the heating elements (JJs and resistors) are located.
For the MIT LL SFQ5ee fabrication technology, these layers
are oxide layer 5 (O5) and metal layer 5 (M5). w is the
width of the boundary between two blocks. κ is the equivalent
thermal conductivity of the material conducting heat between
the blocks. This thermal conductivity is approximated by the
relative portion of the niobium and SiO2 (for example, within
material layers M5 and O5).

The thermal resistance between two adjacent blocks, where
B1 is an aggressor block and B2 is a victim block, is

RthB1−B2 =
1
κ

selB1−B2

(dheating_layers)w
(8)

where selB1−B2 is the physical distance between the boundary
of the nearest heating element within the aggressor block B1
and the center of the victim block B2.

C. Peak Thermal Model

The peak thermal model of the aggressor blocks is based
on the thermal model of a primitive [13]. The increase in
temperature of the largest heater within a block is

1Tel =
Pel

heffelαel Ael
(9)

where αel is a unitless multiplying coefficient that increases the
effective area of the element that is cooled due to the lateral
dispersion of heat [13].

The peak temperature of those victim blocks that do not
contain heating elements originates from elements within
neighboring aggressor blocks. The peak thermal model of
these victim blocks is therefore based on the lateral conduction
of heat dissipated by the heating elements. At the site of
the highest temperature inside a victim block, the increase
in temperature is [30], [31]

1T (x) = 1Tels ∗ e−
x
η (10)

where 1Tels is the increase in temperature directly adjacent to
the heating element, x is the distance between the heating
element and the edge of the victim block, and η is the

Fig. 3. Temperature dependence of the critical current of a JJ [10], [13].

thermal healing length quantifying the decrease in lateral
temperature [31], [32], [33]

η =

√
κ·d layer

heff
. (11)

D. Model of Hot Spot

An increase in temperature above the critical temperature
Tc indicates the loss of the superconductive properties of the
material, leading to improper circuit operation. Compromised
operation due to margin shrinkage, however, can occur at
temperatures lower than Tc due to the temperature dependence
of the Josephson critical current Ic [10]. The JJs in RSFQ
circuits are most commonly biased to approximately 0.7 times
the critical current [1], [17]. Any increase in temperature
would lead to a decrease in Ic, as shown in Fig. 3, reducing the
bias current margins. If the Josephson critical current decreases
below the bias current due to heating within the RSFQ ICs,
unwanted switching of the JJs will occur.

To determine the temperature at which Ic becomes less than
Ibias, from BCS theory [29], [34]

Ic(T ) =
π1(T )

2eRn
tanh

[
1(T )

2kB T

]
(12)

where 1 is the superconductive energy gap, Rn is the nor-
mal resistance of the JJ, and kB is the Boltzmann constant
(1.38 × 10−23 J/K).

Closer to Tc, 1(T ) is described in [35] by

1(T ) = k · 1(0)

√
1 −

T
Tc

. (13)

Applying the gap voltage expression [17]

Vg =
21

e
. (14)

The coefficient of proportionality k from (13) is

k =
Vge

21(0)

1√
1 −

T
Tc

(15)
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Fig. 4. Flow diagram of the multistage thermal analysis algorithm for
large-scale RSFQ systems.

where k is evaluated at 4.2 K. A typical gap voltage Vg at
4.2 K is 2.6 mV [36]. Substituting (15) and (13) into (12)

Ic(T ) = K1

√
1 −

T
Tc

tanh

 K2

√
1 −

T
Tc

T

 (16)

where

K1 =
Vgπ

4Rn

√
1 −

4.2
Tc

(17)

and

K2 =
Vge

4kB

√
1 −

4.2
Tc

. (18)

Assuming an average radius of a JJ is 1 µm, from (16),
the temperature threshold Tthreshold for identifying hotspots is
5.7 K.

III. MULTISTAGE PARTITIONING ALGORITHM FOR
THERMAL ANALYSIS OF SFQ ICS

The objective of the algorithm is to produce a netlist to
support the thermal simulation of an RSFQ IC and to detect
hotspots based on a threshold temperature. The algorithm
produces a thermal profile of an IC and a thermal profile of
the hotspots. A flow diagram of the multistage algorithm is
shown in Fig. 4.

The aggressor partitioning stage of the multistage algorithm
combines the heating elements into blocks. This stage of the
algorithm is described in Section III-A. The victim partitioning
stage of the algorithm, described in Section III-B, places the
remaining circuit elements within the blocks. The average
thermal algorithm, described in Section III-C, produces a
netlist for thermal simulation using SPICE. The algorithm used
to evaluate the peak temperature is described in Section III-D.

A. Aggressor Partitioning Algorithm

The temperature is greatest in the area surrounding the
high power (heat) generating elements. To prevent information
from being lost by averaging the temperature across areas
where heat is minimally dissipated, it is crucial to evaluate
the temperature close to the heating elements. The primary
objective of the aggressor partitioning stage of the algorithm is
therefore to form aggressor blocks by partitioning the system
into blocks composed of those heating elements near each
other, as described by Algorithm 1. No physical movement
of the blocks occurs; the blocks are grouped together based
only on the thermal properties of the component elements. The
circuit layout is described as a weighted undirected graph Ga

with the heating elements forming a set of graph vertices Ua .
Ea is the set of edges connecting each pair of vertices. Each
edge is characterized by a weight representing the Euclidean
distance between nodes. The resulting graph is

Ga = (Ua, Ea, w : Ea → R) (19)

Ea = {{m, n} ∈ U 2
a |m ̸= n} (20)

w(m, n) =

√
(xm − xn)2 + (ym − yn)2 (21)

with a total number of (1/2)|Ua|(|Ua| − 1) edge weights [37].
During the aggressor partitioning stage, heating elements

within a specific radius are clustered. A smaller radius pro-
duces a smaller block and provides local information about the
average or peak temperature, while increasing the granularity
of the resistor mesh for SPICE simulation. Once Ga is
formulated, a parameter describing the minimum radius of an
element rel is used to characterize the complexity of a block,
where subgraph GS

a ∈ Ga ensures that each pair of vertices
ui , u j ∈ U S

a

w({ui , u j }) < rel. (22)

After the initial subgraph is formed, the algorithm ensures
that the block borders corresponding to the subgraph do not
intersect other vertices u ∈ Ua\U S

a . An example of this
process is depicted in Fig. 5. Those vertices at a distance
smaller than rel are depicted in Fig. 5(a). Partitioning the layout
according to the coordinates of these elements may intersect
another heating element, as shown in Fig. 5(b). This element
is incorporated within U S

a , resulting in the aggressor block
shown in Fig. 5(c).

A similar fault can occur with the borders of different
aggressor blocks. The next step of the algorithm splits sub-
graph GS

a into a smaller graph GS−new
a such that the border

of the corresponding block does not intersect any of the
aggressor blocks within existing subgraphs GS−e

a . An example
of this process is depicted in Fig. 6 with two intersecting
blocks, as shown in Fig. 6(a). As described in Algorithm 1,
the elements to the right of the intersected block form new
subgraph vertices U S−new

a , replacing U S
a . As a result, none of

the block borders intersects, as shown in Fig. 6(b). The vertices
of each formed subgraph are stored in a set of vertices FE . The
aggressor partitioning process terminates when FE contains
all of the vertices Ua . The computational complexity of the
aggressor partitioning stage of the algorithm is O(|Ua|

2).
An example of the boundary of the heating blocks produced by
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Algorithm 1 Given Input File inputfile With Heating Element
Coordinates, Generate Graph Ga Describing the Position of
the Heating Elements Within the IC. Given the Minimum
Radius of an Element rel as a Block Complexity Parame-
ter, Generate Subgraphs (Aggressor Blocks) GS

a = (U S
a ∈

Ua, E S
a ∈ Ea), Comprising Those Elements Closer Than rel.

Store the Coordinates of the Aggressor Blocks in xgroup and
ygroup

the aggressor partitioning stage of the algorithm is illustrated
in Fig. 7(a).

Algorithm 2 Given the Coordinates of Aggressor Blocks
xgroup and ygroup From the Aggressor Partitioning Stage of the
Algorithm, Divide the Remaining Portion of the Circuit Into
Blocks and Provide xpart and ypart Block Coordinates

B. Victim Partitioning Algorithm

After grouping the heating elements, the remaining portion
of the circuit is clustered into blocks. This process is per-
formed within the victim partitioning stage of the algorithm,
as depicted in Algorithm 2. The structure is represented by the
set of vertices 0 formed from the coordinates of the heating
blocks (xmin, xmax) ∈ xgroup and (ymin, ymax) ∈ ygroup produced
by the aggressor partitioning algorithm. 0 is the set of ordered
pairs (x, y) such that for each aggressor block q ∈ Q, the
vertices in 0 are

(xqmin , yqmin) (23a)
(xqmin , yqmax) (23b)
(xqmax , yqmin) (23c)
(xqmax , yqmax). (23d)

The domain of the set D(0) represents the x-coordinate
of the vertices, whereas the range of the set R(0) represents
the y-coordinate of the vertices. Two sets, L X , LY ⊆ 0,
denote the boundary of the partitioned regions along the
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Fig. 5. Process of partitioning a structure into aggressor blocks. (a) Those elements at a distance smaller than rel form subgraph U S
a , (b) resulting block

intersecting a heating element, and (c) incorporating the intersected element within the subgraph.

Fig. 6. Ensuring the coordinates of different aggressor blocks do not intersect during the aggressor partitioning stage. (a) Two blocks with intersecting
borders, and (b) splitting the subgraph to form nonintersecting blocks.

x- and y-axes. L X comprises (23a) and (23b), whereas LY

comprises (23a) and (23c) for each block q .
The lower coordinates of the new victim block x0 and y0

are found from the minima of D(0) and R(0). If the nearest
subsequent partitioned region denoted by coordinates (x1, y1)
is horizontally closer to (x0, y0), L X is used to determine the
coordinates of the new victim block. The nearest boundary
to the right of x0 whose y-coordinates overlap the vertical
space between y0 and y1 is identified. This boundary sets the
upper x-coordinate of the new victim block xw. If (x1, y1)
is vertically closer to (x0, y0), yw is determined from the
boundaries in LY .

After the vertices of the new victim block are added to
0, any duplicate pairs (x, y) ∈ 0 are deleted. The algorithm
continues to partition the circuit into blocks until no remaining
vertices in 0 exist. The computational complexity of the victim
partitioning stage of the algorithm is O(|Q|

2), with the upper
limit of O(|Ua|

2) when each aggressor block contains only
one heating element. An example of the output of the victim
partitioning stage of the algorithm is depicted in Fig. 7(b).

C. Average Thermal Algorithm

Once all the boundaries of the blocks are determined, the
thermal algorithm formulates a graph from the partitioned

structure. The structure can be described as a loopless undi-
rected simple graph G(B, R), where each block is represented
as a node within the set of nodes B, and R is the set of
thermal resistances connecting the nodes [11], [38]. From the
block coordinates produced during the aggressor and victim
partitioning stages of the algorithm, the adjacency of the
blocks is determined to generate the corresponding graph.
An adjacency matrix Z is formed which describes the connec-
tivity within a graph. Element z ∈ Z corresponding to blocks
bi and b j is

zi j =

{
1, if bi adjacent to b j

0, otherwise.
(24)

Since G is a simple graph, meaning no self-loops,
the diagonal elements of Z are zero. The adjacency
matrix is characterized by weights representing
the resistance of the edge and converted into an
upper triangular matrix, where element zw

i j ∈ Zw

is

zw
i j =

{
ri j , if zi j = 1, i > j
∞, if zi j = 0 or i < j .

(25)
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Fig. 7. Partitioning structure into blocks. (a) Location of heating blocks
from the aggressor partitioning stage. (b) Location of victim blocks from the
victim partitioning stage.

The resulting thermal resistance grid is

Zw
= R =


b1 bk bn

R11 . . . R1n b1
...

. . .
... bk

Rn1 . . . Rnn bn

 (26)

where the thermal resistances across and under the diagonal
of the matrix are equated to infinity.

An example of this process is depicted in Fig. 8. The
example structure is partitioned into blocks, as shown in
Fig. 8(a). The adjacency matrix of the graph generated for
this example structure using the thermal algorithm is

Z =



b1 b2 b3 b4 b5 b6
0 1 0 0 0 0 b1
1 0 1 1 0 1 b2
0 1 0 1 1 0 b3
0 1 1 0 1 1 b4
0 0 1 1 0 1 b5
0 1 0 1 1 0 b6

 (27)

Fig. 8. Example of superconductive circuit structure. (a) Partitioned structure.
(b) Equivalent graph.

as shown in Fig. 8(b). The thermal resistance grid correspond-
ing to Z is

R =



b1 b2 b3 b4 b5 b6
∞ R12 ∞ ∞ ∞ ∞ b1
∞ ∞ R23 R24 ∞ R26 b2
∞ ∞ ∞ R34 R35 ∞ b3
∞ ∞ ∞ ∞ R45 R46 b4
∞ ∞ ∞ ∞ ∞ R56 b5

 . (28)

The thermal resistance of the paths between the blocks rep-
resented by (28) is evaluated by (7) and (8), depending on
whether the blocks are aggressors or victims. The aggressor
blocks are determined from the aggressor block indices Q
produced during the partitioning stage of the algorithm. The
number and type of heating elements within the blocks are
used to estimate the dissipated power [see (1)]. The operat-
ing frequency and switching coefficient to evaluate Vrms are
assumed here [see (5)]. The dimensions of the blocks are
used to evaluate the thermal resistance [see (6)]. The algorithm
produces a netlist for thermal simulation, from which a thermal
profile of the circuit is produced. The netlist contains a
network of current sources describing the dissipated power
and resistances describing the heat paths. The temperature
is evaluated by extracting the node voltages from a SPICE
simulation. This process is outlined by the pseudocode shown
in Algorithm 3. The computational complexity of the thermal
stage of the algorithm is O(|Ua| + |B|

2).
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Algorithm 3 Given Element Indices FE , Aggressor Block
Indices Q, and Coordinates of Blocks xpart and ypart From the
Partitioning Stage of the Algorithm, Operating Frequency f ,
and Switching Coefficient cs , Evaluate the Thermal Network.
Produce a Netlist to Obtain the Thermal Profile of the Structure

D. Peak Thermal Algorithm

An algorithm is used to evaluate the peak temperature:
specifically, for hotspot detection. To evaluate the peak tem-
perature of a block, a subset of N elements C[0, . . . , N −

1] is extracted. The elements in C contribute to the peak
temperature of a block. For each aggressor block, C is the
set of heating elements within that block.

For those victim blocks that do not contain heating elements,
C is based on the proximity between the aggressor and victim
blocks. A heating element from a nonadjacent aggressor block
can also be the heat source for the peak temperature of a victim
block. The thermal healing length η quantifies the distance
between these blocks. The set of elements Cb j of victim block
b j includes set Cqi from aggressor block qi

Cb j =

{
1, if

√
(xqi − xb j )

2 + (yqi − yb j )
2 < η

0, otherwise.
(29)

For each block within the partitioned structure, C deter-
mines the set of element temperatures, T [0, . . . , N − 1]. The
peak thermal algorithm finds the element k within each set,
such that T [k] is the maximum temperature of that set

Tl(k) =

{
TmaxC , if Tk > Tl

0, otherwise.
(30)

This process is outlined by the pseudocode shown in
Algorithm 4. The computational complexity of the peak ther-
mal algorithm is O(|Ua| + |Q| ∗ |B\Q|).

Algorithm 4 Given Element Indices FE , Aggressor Block
Indices Q, Coordinates of Blocks xpart and ypart From the
Partitioning Stage of the Algorithm, Operating Frequency f ,
and Switching Coefficient cs , Evaluate the Peak Temperature
of the Blocks

Fig. 9. Portion of the RSFQ AMD2901 used to validate the thermal model
divided into aggressor and victim blocks. The aggressor blocks contain heating
elements—JJs and resistors.

IV. CASE STUDY
A portion of the AMD2901 is evaluated to validate the

algorithm. The RSFQ version of the structure contains several
types of gates—XOR gates, Josephson transmission lines
(JTLs), flip flops, and splitters. The dimensions of the structure
are 380 × 200 µm, and the circuit contains 18 gates (155
resistively shunted JJs). The structure is divided into blocks
based on the element radius rel characterizing the complexity
of the blocks. Element radius parameters, 7.5, 10, and 50 µm,
are chosen to evaluate the effects of the substantial variations
among the block size considered in the case study. An example
of a structure partitioned into blocks based on rel = 7.5 µm is
shown in Fig. 9. The circuit is assumed to operate at 50 GHz
with a global switching coefficient of 0.5.
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TABLE I
ACCURACY OF THERMAL MODEL AS COMPARED TO THE NUMERICAL SIMULATOR, COMSOL MULTIPHYSICS [19]

To validate the model, a 3-D layout of the structure is
evaluated by the numerical simulator, based on the MIT LL
SFQ5ee fabrication technology specifications [17], [18]. Eight
superconductive niobium layers, each separated by an oxide
layer, are included in this process. The bias resistors, JJs,
and shunt resistors are positioned within the fifth metal (M5)
and oxide layer (O5). The inductors and connections between
the logic components are positioned in layer M6. The three
ground planes are M1, M4, and M7. The remaining metal
layers, M0, M2, and M3, are primarily used for the power
distribution network and passive transmission lines [39], [40].
The structure is built above an oxidized 500-µm thick Si
substrate. The material properties incorporated in the model
and the heating characteristics applied to the heating elements
are described in [13].

A comparison between the thermal model and a numerical
simulator is listed in Table I, where |D| = |Tnumerical − Tmodel|

is the absolute difference, and

δ =
|Tnumerical − Tmodel|

average(Tnumerical, Tmodel)
(31)

is the relative difference between the thermal model and a
numerical simulator. The greatest discrepancy between the
average thermal model and the numerical simulation is 0.51%.
Due to the averaging nature of the average thermal model,
higher accuracy is produced at larger block complexities.
Rather than averaging the temperature of all of the heaters
within the blocks, the peak thermal model determines the
temperature generated by the greatest heat producing element.
The accuracy of this model therefore does not linearly depend
on the complexity of the block. The largest discrepancy
between the peak thermal model and the numerical simulation
is 0.92%. The discrepancy of the model is below 3% of the
critical operating range (Tthreshold − THe). Based on a threshold
temperature of 5.7 K (see Section II-D), the maximum error
of the peak model (40 mK) is 2.7% of the critical operating
range.

A thermal profile depicting the average temperature for the
block size with the greatest discrepancy is shown in Fig. 10.
Note that for enhanced visibility, the color bar in Fig. 10 is
limited to the range of 4.2 to 4.25 K. A thermal profile of
the same structure depicting the peak temperature is portrayed
in Fig. 11. The minimum and maximum temperatures are,
respectively, shown at the bottom and top of the color bar for
both thermal profiles. The increase in average temperature for
this structure is ∼160 mK. The increase in peak temperature
of the structure is ∼1.66 K.

The thermal algorithm is applied to an RSFQ version of
the AMD2901 four-bit microprocessor. The IC comprises
11 609 gates containing a total of 335 616 heating elements

Fig. 10. Thermal profile showing average temperature of a portion of the
RSFQ AMD2901 (rel = 7.5 µm). (a) Thermal model. (b) Numerical simula-
tion. The average discrepancy between the model and numerical simulation
is 5.03 mK.

(114 944 JJs). The location of the gates is extracted from
the floorplan of the IC in GDSII format. The input file for
the algorithm is generated by populating the floorplan with
a layout composed of RSFQ standard cells. The multistage
algorithm and SPICE simulation are applied to an eight-
core (Intel1 Core2 i7-6700) 3.4-GHz system. The results are
listed in Table II, including the number of blocks and thermal
resistances for each rel. |1T |max is the maximum increase in
average or peak temperature within the IC. The computational
runtime is listed for each stage of the algorithm. For the
average temperature model stage, this computational time
includes the time to run the thermal stage of the algorithm
and the SPICE simulation of the netlist to evaluate the thermal
behavior. The primary bottleneck of the algorithm is the
aggressor partitioning stage with a complexity of O(|Ua|

2).
The complexity of this stage can be reduced by exploiting
the repetitiveness of the standard cells within the floorplan.
Since current RSFQ technology supports several hundreds of
thousands of junctions, this algorithm is suitable for modern
RSFQ ICs.

2Trademarked.
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TABLE II
PERFORMANCE OF THERMAL ALGORITHM APPLIED TO AMD2901 IC

Fig. 11. Peak thermal profile of a portion of the RSFQ AMD2901
(rel = 7.5 µm). (a) Thermal model. (b) Numerical simulation. The average
discrepancy between the peak thermal model and numerical simulation is
14.77 mK.

V. CONCLUSION

Heating within cryogenic superconductive circuits results in
reduced operational margins, operational failure, and degrada-
tion of the refrigeration characteristics due to a larger heat
load. A methodology for evaluating the thermal behavior of
large RSFQ systems is presented in this article. A partitioning
algorithm, including an analytic thermal model of RSFQ ICs,
is provided. The model considers both the average thermal
and peak thermal behavior. The aggressor partitioning stage
of the multistage algorithm divides the circuit into aggressor
blocks based on the distance between heating elements. The
remainder of the circuit is divided into blocks based on
the victim partitioning stage of the algorithm. The thermal
model is applied to the partitioned structure. The model is
validated using a portion of the RSFQ AMD2901, com-
prising 155 JJs. The model is validated by a numerical
solver, producing a 5-mK average error for the average
thermal model and a 15-mK average error for the peak
thermal model. The algorithm is applied to the AMD2901
benchmark circuit composed of more than 100 000 JJs and
300 000 heating elements, generating a thermal profile in
under 68 min.
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