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Abstract

We introduce a nonparametric graphical model for discrete node
variables based on additive conditional independence. Additive condi-
tional independence is a three way statistical relation that shares sim-
ilar properties with conditional independence by satisfying the semi-
graphoid axioms. Based on this relation we build an additive graphical
model for discrete variables that does not suffer from the restriction of
a parametric model such as the Ising model. We develop an estimator
of the new graphical model via the penalized estimation of the discrete
version of the additive precision operator and establish the consistency
of the estimator under the ultrahigh-dimensional setting. Along with
these methodological developments, we also exploit the properties of
discrete random variables to uncover a deeper relation between ad-
ditive conditional independence and conditional independence than
previously known. The new graphical model reduces to a conditional
independence graphical model under certain sparsity conditions. We
conduct simulation experiments and analysis of an HIV antiretroviral
therapy data set to compare the new method with existing ones.
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1 Introduction

A graphical model uses a graph-based representation as the basis for analyz-
ing multivariate data. It has been gaining popularity in various applied fields.
The most frequently studied graphical models are those based on conditional
independence (CI) between node variables, which are also called Markov ran-
dom fields (MRF). Let X = (X!, X% --- X?)" be a p-dimensional random
vector, V.= {1,--- ,p}, and € C {(i,j) € Vx V :i # j}. Then X follows a
Markov random field with respect to the undirected graph G = {V, £} if and
only if X* and X’ are independent given the rest of X, that is,

(i,§) ¢ €& X' L X7 | X0, (1)

where X 147} represents X with its i-th and j-th components removed.
Discrete graphical models, where X!, X2 .-, X? are discrete random
variables, naturally appear in many fields. The simplest of such models is
the binary graphical model, where the node vector X is a member of {ag, a; }?,
with ag and a; being the possible labels. One particular example is the Ising
model, where X € {—1,1}?. The Ising model (Ising (1925)) was originally
introduced as a mathematical model of ferromagnetism in statistical mechan-
ics. Nowadays it has been applied to such diverse fields as image restoration
(Geman & Geman (1993)), biophysics (Ahsan et al. (1998)), genetics (Fierst
& Phillips (2015)), and network psychometrics (Marsman et al. (2018)).
The Ising model has the probability mass function (p.m.f.) of the form:

fﬁ(l‘l,x2, . ’xp) — Z(lﬂ) exp (Zﬂuxz + Zﬁijxixj)v (2)

i<j

where 2(8) = 3", o 1130 €XP (ZZ Biixt + D i< Bijxi:cj> is the partition func-
tion. Let f;; := (i, for i > j. It is easier to view the parameter as the
symmetric matrix 8 = (3;;); =, in RP*?. For any pair (i,j) with ¢ # j, the
parameter 3;; characterizes the conditional independence between X* and
X7 given X147} by the equivalence

XX | XU o 8 =0, (3)
as can be seen from the conditional p.m.f.

f(at, a7 | 2789 o exp <Bijxixj + 2 (B + Z Bira™) + 27 (8,5 + Z Bjkl'k)>.
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Wherever (;; = 0, the conditional p.m.f. is separable for ' and 7. Thus,
by (1) and (3), for the Ising model, estimating G amounts to identifying the
zero entries or, equivalently, the sparsity pattern of the symmetric matrix 3.
There have been some related works for learning the edge set of the Ising
model. For example, Hofling & Tibshirani (2009), Wang et al. (2011) and
Xue et al. (2012) developed the penalized estimation procedure based on
a pseudo-likelihood, while Ravikumar et al. (2010) suggested fitting sepa-
rate /1-penalized logistic regressions for each node to learn its neighborhood.
Cheng et al. (2014) proposed a sparse covariate dependent Ising model. Guo
et al. (2015) and Lee et al. (2021) studied the graphical models for discrete
and ordered data.

For many applications, the Ising distribution assumption can be violated,
making the Ising model inapplicable. An intuitive explanation is that an Ising
model has limited degrees of freedom: it can only explain p(p+1)/2 out of a
total of (27 — 1) degrees of freedom in the probability mass function. Thus,
for a large graph, the Ising models often become inadequate. In this paper,
we seek for a new discrete graphical model without the Ising distribution
assumption, which retains the fundamental simplicity of the Ising dependence
structure in (3). This is achieved by replacing conditional independence by
additive conditional independence (ACI), which is a new statistical relation
introduced by Li et al. (2014). Inspired by this idea, we propose a discrete
graphical model derived from ACI, which we refer to as the discrete additive
semi-graphoid model (DASG).

Our methods can be summarized as follows. Between the Hilbert spaces
of the functions of the node variables, we introduce the cross-covariance oper-
ators and use them to define a discrete additive precision operator (DAPO).
The DAPO is a matrix of linear operators that inherits the relation (3) at
the operator level: the (i, j)-th entry of the DAPO is the zero operator if and
only if X? and X7 are additively conditionally independent given X 1},
The nonzero entries of the DAPO then determine the edges of the graph.

Li et al. (2014) and Lee et al. (2016) developed an estimator based on the
additive precision operator (APO) to learn the edge set of the ACI graphs
with continuous valued node variables. The APO-based estimator is a hard-
thresholding estimator, which asymptotically converges at a relatively slow
rate. Furthermore, the tuning of the thresholding parameter is based on
generalized cross validation, which can be difficult to carry out thoroughly
when p is very large. There are some important differences between dis-
crete graphs and continuous ones. For example, in the discrete case, the
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Hilbert spaces of node functions are finite dimensional and the properties of
the related operators—particularly those pertaining to their inverses—are a
lot more pleasant. We use a penalized method to obtain a sparse matrix
estimation of the DAPO, which has faster convergence rate. Additionally,
our estimator can be easily tuned with common tuning methods like cross
validations. It is worth pointing out that we also investigate the relation
between ACI and CI to a deeper degree than previously understood, which
fills a gap in the literature. This result is made possible by carefully studying
the special structure of the discrete distribution.

The rest of the article is organized as follows. In Section 2, we intro-
duce the DASG and its operator characterization. In Section 3, we investi-
gate the relation between ACI and CI under the Ising model. In Section 4,
we derive sample-level coordinate representations of DASG linear operators
and develop the new estimator. In Section 5, we establish the asymptotic
properties of the proposed estimator. In Section 6, we conduct simulation
experiments to evaluate our estimator. In Section 7, we apply our estimator
to an HIV antiretroviral therapy dataset. All the proofs are presented in the
supplementary material.

2 Discrete additive semi-graphoid model

We first review the definition of additive conditional independence and pro-
pose the discrete additive semi-graphoid model in Subsection 2.1. We then
introduce the equivalent form of additive conditional independence in terms
of linear operators in Subsection 2.2.

2.1 Additive conditional independence

Let 2 C 2V x 2V x 2V be a three-way relation on V, where 2V consists of all
subsets of V.

Definition 1. (Pearl & Verma (1987)) A three-way relation X is called a
semi-graphoid if it satisfies the following conditions:

o (symmetry) (A,C,B) € # = (B,C,A) € %;
e (decomposition) (A,C,BUD) € % = (A,C,B) € %;
o (weak union) (A,C,BUD) e #Z = (A,CUB,D) € %;
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e (contraction) (A,CUB,D) e %, (A,C,B) e Z = (A,C,BUD) € %#.

These axioms are extracted from the conditional independence (CI) to
convey the general idea of “B is irrelevant for understanding A once C' is
known,” or “C' separates A and B.” The CI is a special case of the semi-
graphoid three-way relation (Dawid (1979)).

Li et al. (2014) proposed the notion of the additive conditional indepen-
dence (ACI) as a promising alternative to the CI for constructing graphical
models. The ACI satisfies the axioms for a semi-graphoid (Pearl & Verma
(1987)), which captures the essence of a graph.

Let X = (X!, X% ... XP)T € R? be a random vector. For any node
i € V, let L?(Px:) denote the class of functions of X such that E¢(X?) =
0, E¢*(X?) < oo. Let o/xs C L?(Px:) be a Hilbert subspace. For any
nonempty node subset A C V, the subvector of X on A means X4 :=
{X"},ca- Let xa denote the additive family

N = {qui Ly € i, i € A},
i€EA i€EA

For two subspaces ./ and & of L*(Px), let & © B = o/ N %+, where the
orthogonality is in terms of the L?( Py )-inner product.

Definition 2. Let X4, X B, and X be subvectors of X. X* and X® are ad-
ditively conditionally independent given X with respect to (@/xa, Sxs, dxc)
if and only iof

(%XA + MXC) @ ,,Q{XO J_ (%XB + %XC’) @JZ{)(C,

where L indicates orthogonality with respect to the L*(Px)-inner product.
The above relation is written as X4 14 XP | X©.

Suppose X = (X!, X2 ... XP)T € {0,1,--- ,m}?, m > 1. The dis-
crete additive semi-graphoid model (DASG) is defined through the following
equivalence

X1, X9 | X0 o (i,5) ¢ £

2.2 Discrete additive precision operator

We now introduce a linear operator that characterizes the ACI.



Definition 3. (Baker (1973), Fukumizu et al. (2009)) The cross-covariance
operator of (X7, X%, Yxixs, 18 a mapping from @x; to @xi, such that for
any ¢ € Axi, v € i

<¢7 EXinw>%Xi = COV[(b(Xi)v w(XJ)] (4)

By the Cauchy-Schwarz inequality and X being finitely discrete, the bilin-
ear form @y X @x; — R: (¢, 1) — cov[p(X?),1(X7)] is bounded. The exis-
tence and uniqueness of ¥ xix; defined through (4) is guaranteed by Riesz’s
representation theorem.

Let ker(Xxixi) = {h € dyi : Uxixih = 0} be the kernel space of ¥ yixi.
Note that ¢ € ker(Xyix:) if and only if var[¢(X*)] = 0. This implies that
ker(X xixi) is a linear subspace of constant functions. Since 47y only contains
mean zero functions, we have ker(Xyix:) = {0}, which implies that the
operator Yxix: is invertible.

The following definitions contain two key matrices of operators in our
theory.

Definition 4. The operator Xxx = {ZXin }p =1 that satisfies YXxx¢ =
Z” | Xxixi@; for any ¢ = ¢1+ -+ ¢, € Wx is called the discrete additive
variance operator (DAVO).

By this definition, for any ¢ = ¢1 + -+ + ¢p, ¥ =91 + - - + 9, € Fx,

p
(0. Zxx¥) ey = (9, Z Exixi¥j) e Z i, BxixiVj) o

i,7=1

By the definition of cross-covariance operator, this is nothing but 3, cov[gi(X"), ¥;(X7)],
which sums up to cov[p(X), ¥ (X)]. The variance matrix, or the covariance

matrix, can be regarded as the Gram matrix of the set of random vari-

ables {X!, .-, X?} with respect to the L?(Px)-inner product. Similarly,

the DAVO serves as the Gram matrix of operators with respect to the inner

product on the additive function space 27y .

Assumption 1. ker(Xxx) = {0}.

This condition is satisfied by any non-degenerate node variables, where
any nonzero function of the node variables will be linearly independent. Un-
der this assumption, the mapping ¢ — X xx ¢ is invertible.



Definition 5. The operator E;{lx s called the discrete additive precision
operator (DAPO), and is written as Oxx.

By being the inverse operator of X x x, © x x satisfies that ¢ = OxxYXxx¢ =
YxxOxx¢ for any ¢ € @/x. We use Oxiy; to denote the (i, j)-th block of
O xx, which is a mapping from &7y to &y, such that O x x¢ = Eﬁjzl Oxixid;
for ¢ = ¢1 + - - - + ¢,. The next theorem re-expresses pairwise independence
and ACI in terms of the DAVO and the DAPO.

Theorem 1. The DAVO and the DAPO have the following properties
(1) X' 1 X7 if and only if Lxix; = 0,
(2) X' Lo X7 | X103} 4f and only if ©xix; = 0.

The first statement of Theorem 1 gives a probabilistic interpretation of
the DAVO, which can be shown by verifying the definition of independence.
The relation between DAVO and the DASG is analogous to that between the
covariance matrix and the Gaussian graphical model, where the covariance
matrix determines pairwise independence, whereas its inverse determines CI.
In our context, DAVO still determines pairwise independence, but its inverse,
DAPO, determines the new statistical relationship, ACI.

3 Relation between ACI and CI under the
Ising model

Li et al. (2014) demonstrated some relations between ACI and CI under the
copula Gaussian model assumption. Loh & Wainwright (2012) studied the
relationship between the zero pattern of inverse covariance matrices and the
edge set for Ising models. In this section, we further investigate the relation
between ACI and CI under the Ising model, whose distributional simplicity
allows us to uncover a deeper relation than previously understood.

Definition 6. Consider a graph G = {V,E}. For any node pair (i,5) € VxV
with 1 # j, a subset R CV\ {i,j} is an (i, j)-separator if the removal of the
edge (i,7) and the edges between R and V' \ R from the graph G separates i
and j into distinct connected components.



For any node pair (i, j), the set V \ {1, j} is naturally an (i, j)-separator,
so the existence of a node separator is guaranteed. Given a node separator
R, let G’ be the graph with the edge (i,7) and the edges between R and
V'\ R removed. Consider the maximal connected subgraph of G’ including
i, whose node set is denoted by C;. Similarly, let C; denote the node set of
the maximal connected subgraph of G’ including j. Then C; and C; are two
mutually exclusive and disconnected components of the graph G'.

Definition 7. Let X = (X' X2,--- , XP)T € R? be a random node vector.
For node i € V and subset D C V\{i}, @i is said to have linear conditional
mean with respect to <xo, if either D = & or for any ¢ € x,

E(¢(X') | X7) € axo. ()

When D = g, XP = {X7},ep is an empty subvector and /x» = {0}.
Then the meaning of linear conditional mean is that E(¢(X*)) = 0 by the
definition of Zxi. Let |D| denote its cardinality. When X is binary, (5)
means there exists a constant vector ¢ € RIP! such that

E(X'—EX"| XP)=¢"(XP - EXP).

In this case, for simplicity, the binary node variable X* is said to have linear
conditional mean with respect to X directly, as .y is one dimensional. The
next theorem gives a relation between ACI and CI under a binary graphical
model with linear conditional mean.

Theorem 2. Suppose X = (X1, X% .- XP)T € {ag,a,}?, p = 3, follows a
MRF with respect to {V,E}. For any node pair (i,j) with i # j, if there exists
an (i, j)-separator R on {V,E} such that X* has linear conditional mean with
respect to X® for any k € C;, then X* 1L X7 | Xt} = X I, X7 | X1},

Among the binary graphical models, the Ising model is of special interest.
For simplicity, we focus on the family of symmetric Ising models, which is a
special case of (2) with ; = 0, for i = 1,--- ,p. The corresponding p.m.f.
is:

1 o
fa(xt,2? - aP) = —exp(ZBijx’x]) (6)
2(8) =
Under the symmetric Ising model, a more specific relation between ACI and
CI can be obtained.



Corollary 1. Suppose X = (X', X2, .- XP)T, p >3, follows a symmetric
Ising model (6) with respect to {V,E}. For any node pair (i,j) with i # j,
if there exists an (i, j)-separator R on {V,E} with |R| < 2, then X' 1 X7 |
Xt = X0 L4 X7 | X0,

The equivalence between ACI and CI can be established if R is chosen as
the largest separator V \ {i, 7} under the linear conditional mean assumption
for this separator.

Theorem 3. Suppose X = (X1, X2 ---  XP)T p >3, follows a symmetric
Ising model (6) with respect to {V,E}. For any node pair (i,j) with i # j,
if X' has linear conditional mean with respect to X 147} then X' I X7 |
Xt o X0 1, X7 | X0,

However, the linear conditional mean can be easily violated by Ising mod-
els. To have a closer look at the reason, let N := {k € V\ {i} : (i,k) € £}
be the neighborhood of node i € V on the given graph (V,&). Then N;\ {j}
and N\ {i} are (i, j)-separators as well, which can have a much smaller size
than V\ {7, j}.

Corollary 2. Suppose X = (X', X2 .- XP)T, p >3, follows a symmetric
Ising model (6) with respect to {V,E}. For any node pair (i,j) with i # j,
if N is the neighborhood of node i on {V,E} and |N; \ {j}] < 2, then X' L
X7 | Xt & XU L, X7 | X—{0a),

Note that all these results are local statements with respect to a pair of
nodes (7, ) rather than global statements about the graphs. That is, for
an interested pair (i, ), as long as |N; \ {j}| < 2 or [N\ {i}| < 2, the
equivalence between CI and ACI will hold regardless of the other nodes. The
local statements are turned into global statements if the node degree |N;| < 2
for all ¢ € V, in which case the entire MRF will be the same as DASG. Such
graphs may consist of some loops and threads. Figure 1 shows some special
cases where global equivalence holds.



Figure 1: Some examples where the global equivalence holds.

For example, consider the left most graph shown in Figure 1, where the
nodesetisV = {1,2,3,4} and the edge set is £ = {(1,2), (2,3), (3,4), (1,4),(2,4)}.
If the joint distribution is the symmetric Ising distribution specified by the
first formula in (7), then the DAPO has blockwise norms given by the second
formula in (7). Thus the graphs determined by ACI and CI are equivalent.

0101 T 20 2

8 8 (8)

log(2) [1 0 1 1 1 85 187 3 36
B="5"xo 10 1| {lexxlns} |5 ¥ & ®
33 363 33 1287

Lo S S0 s s

The condition |N; \ {j}| < 2 or |R|] < 2 requires a rather sparse edge
set. The equivalence will not be guaranteed if they are violated. A simple
counter example can be constructed when the graph has 5 nodes and is fully
connected except for one edge, as shown in Figure 2.
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Figure 2: The fully connected symmetric Ising model except for the edge
(1,2). It has the unique (1, 2)-separator R = N7\ {2} = M2\ {1} = {3,4,5}.
In this case, X' L4 X? | XB4% is not true. The DASG yields a fully
connected graph.

In this case, the blockwise norm of © xx is given by

10611 27 99 99 99
53%6 5516 197 197 197

5516 5516 197 197 197

||@ . “ _ 99 99 474 117 117
XiXJ|HS 197 197 197 197 197
5,j=1 99 99 117 474 117

197 197 197 197 197

99 99 117 117 474

197 197 197 197 197

The Hilbert-Schmidt norm of O x1x2 is ||©x1x2||lus = %, which is strictly
greater than 0. Unlike the conditional independence graph, the node vari-
ables here are all additive conditionally dependent on each other.

Next, consider the augmented graph defined by ¥ = (X1 X2 X3 X4 X5 X3X1X5)T,
In this case, it is easy to see that the MRF is the complete graph with the
edge (1,2) removed. The blockwise norms of ©yy is given by

27 g 1 1 1 3

14 28 28 28 28

oz B B B %

14 28 28 28 28

6 ERNE G N O G

. — 28 28 84 84 84 84
{H@WYJ”HS}H = |8 B 3 2 3 @
i,j=1 28 28 84 84 84 84

FEI R O B 1

28 28 4 4 4 84

R 5 O 5 G S S 1

28 28 84 84 84 84

Thus the DASG agrees with the MRF again. The key difference between X
and Y lies in whether the linear conditional mean assumption (5) is satisfied.
For X,

2

1+ expllog(2)(X3 + X4+ X5)]

E[Xl ’ X{3,4,5}] — E[X2 | X{SA,S}] -1
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neither of which is an element of &y (3.45;. On the other hand, (Y3, Y* Y5 V)
is actually a complete basis of odd function space of Y {345} which is slightly
larger than @4 (345, . The conditional expectation can then be expressed by:
5 1
E Yl Y{3’4’5’6} _ = Y3 Y4 Y5 . —YG.

That is to say, Y'* has linear conditional mean with respect to Y 13456}

Loh & Wainwright (2012) studied the relationship between CI and the
inverse of a generalized covariance matrix by augmenting a graph with inter-
action terms. We exploit this idea to get a more complete picture about the
relation between ACI and CI. Let D C V be a subset of nodes with |D| > 3.
Let

Fp(X) = {Hu("")(Xi) :n; € {0,1} and an > 1 and Zn, =1 (mod 2)},
ieD ieD ieD

where u(9(z) = 1 and u(Y)(z) = 2. Note that these terms are still binary. For
example, if D = {3,4,5,6}, Zp(X) = {X3X1X5 X3X4X6 X3X°X6 X4X°X6}.
if D = {3,4,5,6,7}, the fifth order interaction X*X*X5X6X7 is also con-
tained in Zp(X).

Now, we may summarize the relation between ACI and CI in the next
theorem.

Theorem 4. Suppose X = (X1, X% ---  XP)T p > 5, follows a symmetric
Ising model (6) with respect to {V,E}. For any pair of nodes (i,j) with
i # 7, let R be a nonempty (i, j)-separator on {V,E}, and 'Y be the augmented
node vector with YT < (X7, Zr(X)T). Then with respect to Y, Yi 1 Y7 |
YUt = vi 1, Y7 | YU Furthermore, if R = NG\ {j}, Y* 1L Y7 |
Yt o yi L, v |yl

This theorem provides some intuition of how much ACI and CI differ.
The left hand side Y? 1L Y7 | Y~={i} is actually X* I X7 | X~} since we
have the inclusion relationship between the o-fields, o(Fg(X)) = o(X%) C
o(X~13}). Note that Theorem 4 is still a local result with respect to pair of
nodes (7, j) and the construction of Y depends on (i, 7).

4 Penalized estimation

Given that X follows a DASG with respect to G = {V,&}, we need to
estimate the edge set £ from a sample of X. Since the relationship defined in
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Definition 2 is difficult to check directly, we look for a DAPO-based estimator.
We derive the matrix form of this operator in Subsection 4.1 and introduce
a group penalized D-trace estimator in Subsection 4.2.

4.1 Coordinate representation

The discussion so far is in operator form. In this section, we represent the
operators as matrices using coordinate representation. Two versions of such
coordinate representations are derived, which are more direct than those
given in Li et al. (2014) thanks to the simplicity offered by the discrete X.
We first give the matrix representations at the population level, which lead
naturally to a sample estimate.

For each node variable X*, consider its function space @x: = L?(Py:), the
centered L? class. That is, for any ¢ € #x:, E¢(X") = 0 and E¢(X")? < oo.
A natural way to represent such a function is by simply listing its values
on the support, that is, (¢(0), - ,¢(m))". Thus ox: has a finite dimen-
sion dim(«/x:) < m + 1. Since the node variable X takes its values in a
finite set, ¢(X*) is a bounded random variable, whose second moment al-
ways exists. Therefore, the only restriction on ¢ is that its mean is zero
and this renders the dimension of &/x: as m. We select an orthonormal ba-
sis {ugl),n- ,ugm)} of yi: (ul(-a),uz(-b))ﬂxi =0, (uz(-a),uga)>ﬂxi = 1, for any
a,b =1,--- ,mand a # b. Let U;(-) = (ugl)(), ,ul(-m)(-))T. Then any
function ¢ in &x: can be represented by a vector ¢, € R™ as ¢(-) = U;(+) T cy.
With such a representation of functions, the L?(Py:)-inner product is just
Euclidean inner product (¢, 1), , = ¢jcy. The function basis U(-), i € V,
will give rise to the orthonormal representation of the DASG operator.

Definition 8. (Orthonormal Representation)

(1) WithU(+), i € V defined above, the matriz [Xxixilo := cov|U;(X"), U;(X7)] €
R™*™ s called an orthonormal representation of Xxixi.

P

(2) The matriz [Xxx]o := {[EXin]O} € R™*™P js called an orthonor-
ij=1

mal representation of the DAVO.

(3) The matriz [Oxx]o = [Sxx|;' € R™>™ g5 called an orthonormal
representation of the DAPQO. Let [Oxixilo € R™™ denote the (i, 7)-th
block of [Oxx]o-
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The orthonormal representation is a natural way to represent the opera-
tors. Note that “orthonormal” refers to the function basis. Such a represen-
tation is not unique since it depends on the choice of U;(+). If we are only
interested in the signal (zero or nonzero) of a block in the operators, there is
a more convenient representation, as defined below.

Definition 9. (Vertex Representation)

(1) LetV(:) = (Liiy(+),- -+, ]l{m}(-))T be a vector-valued function on{0,1,--- m},
whose (-th coordinate 14(-) is the indicator function on {0,1,--- , m}.
The matriz [Lxixily := cov|[V(X?), V(X7)] € R™*™ is called the vertex
representation of Yxixi -

(2) The matriz [Yxx]y = {[inxj]v}p € R™>X™P 4s called the vertex
ij=1
representation of the DAVO.

(3) The matriz [Oxx|v := [Exx]y+ € R™*™ s called the vertex represen-
tation of the DAPO. Let [Oxixi|, € R™*™ denote the (i,7)-th block of
[@XX]V'

The word “vertex” in the name comes from the fact that V maps {0,1,--- ;m}
into {0,1}™, which is the set of all vertices of the standard m-dimensional
cube. Replacing U;(-)’s with indicator function vector V(-) is computation-
ally efficient. One may notice that V(-) itself is not a mean zero function
basis. But it still works due to the fact that the constant functions vanish
in the cross-covariance operator. The actual input function vector for node
i is V() — EV(X?%). Even though the constant functions are excluded for
defining the operators, they can still be borrowed back for computational
purposes.

Theorem 5. The operators Yxixi and Oxix; and their coordinate represen-
tations satisfy:

(1) EXin =0« [EXin]o =0«< [EXin]v =0.
(2) @Xin =0 [@Xin]o =0«& [@Xin]v =0.

Within each statement, the first 0 is the zero operator that maps any
function in 7%, to the zero function in &7y:. The second and the third 0’s
are mxm zero matrices. We give two examples for coordinate representations
and their roles in constructing the DASG.
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Example 1. Suppose X = (X!, X2 X3)T € {0,1}? is a random vector with
pa.f. f(z) = 3°**/12. The orthonormal and vertex representations of the
DAVO and the DAPO are shown below.

1 16 4 2 1 24 6
A Y B W N Ak N (P
; 1O ~15 15 VU is o U -5 5 0
001 0 0 1 0 0 1 0 0 4
[EXX]O [@XX]O [EXX]V [@XX]V

The matrix [Yxx], has 1’s as its diagonal entries since the orthonormal basis
u; actually normalizes the node variable. As a result, for a binary DASG, the
edge set is determined by [©xx], = (corr(X))~!, the inverse of the correla-
tion matrix. In comparison, it is easy to verify that the vertex representation
[Exx]v is the covariance matrix var(X) and [@xx], = (var(X))™". Clearly,
both representations lead to the same graph. 0
Example 2. Suppose X = (X! X% X*)T € {0,1,2}3 is a random vector
with pm.f. f(z) = 2°'7+#'%% /499, Take V() = (1y(+), Ligy(+))". For
instance, the vertex representation of the cross-covariance operator ¥ xix2 is

S xely = cov[V(XY), V(X2)] = 1072 x < 8.2 ‘16'1> .

—10.5 234
The vertex representation of the DAPO is

67.0 576 —2.9 —-3.5
~1 57.6 60.1 —-41 —-54

Exixily [Exixz]v [Exixs)v T90 41 914 166

[@XX]V = [EX2X1]V [2X2X2]V [2X2X3]v —
Sysxily [Sxexely [Sxoxs] —-3.5 —54 16.6 182
AT A A 29 —41 0 0

-35 =54 0 0

Note that the entire (2, 3)-th block of [©xx]y is zero, which means additive
conditional independence holds between X2 and X? given X! O

We have assumed each node X* has the same support {0,---,m} for
simplicity. But this is not necessary for constructing the DASG. Suppose for
X = (X1, X% ... XP)T the node variable X? has the support {0,1,--- ,m;}
for i € V. Let Vi(-) = (11y(+), -+, Lgm,3(+))". The vertex representation
of the DAVO is [Xxx]v = {[EXin]V}p with its (7, 7)-th block being

.

7’7]:
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—4.1
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16.6

—3.5
—5.4
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[Exixily = cov[Vi(X"),V;(X7)] € R™>™i. Hence, the off-diagonal sub-
blocks may not be square matrices, as in the case of a common support
{0,1,--- ;m}.

4.2 Group penalized D-trace estimator

Suppose X follows a DASG with respect to the graph G = {V,£}. We now
develop an estimator of £ based on an i.i.d. sample of X of size n. In Li
et al. (2014) and Lee et al. (2016), & is estimated by thresholding the small
entries of the estimated APO. Here, we propose a penalized sparse procedure
to estimate it.

In the Gaussian graphical model setting, a well known method for esti-
mating a positive definite sparse precision matrix is via the graphical Lasso
or the ¢;-penalized Gaussian likelihood estimator (Yuan & Lin (2007) and
Friedman et al. (2008)). This is similar to our problem, where estimating the
edge set € reduces to sparse estimation of [O xx],, with its vanishing blocks
determining the absence of edges. Instead of the negative Gaussian log-
likelihood, we choose the loss function as the difference between two traces
of operators (D-trace), Lp(0,X) = $(0?, X)p — tr(0), proposed by Zhang &
Zou (2014), where (-, -)r is the Frobenius inner product. This loss function
is a smooth and convex function of © with a unique minimizer 7. The
convexity ensures computational efficiency.

We first need an estimate of the coordinate representation of the DAVO.

Since [Yxx], is the covariance matrix of (V' (X1),--- VT (XP))T, its sam-
~ ~ p
ple version becomes a natural choice. Let [YXxx]y := {[EXin]v} , whose
ij=1

(i, j)-th block is [Syixs]y == cov, [V (X?),V(X7)], the sample covariance be-

tween V(X") and V(X7). With [Yxx], thus constructed, we propose to
estimate the DAPO by

O]y := arg min {LD(@, Sxxly) + )\nP(@)} , (8)
0=06T

where ), > 0 is the regularization parameter, and P(©) is a penalty function,
which is chosen to be 3, . ;. [|©p z|lr with [i, j] representing the index
set corresponding to the (7, 7)-th block of a p x p block matrix. That is,
[i,j] = {(a,b) e NxN: (i—1)m <a<im, (j—1)m <b< jm}, where
N = {1,2,---} stands for the set of natural numbers. With the norm in
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the penalty being chosen as the Frobenius norm, P(0) is actually a group-
Lasso penalty. By the definition of the orthonormal representaion [©xx]o,
its Frobenius norm |[|[Oxiyilo||r coincides with the Hilbert-Schmidt norm
|©xixi|lus. Here we use |[[Oxixi]v||r as a substitute for ||[©xixilo||r for
computational efficiency. In Section 5, we will provide a guarantee of the
existence and uniqueness of the solution [é xx]v with a sufficiently large n
and a proper choice of A, even when p > n causes the singularity issue of
[ZXX]v-

We use the alternating direction method of multipliers (ADMM) to solve
the optimization problem. We introduce a new variable ©, that is a dupli-
cate of ©, so that they deal with the loss and the penalty separately. The
optimization problem is reformulated as

argmin {467, [Sxxl)r — tr(0) + A 3 (©0)iille

0=0T, =0 i#£j
The augmented Lagrangian is
1 ~
L(©,00,A) = §<@2, Exx])r—tr(©)+An > [1(0) i [le+(A, @_®0>F+g||@_®0”%a
1#]

where p > 0 is a fixed number and A is a matrix in R™*™. We iteratively
update the value of (6, 0, A). Given (O, @(()t), A®) at the t-th step, update
the estimates by

O+ = argmin L(O, @ét), A(t))7 9)
e=0T
O™ = argmin L(©", 6y, AV), (10)
S2

AGHD — A® 4 p(@(tJrl) _ @étJrl)).
For (9), the stepwise solution is
6(t+1) = H([ZA]XX]V + pImp; Imp + p@(()t) - A(t))v

where I, € R™>™ is the identity matrix and the function H(A, B) is
defined by
1
H(A, B) := arg min{-<@2, Ay — (O, B>F}.
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If A= Ds¥4D} is the eigenvalue decomposition of A, with ordered eigen-
values o1 > -+ > 0, then H(A, B) can be written down explicitly as

H(A, B) = Da{(DABDa) 0 C}D},

mp
where o denotes the Hadamard product and C' is the matrix {0 i b} .
aTIb ) gb=1

For (10), we have the stepwise solution

o) _ gietrn 4 1am A

_")’
p p

where S(A, \) is the function
1
S(A, ) = arg min{—<@g, L) — (O, A)p + )\P(G)O)}.
00—0] ‘2

Given a symmetric matrix A, the (i, j)-th block of S(A, \) can be obtained
by soft-thresholding:

Al =]
S(A Mg = § U= o)A 17 [Auglle > A,
0 17 7y A lle < A

We summarize the procedure developed above as the following algorithm.
For any matrix M in R™*"? let Diag(M) denote its diagonal matrix, that
is, Diag(M) = M o I,,,.

Algorithm 1 D-trace group-Lasso

Input: Sample DAVO [Sxx]y, block size m and regularization parameter
An-
Set-up: Set proper p.
Initialize: Set t =0, ©© = 0" = [Diag([Sxx]y)] " and A® = 0.
while not converge do
OU+D = H([Sxxly + plonp, Iy + pOF — AD).
Oy = SOV + AO /p, A, /p).
A+ — A®) 4 p(@(t—i-l) _ @(()t+1))'
t=t+1.
end while.
Return: @(()t).
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5 Asymptotic properties

In this section we derive the convergence rate of the penalized D-trace esti-
mator (8). In the ultrahigh-dimensional setting, where log(p) is comparable
to the sample size n, we will show that under an irrepresentable condition,
the proposed estimator is consistent.

We first study the behavior of the sample-level coordinate representation
of the DAVO. Since we use [2 Xle to estimate [Yxx|y, the consistency re-

quires a bound on the difference [Yx x|, — [Xxx]v in the entrywise o-norm.
For a matrix M, || M||s = max;; | M.

Lemma 1. For any constant 7 > 2, with probability at least 1 — 1/p™2, we
have

S 3 [log(6m?) + 7log(p)
1Exx]v = Exx)vlleo < E\/ )

n

As with the classical Lasso, we need a type of irrepresentable condition for
it to be consistent. For this purpose we introduce some additional notations.
Let S be the true blockwise support of Oxx, that is S := {(i,j) eVxV:
Oxix; # 0}. It is easy to see that S = € U {(3,4) : i € V}, which is
union of the edge set and the diagonal elements. Let [i, j] be the index set
defined in the previous section. Furthermore, for any subset A of V x V| let
[A] := U jyealé; 5] be the index set of the union of the blocks corresponding
to the members of A. Denoting the Kronecker product by ®, an important
quantity involved in the irrepresentable condition is

F = %([ZXX]V®Imp+[mp® [ZXX]v)- (11>

For any two subsets B; and B, of {1,--- ,mp} x {1,--- ,mp}, let I'p, p,
denote the submatrix of I' with rows and columns indexed by B; and B,, that

iS, FBl,Bg = %{([Exx}v)ac(sbd + ([ZXX]v>bd5ac} s where (5 is the
(a,b)GBl, (C,d)EBQ

Kronecker delta function. The next assumption adapts the irrepresentable
condition (Ravikumar et al. (2011); Zhang & Zou (2014)) to our blockwise
setting. Note that, for any subset A C V x V, |[A]| = |A|m?.

Assumption 2. Let T = F[sc],[s](r[s],[sﬂ_l e RIS Im*xISIm* A ssume the

following irrepresentable condition for the D-trace group-Lasso estimator (8):

2
max > <Z||Tf,[e’]||2> <1, (12)

fele] €'eS
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where Yy is the m?-dimensional vector {Ysy = g € [€']} and || T g2
is its Fuclidean norm. In the binary case with m = 1, (12) reduces to
MaXeese Y peg | Tee| < 1.

Let v := 1 — maxccse \/Zfe[e] (Ze'es |]Tf7[e,]”2>27 then an equivalent
way to express the irrepresentable condition is that v > 0. Assume the edge
set £ is sparse in the sense that the maximum degree is bounded, where
the maximum degree is defined by d := max;ey |N;| = max;ey Hk e V\
{i} : (i,k) € £}, which corresponds to its maximum number of nonzero
blocks in any row of [©xx|y. For a matrix M, the norm ||A|; . means

maxi(zj|M,~j|). Let fr = [[(Tsis1) oo and sy = [|[[Exx]v[l1,00- The
three quantities, d, xr, and ks, control the degree of the sparsity of the
graph.

We now establish the convergence rate under the assumption that the n

observations of X are independently and identically sampled from a certain
DASG.

Theorem 6. Suppose kr, Ky and d are bounded and the irrepresentable con-
dition (12) holds. There exists C' > 0 such that for any constant T > 2,

if

Y

n > max (m=2, 7 2(ksrr + 1)2) - Lrim*d?[log(6m?) + 7 log(p)]
Ap = \%'y_l(kag/ﬁz% + wr)m2dn~z+/log(6m?) + 7 log(p)

then with probability at least 1 — 1/p™2, the solution [éXX]V is unique and
satisfies:

A . 2
”[@XX]V - [@XX]VHOO < Cde\/log(6m )Tj— TlOg(p).

The error bound of the binary DASG can be obtained as a special case.
Assume the node vector X is a member of {ag, a;}?, where ag and a; are
the two labels. The vertex representation of its DAPO is actually a scaled
version of the inverse covariance matrix of X. For a matrix M, let || M|, be
its operator norm.

Corollary 3. The binary random vector X follows the DASG with respect
to G = {V,E}. Suppose kr, kyx and d are bounded and the irrepresentable
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condition (12) holds. There exists C' > 0 such that for any constant T > 2,

of

n > max (1,77 (kgkr + 1)?) - § wfd?[log(6) + 7 log(p)]
Ap = fy Ykpkl + kp)dn~2 \/log ) + 7log(p)

then with probability at least 1 — 1/p™ 2, the solution [éXX]V 18 unique and
satisfies:

(i) H[éXX]V_[@XX]vHQO Cd Tbg ,

(1) H[@XX]V — [Oxx)vl1.00 < < Cd?, /Tlog(p)’

(iii) |[®xx)v — [Oxx)vllop < C'min (|S|z,d)dy/ ~E?.

The above corollary shows that the convergence rate of our proposed es-
timator is the same as D-trace lasso estimator for Gaussian graphical model
(Zhang & Zou (2014)). It is also close to the graphical Lasso (Raviku-
mar et al. (2011)) up to the maximum node degree d. This is significant
as our method is model free, whereas the graphical Lasso is a parametric
method. Compared with the original APO-based estimator proposed by Li
et al. (2014) and Lee et al. (2016), whose optimal rate is O(n~1) (Li & Solea
(2018)), our new estimator substantially makes full use of the sparsity as-
sumption. The improved rate also lies in the fact that there is no need to
deal with nonparametric smoothing in the discrete setting.

6 Simulation study

In this section we compare our new D-trace group-Lasso DASG estimator
(DLasso) with the APO-based estimator (APO; Li et al. (2014) and Lee
et al. (2016)) and graphical Lasso (GLasso; Friedman et al. (2008)) for binary
data. Since binary data does not follow the Gaussian model, the parametric
assumption of GLasso is not satisfied. Nonetheless, its algorithm can be
adapted to the blockwise setting to produce a DASG estimator. That is, the
GLasso estimator in this section is

[éXX]\(,GLaSSO) = arg mTln{<@, [2xx]v>1:‘ - log det(@) + )\n Z ||@[z,]] ||F}
=0 i#j
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We also provide examples where the DASG and the MRF are equivalent, in
which case the sparse Ising model (Splsing; Xue et al. (2012)) is also included
for comparison.

For any given edge set £, we construct a random vector X following a
DASG with respect to £ using the following procedure:

1. Choose a positive definite A € RP*? such that (i,7) ¢ £ < A;; =0 and
let B= A"

2. Let ¥ = C5z?BCg?, where Cp = Diag(B) is a diagonal matrix.

3. Transform ¥ to ¥ € RP*? by X, = sin(5X;;). Suppose X' is also
positive definite.

4. Generate a Gaussian random vector W = (W1 ... TWP)T ~ N(0,%).
5. Obtain the binary node vector X = sign(W) = (sign(W?), -, sign(W?))".

By construction, the DAPO for X has the orthonormal representation as

11
©xx]o = CZACE, which agrees with £. The matrix A in the first step is
called a pattern matrix.

We consider the following models:

e Model 1: Ising model with parameter 3;; = 0.3 - Ly;_j=1; + 0.3 -
Lgjijl=p—1}-

e Model 2: Ising model with parameter (3,41 = 0.3 for any i ¢ D;
p1j=0.2for j € D\ {1} or (j —1) € D; and B;; = 0 otherwise, where
D ={1,p/50,2p/50,--- ,49p/50, p}, with p chosen to be 50q for some
integer q > 2.

e Model 3: binary DASG generated by the above procedure with the
pattern matrix A, where A;; = Ly—jy +0.25- Ly_jj=13 +0.15- Lgj—j=2-

e Model 4: binary DASG generated by the above procedure with the
pattern matrix A, where AU = ]l{l:j} +0.24 - 075“_]‘_1 . 1{1<\i—j|<3}'

We choose n = 300 and p = 200, 400, and repeat the experiment 100 times
for each (n,p). The DLasso and the GLasso are tuned by the five-fold cross
validation and the APO is tuned by generalized cross validation.

Let € denote the estimated edge set. We use three criteria to compare
the prediction performance: the true positive rate (TPR), the true negative
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Table 1: Comparison of true positive rate (TPR), true negative rate (TNR),
and F score when (n,p) = (300,200). Reported numbers are averages over
100 independent runs, with standard errors given in parentheses.

Method TPR(%) TNR (%) Fy score(%)
Splsing 99.60 (0.49) 98.66 (0.27) 60.37 (4.72)
Vodel 1| APO 99.96 (0.14)  88.90 (0.19) 15.46 (0.22)
GLasso  99.82 (0.42) 91.54 (3.35) 24.76 (17.81)
DLasso  99.66 (0.41) 97.72 (0.22) 47.11 (2.41)
Splsing  79.80 (2.05) 98.54 (0.30) 54.41 (3.91)
Vodel 2 | APO 9120 (481)  87.76 (0.28) 1575 (0.62)
GLasso  91.50 (5.84) 90.97 (3.57) 24.63 (14.72)
DLasso  90.18 (3.20) 97.45 (0.26) 46.17 (2.10)
APO 8645 (1.57) 85.09 (0.20) 18.82 (0.38)
Model 3 | GLasso  73.53 (9.57) 94.00 (5.58) 37.72 (10.80)
DLasso  74.84 (2.33) 97.02 (0.28) 46.64 (1.56)
APO  76.20 (1.47) 86.13 (0.24) 24.31 (0.53)
Model 4 | GLasso 57.88 (8.25) 94.29 (3.54) 35.19 (4.37)
DLasso  55.79 (3.24) 97.07 (0.39) 44.45 (1.14)
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Table 2: Comparison of true positive rate (TPR), true negative rate (TNR),
and Fy score when (n,p) = (300,400). Reported numbers are averages over
100 independent runs, with standard errors given in parentheses.

Method TPR(%) TNR(%) Fy score(%)
Splsing  99.31 (0.47)  99.32 (0.12) 59.63 (4.08)
Viodel | APO 9995 (0.10) 8932 (0.08) 862 (0.06)
GLasso  99.53 (0.61)  95.26 (3.83) 32.40 (23.19)
DLasso  99.36 (0.42)  98.87 (0.09) 46.99 (1.90)
Splsing  87.30 (1.11) _ 99.34 (0.11) 57.63 (3.33)
Vodel 2 | APO 9483 (220)  90.10 (0.11) 976 (0.22)
GLasso  92.76 (3.93)  95.95 (3.76) 36.06 (21.99)
DLasso  92.51 (1.78)  98.85 (0.09) 46.90 (1.67)
APO 8353 (1.22) 88.17 (0.08) 12.32 (0.18)
Model 3 | GLasso  64.99 (4.67)  97.66 (0.72) 33.55 (4.52)
DLasso  64.00 (1.77)  98.74 (0.09) 44.32 (1.31)
APO 7155 (L01) 88.71 (0.09) 15.65 (0.24)
Model 4 | GLasso  49.61 (11.33) 96.37 (1.54) 26.03 (2.92)
DLasso  44.34 (1.31)  98.76 (0.09) 39.23 (1.06)
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rate (TNR), and the Fj score, as defined below: TPR = ‘S|2|€|’ TNR =
|Eenee| _ 2Eng

N T
TNR is the proportion of correctly estimated zeros; F} score is the harmonic
mean of |£ N E|/|E| and |€ N EI/|E).

The simulation results are shown in Table 1 (p = 200) and Table 2 (p =
400). We see that DLasso has good accuracy. For Model 1, DLasso, as a
model-free estimator, yields comparable results to the parametric Splsing
with close TPR and TNR. For Model 2, the DASG estimators give higher
TPR than Splsing, and DLasso maintains high TNR as well. For Models 3
and 4, DLasso achieves the highest TNR and F} score, and an acceptably
high TPR. APO, the norm thresholding estimator, tends to give the highest
TPR at the cost of the lowest TNR. GLasso behaves similarly to DLasso, but
its TNR is uniformly lower than DLasso. By taking advantage of the sparsity
of the graph, DLasso uncovers significantly more true negatives (true absent
edges) than GLasso. On the other hand, DLasso gives much smaller standard
errors in TPR and TNR than those of GLasso, reflecting its robustness due
to the D-trace loss function.

TPR is the proportion of correctly estimated nonzeros;

method

ity
ity

— AP0 s — AP0
Z 0504 .

050 o5 050
1-specificity 1-specificity

(a) Model 3 with p = 200. (b) Model 3 with p = 400.

method
— APO

050 o5 x B3 050
1-specificity 1-specificity

(¢) Model 4 with p = 200. (d) Model 4 with p = 400.

Figure 3: The comparison of ROC curves with respect to binary DASG’s.
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We also computed the receiver operating characteristic curves (ROC curves)
of the estimators, which are presented in Figure 3. Each curve is the average
of ROC curves across 10 simulation runs. For Models 3 and 4, although the
GLasso curve is higher than the DLasso curve on the right end of the plot,
the areas under curve (AUC) for the DLasso are substantially larger than
both GLasso and APO.

7 Application to HIV antiretroviral therapy
data

High throughput technology in biomedicine produces enormous data, offering
an integrated view of life for scientists and clinicians. Processing and inter-
preting these data are in the frontiers of statistical methodological research.
By presenting pairwise connections between variables intuitively, graphical
models have been widely applied in disease diagnosis, drug discovery and pre-
diction of regulation networks. In this section, the DASG is utilized to detect
association between mutations in a data set of HIV-1 protease sequence. It
could provide evidence for drug discovery in the future.

We apply our method to an HIV antiretroviral therapy (ART) suscepti-
bility data set, which is a binary data set, as described in Rhee et al. (2006).
The data set includes virus mutation information at 99 protease residues for
n = 702 isolates from the plasma of HIV-1-infected patients. A mutation
for a certain protease residue is denoted by +1, and no mutation is denoted
by —1. Our analysis only includes p = 62 of the 99 residues that contain at
least 5 mutations.

The CI graphical structure of this data set was studied by Xue et al.
(2012) using the Ising model based method. However, it is questionable
whether the data really follows an Ising model. Recent work by Yang et al.
(2018) provided a goodness-of-fit test for the Ising model assumption via
the Kernelized Discrete Stein Discrepancy (KDSD). We perform the KDSD
test for two null hypotheses, the Ising model (2) and the symmetric Ising
model (6). Since the KDSD-test is a bootstrap-based test, we repeat it 100
times. For the Ising model (2) hypothesis, we obtain an average p-value of
0.0281 and the maximum p-value of 0.044; for the symmetric Ising model
(6) hypothesis, this average p-value is 0.0034 and the maximum p-value is
0.008. The histograms for the two sets of p-values for the two hypotheses are
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Figure 4: Histograms of the p-values of the KDSD-tests for Ising models.

presented in Figure 4. Both the Ising model hypothesis and the symmetric
Ising model hypothesis are rejected with significance level 0.05. Especially,
for the symmetric Ising model, the p-value is less than 0.01. This can be
partly explained by the mean values of the data, as zero expectation is a
basic property satisfied by the symmetric Ising model (6). In fact, except
for residues 10, 63, and 71, the mutation frequency at all the other residues
are lower than 0.38, leading to mostly negative column mean values. For
that reason, a symmetric Ising model is not a good choice for CI structure
learning.

Thus, by the test results, the Ising model does not seem to be a valid
assumption. It is then reasonable to turn to a nonparametric method such as
the DASG. In Figure 5 we present the bootstrapped stable edges of the Ising
model and the DASG: we draw 100 bootstrap samples of size 702 and estimate
the Ising model and the DASG repeatedly, and plot the edges selected more
than 95 times.

In the following discussion, a string such as “x”, “Ax”, and “AxB”, where
“A” and “B” are capital letters and “x” is an integer, corresponds to a node
represented by the number “x” in the graphs in Figure 5. With “x” standing
for residue x, “Ax” means that its original type of amino acid is A and “AxB”
means the mutation into type B amino acid.

The stable edge set of the DASG includes 48 edges. Most of them are
meaningful in the context of HIV study, which can be verified by some pre-
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(a) Stable edges of the Ising

model (b) Stable edges of the DASG.

Figure 5: Comparison of the Ising model (MRF) and the DASG on the HIV
data.

vious literature. Hoffman et al. (2003) discovered and explained many pairs
of interactions which are consistent with our findings. For example, in the
K20R:M36I double mutant, where K20 and M36 are physically close to each
other, the double mutation would compensate for the original interaction
between the two residues (Hoffman et al. (2003)); Residues 35 and 37 are
near one another in the protease structure in the hinge region of the flap.
E35 forms an ionic bond with R57 and N37D would be stabilized by inter-
acting with R57 (Hoffman et al. (2003)); An M461 mutant exhibits enhanced
catalytic activity over the wild-type enzyme and improves the activity of a
protease mutant containing both V82T and 184V (Schock et al. (1996) and
Hoffman et al. (2003)); The double mutation D30N and N88D can reduce
nelfinavir susceptibility by 50-fold (Rhee et al. (2003) and Liu et al. (2008)).

The DASG identifies residue 10 as an important node hub. L10I, al-
though not causing resistance alone (it is a minor resistance residue), plays
a critical role in eliciting the cooperative response along with L90M at the
dimer interface (Ohtaka et al. (2003) and Liu et al. (2008)). Mutations at
both residues 10 and 71 frequently appear in clinical samples from subjects
who have failed protease inhibitor therapy and these mutations can be se-
lected by passage of HIV-1 in the presence of a protease inhibitor in vitro
(Hoffman et al. (2003)).

Compared with the DASG, the Ising model recovers only the most signif-
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Figure 6: A ribbon diagram of the HIV-1 protease dimer about the locations
of some double mutations found by the DASG, with each pair of residues
highlighted in the same color. The diagram was generated from the molecular
visualization system PyMOL (DeLano (2002)).

icant pairs with 25 stable edges. Based on 2,244 subtype B HIV-1 isolates
from 1,919 persons with different protease inhibitor experiences, Wu et al.
(2003) reported (54,82) and (32,47) as two of the most highly correlated
pairs. Hoffman et al. (2003) pointed out that residues 48, 54, and 82 repre-
sent a hierarchy of interactions, where G48V is likely a late mutation added
after changes at both 54 and 82 have occurred. The Ising model finds (54, 82)
but misses their interactions with 48; HIV-1 protease with drug resistant mu-
tations V32I, 147V and V82l has been evaluated as a model for inhibition
of HIV-2 protease to overcome the problem of autoproteolysis of HIV-2 pro-
tease. There are hydrophobic interactions of residues 32 and 47 according
to molecular biology analysis (Pawar et al. (2019)). The Ising model fails to
keep (32,47) as an important edge while the DASG captures it successfully.
Another pair uncovered by the DASG only is (12,19), and the interaction
between residues 12 and 19 seems to be necessary to maintain Van der Waals
force (Hoffman et al. (2003)).
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