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A B S T R A C T

We propose a generalized Ohta–Kawasaki model to study the nonlocal effect on the pattern formation of some
binary systems with general long-range interactions. While in the 1D case, the generalized Ohta–Kawasaki
model displays similar bubble patterns as the standard Ohta–Kawasaki model, by performing Fourier analysis,
we find that the optimal number of bubbles for the generalized model may have an upper bound no matter
how large the repulsive strength is. The existence of such an upper bound is characterized by the eigenvalues
of the nonlocal kernels. Additionally, we explore the conditions under which the nonlocal horizon parameter
may promote or demote the bubble splitting, and apply the analysis framework to several case studies for
various nonlocal operators.

1. Introduction

Ohta–Kawasaki (OK) model is introduced in [1] and has been extensively applied for the study of phase separation of diblock copolymers,
which have generated much interest in materials science in the past years due to their remarkable ability for self-assembly into nanoscale ordered
structures [2]. Diblock copolymers are chain molecules made by two different segment species, say A and B. Due to the chemical incompatibility,
the two species tend to be phase-separated; on the other hand, the two species are connected by covalent chemical bonds, leading to the so-called
microphase separation.

Block copolymers provide simple and easily controlled materials for the study of self-assembly. Mean field theories, with an associated free
energy functional, have proven very useful in the understanding and prediction of the pattern morphology [3,4]. In this work, we propose a
generalized Ohta–Kawasaki (GOK) model by a free energy functional:

EGOK

✏ [u] =  Td

✏
2
(u2 + 1

✏
W (u) dx +

�
2  Td

(L�)
*

1

2 (u * !)2 dx, (1.1)

with a possible volume constraint

 Td
(u * !) dx = 0. (1.2)

Here Td
=

±d
i=1[*Xi,Xi] œ Rd , d = 1, 2, 3 denotes a periodic box and 0 < ✏ ~ 1 is an interface parameter that indicates the system is in deep

segregation regime. u = u(x) is a phase field labeling function which represents the concentration of species A. By the assumption of incompressibility
for the binary system, the concentration of species B can be implicitly represented by 1*u(x). Function W (u) = 18(u2*u)2 is a double well potential
which enforces the phase field function u to be equal to 1 inside the interface and 0 outside the interface. Near the interfacial region, the phase
field function u rapidly but smoothly transitions from 0 to 1. The first integral in (1.1) is a local surface energy which represents the short-range
interaction between the chain molecules and favors the large domain; while the second integral in (1.1) is a term for the long-range (nonlocal)
repulsive interaction with � > 0 being the strength of the repulsive force. Finally, ! À (0, 1) is the relative volume of the species A. Since species A
and B are assumed to be incompressible, it is sufficient to consider ! À (0, 1_2) as otherwise one can simply swap the roles of A and B.

L� is a positive semi-definite/definite operator L� : L2

per
(Td

) ô L2

per
(Td

), defined as

L� : u(x) ô îTd L�(x * y)(u(x) * u(y)) dy, (1.3)
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Fig. 1.1. Numerical evidence shows that GOK model (1.1) is capable of predicting new patterns in two-species competition system. Left: Square lattice by taking L� as a power
kernel with ↵ = 2. Right: Elliptical bubble assembly by taking L� with compact support in a square domain.

where L� is a kernel function and assumed to be nonnegative, radially symmetric (L�(s) = L�(s) for any s), compactly supported and has a
bounded second moment [5]. The horizon � > 0 is introduced to measure the range of nonlocal interaction by L� . The value of � is usually small
and is restricted in (0,⇡] in this work. The positive semi-definiteness or definiteness of L� guarantees that the term

�
2
î (L�)

*1_2
(u * !)2dx in (1.1)

is still a repulsive term, competing with the attractive Ginzburg–Landau term î ✏
2
(u2 + 1

✏ W (u) dx. Under the given conditions on L� , we have the
weak convergence [5]

lim
�ô0+

L�u = L0u := *�u, ≈u À Cÿ
(⌦).

For a comprehensive review of nonlocal modeling, analysis, and computation, we refer the interested readers to a recent monograph [5] by Du.

1.1. Motivation of long-range interaction by L*1

�

Experimentally and numerically, it is well known that block copolymer system displays periodic structures such as lamellar, spherical,
bicontinuous gyroids [3,6–10]. However some other interesting microphases are overlooked and have not been well studied theoretically. Recently
some unusual experimental patterns were found, such as self-assembly of square lattice [11], elliptical bubbles in hexagonal lattice [12] and
elongated hexagons [13,14]. These new microphases cannot be predicted by the usual Ohta–Kawasaki/Ohta-Nakazawa theory. Therefore one needs
to examine the variational problem in its full generality from a mathematically more sophisticated point of view (compared with the conventional
Ohta–Kawasaki model, both theoretically and numerically), one which in particular allows for a fuller analysis of the competition between the
terms in the energy. To the best of our knowledge, this is the first attempt to consider the general L*1

� -type long-range interaction in two-species
competition system.

Previous work is mostly restricted to radially symmetric kernels [5]. In the model (1.1), a more general kernel L�(s) can be incorporated for
consideration. For instance, L� can be with compactly supported in a square domain and satisfy L�(ÒsÒ1) = L�(s) or L�(ÒsÒÿ) = L�(s). Note that
the ‘‘nonlocality’’ in EGOK

✏ [u] is twofold: one is due to the inverse (L�)
*1 of the operator L� ; the other is due to the nature of nonlocality of L�

itself, characterized by the nonlocal kernel L� . By considering a general kernel L� (for instance, non-radial kernels), one can investigate various
types of global minimizers for GOK model, some of which may display different patterns from those generated by the original OK model.

From the new model system (1.1), we obtain convincing numerical evidence which supports our motivation discussed above. In a recent
work [15], we find that by choosing L� to be a power kernel with ↵ = 2 (see Section 3.2.1 for the definition of power kernel), the model system
(1.1) displays square lattice pattern; when taking L� to be compactly supported in a square domain, it generates elliptical bubble assembly in
hexagonal lattice. These numerical findings are consistent with the experimental patterns in [11,12]. See Fig. 1.1 for the numerical evidence and
our paper [15] for numerical details.

At the current stage, L� is only incorporated in GOK model (1.1) from mathematical viewpoint, and it is still unclear about the physical meaning
of L� . As the first attempt, Choski and Ren [16] justified �*1-type long-range interaction from the perspective of statistical physics. A similar method
was adopted by Chan, Nejad and Wei [17] in which (u is replaced by fractional diffusion but remain �*1-type long-range interaction. However,
there is still a lack of analytical tools to link the general L*1

� -type long-range interaction to statistical physics.
As this new model system (1.1) can successfully reproduce the unusual experimental patterns like self-assembly of square lattice [11] and

elliptical bubbles in hexagonal lattice [12], we actually introduce and initiate the study of a nice set of problems such as the characterization of
the minimizers, the numerical schemes for finding the minimizers, the effect of nonlocal parameters on the patterns, etc. As the first attempt in
this direction, this paper will focus on the characterization of the minimizers in 1D. In this case, under periodic conditions, the model system in
sharp interface limit can be reformulated using the Fourier series, which will ease the analysis for the patterns of the minimizers.

1.2. Previous work and our contribution

Since it is proposed by Ohta and Kawasaki in [1], there has been extensive work on theoretical analysis and numerical methods for the original
Ohka–Kawasaki(OK) model, which is the free energy functional (1.1) by replacing L� by *�. For instance, in [18,19], the authors characterized
the minimizers of OK model, and considered some other nonlocal geometric variational problem involving (I * �2�)*1, which can lead to the
Fitzhugh–Nagumo system [20]. Choski in [21] performed asymptotic analysis for the global minimizers of OK model. Recently Chan, Nejad and
Wei [17] considered a variant of OK model in which (u is replaced by a fractional diffusion. In their work, the authors prove the � -convergence
and the existence of the global minimizers, and provide an energy growth estimate for their model. In recent years, some numerical schemes were
also developed for OK model. For example, [22] studies an implicit midpoint spectral approximation for the equilibrium of OK model. [23] adopts
the IEQ method to study the diblock copolymer model. However, the existing works mainly focus on the Cahn-Hilliard dynamics, namely, the H*1
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gradient flow dynamics of OK model. Recently efforts have been made to design numerical schemes for the L2 gradient flow dynamics of OK model,
such as operator-splitting energy stable methods [24] and maximum principle preserving methods [25]. Additionally, the Nakazawa-Ohta (NO)
model, a ternary system with (*�)*1-type long-range interaction proposed by Nakazawa and Ohta in [26], is also attracting much attention in the
past years. Ren and Wei studied a family of local minimizers with lamellar structure for the NO system in [27], then they investigated the so-called
double bubble patterns of the triblock copolymer system in [28,29]. However, the characterization of the (global) minimizers of NO system is
still unclear. The global minimizers were only found in one-dimensional case for a degenerate case in [30] in which the long-range interaction
parameters [�ij ] was of some special form. A first attempt towards a systematic characterization of the global minimizers in non-degenerate case
was conducted recently in [31].

The main contribution of this paper lies in several aspects. Firstly, a nonlocal OK model is proposed which includes a general long-range
interaction term induced by the inverse of a nonlocal operator L� . The inclusion of L� in the GOK model (1.1) can characterize a broader class of
features of microphase separation and provide more insights on theoretical studies of these subjects. Secondly, when considering a special feasible
set in the one-dimensional case, bubble functions of equal size and equal distance, we find that the optimal number of bubbles, as a function of
the long-range repulsive force �, may have an upper bound. This is in contrast to the result of OK model, in which the optimal number of bubbles
grows to ÿ as � ô ÿ. Thirdly, we explore the �-effect on the optimal number of bubbles. Under some mild conditions, we can perform analysis
for the effect of the nonlocal horizon � on the optimal number of bubbles, namely, whether � promotes or demotes the bubble splitting.

The existence of the upper bound for the optimal number of bubbles in 1D suggests us to further study the higher dimensional case. In a series of
ongoing work [15,32], we find that the upper bound for the optimal number of bubbles exists in 2D as well, when taking proper nonlocal kernels.
Besides, by choosing some anisotropic nonlocal kernels, or isotropic nonlocal kernels on noncircular (say, square) domains, the 2D model displays
non-circular bubble patterns. All these new findings in higher dimensions inspire us to perform more systematical study on the nonlocality effect
for the GOK model.

Though certain new patterns such as the elliptical bubble assembly have been observed in earlier experimental work [12], it remains enigmatic
to establish a clear link through experimental studies for other new findings (such as the existence of the upper bound of the optimal number of
bubbles) to real-life behaviors of specific block copolymers. While the direct application of these findings to real-world materials requires further
exploration, they do offer a valuable perspective for identifying potential limitations or constraints within specific systems.

The rest of the paper is organized as follows. Section 2 discusses the sharp interface limit of the GOK model. In Section 3, we study the nonlocal
effect on the minimizers of the GOK model. More specifically, we characterize the main features of the minimizers in Sections 3.1 and 3.2. Then we
study the nonlocal effect of � on the minimizers of GOK model for power kernels in Section 3.3 and Gauss-type kernel in Section 3.4. In Section 3.5,
�-effect on minimizers is considered under some mild conditions, followed by several case studies for various types of long-range interaction. Finally
the conclusion is drawn and several directions of the future work are discussed in Section 4.

2. Sharp interface limit

In this section, we present that GOK model (1.1) has a � -limit EGOK

0
. To this end, we define the NOK functional more rigorously as follows [18]

EGOK

✏ [u] =

h

n

l

n

j

îTd
✏
2
(u2 + 1

✏
W (u) dx +

�
2
îTd (L�)

*
1

2 (u * !)2 dx, u À L2

per,!(T
d
) „W 1,2

(Td
);

ÿ, u À L2

per,!(T
d
)\W 1,2

(Td
).

(2.1)

Here the function space L2

per,!(T
d
) is the set of all squared integrable periodic functions satisfying the volume condition (1.2). On the other hand,

we define

EGOK

0
[u] =

h

n

l

n

j

ÒDuÒ(Td
) +

�
2
îTd (L0)

*
1

2 (u * !)2 dx, u À L2

per,!(T
d
) „ BV(Td , {0, 1});

ÿ, u À L2

per,!(T
d
)\BV(Td , {0, 1}).

(2.2)

Here BV(Td , {0, 1}) := {u À BV(Td
) : u(x) = 0 or 1 for a.e. x À Td

}. BV(Td
) is the space of functions of bounded variation. ÒDuÒ is the absolute

value of the distributional derivative of u, which can be viewed as a finite nonnegative measure on Td . ÒDuÒ(Td
) is the size of Td under this

measure. In the GOK functional, the nonlocal operator L� is defined in (1.3), and we consistently employ this definition throughout the rest of the
paper.

Proposition 2.1 (� -Convergence of EGOK

✏ to EGOK

0
). For any {u✏} œ L2

per,!(T
d
) such that lim✏ô0 u✏ = u0, we have

lim inf
✏ô0

EGOK
✏ (u✏) g EGOK

0
(u0);

for any u À L2

per,!(T
d
) „ BV (Td , {0, 1}), there exists a family {u✏} œ L2

per,!(T
d
) such that lim✏ô0 u✏ = u0, and

lim sup

✏ô0

EGOK
✏ (u✏) f EGOK

0
(u0).

Proof. The proof can be completed by repeating the work in Modica [33] and Ren and Wei [18]. The only condition we need to verify is the
continuity of the functional

�
2  Td

(L�)
*

1

2 (u * !)2 dx, (2.3)

or equivalently the boundedness of ÒL*1

� Ò2. Indeed, one can apply the triangle inequality to have

ÒL*1

� Ò2 f ÒL*1

� * L*1

0
Ò2 + ÒL*1

0
Ò2 = I + II.
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The estimate I was proved in Lemma 1 of [34], and estimate II is a standard result of elliptic regularity, see for instance [35]. Then it follows that

ÒL*1

� Ò2 f C1�2 + C2

in which C1 and C2 are two generic constants only dependent of the domain Td . Therefore the continuity of the functional (2.3) is verified, and
we have the following � -convergence hold

EGOK

✏
�
ô EGOK

0
.

Here the notation of � -convergence is defined by the two inequalities in this proposition. ∏

When u = �⌦ for some Lebesgue measurable set ⌦ ” Td , the energy EGOK

0
of (2.2) in the � -limit can be recast as

EGOK

0
[�⌦] = PTd (⌦) +

�
2  Td

(L�)
*

1

2 (�⌦ * !)2 dx, (2.4)

where PTd (⌦) := îTd (�⌦dx, and

 Td
(f dx := sup

<

 Td
f div g dx : g is compactly supported and C1, g f 1 in Td

=

.

In other words, PTd (⌦) stands for the perimeter of ⌦ in Td . Hereafter, we will use EGOK

0
in (2.4) as the sharp interface formulation of the NOK

functional for the characteristic function of some Lebesgue measurable set ⌦.

3. Nonlocal effect on minimizers of GOK model

From now on, we will focus on the one-dimensional GOK model. To provide the sharp interface formulation in the one-dimensional case, we
introduce the following notations.

For a fixed positive integer N , let A!
N be the set of periodic step functions of the form

u(x) =
2N
…

i=1

1 + (*1)
i+1

2
�[xi ,xi+1)(x), x À [0, 2⇡) (3.1)

with 0 = x1 < x2 < 5 < x2N < x2N+1 = 2⇡, such that

1

2⇡  
2⇡

0

u(x)dx = !, i.e. (x2 * x1) +5 + (x2N * x2N*1) = 2⇡!. (3.2)

Note that x1 = 0 is specified owing to the periodicity of u(x). Geometrically, A!
N represents the set of periodic {0, 1}-step functions with N bubbles

(where u(x) = 1) of relative total area !. Hereafter we call a function u(x) À A!
N as a N-bubble function. We will further define U!

N as the bubble
function in A!

N such that the N bubbles are of equal size and equal distance, namely, U!
N is of the form (3.1) with

x2i*1 =
2⇡(i * 1)

N
, x2i = x2i*1 +

2⇡!
N

, i = 1,… ,N . (3.3)

We will also define U ! as the set of bubble functions of equal size and equal distance,

U !
:= {U!

N}
ÿ

N=1
. (3.4)

With the notations introduced above, we can have the sharp interface formulation (2.4) reduces to 1D case as

EGOK

0
[u(x)] = 2N +

�
2  

2⇡

0

(L�)
*

1

2 (u(x) * !)2 dx, u(x) À A!
N . (3.5)

Minimizing the 1D problem (3.5) in the sharp interface limit can be treated as a two-step process [19]. The first step is to minimize EGOK

0
in A!

N .
Once the minimizer is characterized, say A!

N , one can move to the second step to minimize EGOK

0
[A!

N ] over N À Z+.

3.1. Minimizer of EGOK
0

over A!
N

In this section, we consider the minimizer of EGOK

0
over the periodic step functions in A!

N . Unlike the case L� = *�, in which Green’s function
has analytical quadratic form and consequently one can prove that the minimizer over A!

N is the N-bubble function of equal size and equal
distance [19,36], we are lack of analytical tools to characterize the minimizers of EGOK

0
over A!

N .
On the other hand, starting from random initials, we numerically implement the L2 gradient flow dynamics for the diffuse interface GOK model

(1.1) with various nonlocal operators L� , and always obtain the N-bubble functions of equal size and equal distance as the equilibria. Fig. 3.1
presents two numerical examples for the L2 gradient flow dynamics. Here we use Fourier spectral method for spatial discretization and BDF2 for
the temporal discretization. The two nonlocal operators are chosen as the one with constant kernel and the one with power kernel, see Section 3.2.1
for the preliminaries of the 1D nonlocal operators and Examples 3.1 and 3.2 for power and constant kernels.

Based on the numerical results, we strongly believe that U!
N is most likely the minimizer of EGOK

0
over A!

N . Thereby we put forth the following
conjecture:

Conjecture 3.1. Given ! À (0,⇡]. u<(x) is the unique minimizer of EGOK
0

in A!
N if and only if u<(x) is of equal size and equal distance. In other words,

u< = U!
N = argmin

uÀA!
N

EGOK
0

[u]. (3.6)

The conjecture is provable for N = 2 (see the Appendix) under the conditions that Green’s function G�(x, y) = g�(x * y) of L� satisfies that
g�(�) is strictly convex and symmetric. However, these conditions can only be guaranteed when � is close to 0. If � is far from 0, say � = 1, g�(�)
may lose the strict convexity. We will explore additional analytical tools to prove the conjecture in our future work.
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Fig. 3.1. Numerical evidence that N-bubble functions of equal size and equal distance are the minimizers of EGOK

0
over A!

N . Left: L� is the nonlocal operator with a constant
kernel as shown in Example 3.2. Starting from an random initial (dashed dark green), the L2 gradient flow dynamics leads us to an equilibrium (solid blue) with four bubbles of
equal size and equal distance. In this example, ! = 0.2, � = 0.3. Right: L� is the nonlocal operator with a power kernel (↵ = 2) as shown in Example 3.1. The L2 gradient flow
dynamics results in equilibrium with five bubbles of equal size and equal distance. In this example, ! = 0.3, � = 0.3. In both simulations, ✏ = 10�x is fixed with �x =

2⇡
1024

.

Fig. 3.2. Eigenvalues for power kernel operator ⇢� (s) = 3*↵
�3*↵ s↵

, s À [*�, 0)‰ (0, �]. ↵ = 0 is for Case I in which the eigenvalues oscillate about �� (ÿ). ↵ = 0.2 À (0, ↵<
) is a example for

Case II in which eigenvalues initially oscillate around �� (ÿ) but eventually become oscillating from below and converging to �� (ÿ). ↵<
˘ 0.309 is the dividing value of ↵ between

Case II and Case III. ↵ = 0.5 À (↵< , 1) is a example for Case III in which the eigenvalues oscillate from below �� (ÿ) and converge to �� (ÿ). ↵ = 2.5 À [1, 3) is a example for Case IV
in which eigenvalues monotonically grow to ÿ. The red circles indicate whether �� (n) attains a global maximum, which is an important feature to determine whether the optimal
solution N<

(�) of (3.20) has an upper bound.

3.2. Minimizer of EGOK
0

[U!
N ] over N

Though it is mysterious to us whether Conjecture 3.1 holds theoretically, the numerical results convince us that it is still worth considering
the second step of the minimization, minimizing EGOK

0
[U!

N ] over N À Z+. In this section, we will characterize the minimizers of EGOK

0
[U!

N ] over
N À Z+ for various nonlocal operators L� . Then we will study the influence of the nonlocal parameters � , � on the minimizers. To begin with, we
briefly recall some preliminaries for the 1D nonlocal operators [5,34].

3.2.1. Preliminaries on the 1D nonlocal operators
In the 1D case, the nonlocal operator (1.3) can be rewritten as

L�u(x) =  
sf� ⇢�(s)(u(x + s) * u(x))ds. (3.7)

For the sake of simplicity, we consider the radially symmetric kernel

⇢�(s) =
1

�3
⇢
0

s
�

1

, ≈s À [*�, �], (3.8)

in which ⇢ = ⇢(⇠) is a nonnegative nonincreasing function with a compact support in [0, 1] and a bounded second moment,

 
1

0

⇢(⇠)⇠2d⇠ = 1.
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Under periodic boundary conditions, einx is an eigenfunction of L� with the corresponding eigenvalue

��(n) =
2

�2  
1

0

⇢(⇠)(1 * cos n�⇠)d⇠ = 2 
�

0

⇢�(s)(1 * cos ns)ds. (3.9)

Here we list several examples of the nonlocal operators.

Example 3.1 (Nonlocal Operator with Power Kernel). The nonlocal operator L� with the power kernel

⇢(⇠) = 3 * ↵
⇠↵

, ⇠ À (0, 1), or ⇢�(s) =
3 * ↵

�3*↵s↵
, s À [*�, 0) ‰ (0, �], where ↵ À (0, 3), (3.10)

has eigenvalues

��(n) = 2(3 * ↵)�*(3*↵)n↵*1  
n�

0

1 * cos t
t↵

dt. (3.11)

When ↵ À (0, 1), the eigenvalue ��(n) has a finite limit

��(ÿ) := lim
nôÿ

��(n) =
2(3 * ↵)
�2(1 * ↵)

.

In Fig. 3.2, we plot ��(n) for several values of ↵ = 0, 0.2, 0.309, 0.5, 2.5 with a fixed � = 0.1.

Example 3.2 (Nonlocal Operator with Constant Kernel). The nonlocal operator L� with the constant kernel

⇢(⇠) í 3, or ⇢�(s) =
3

�3
, (3.12)

has eigenvalues

��(n) =
6

�2
(1 * sinc(n�)) . (3.13)

with a finite limit

��(ÿ) := lim
nôÿ

��(n) =
6

�2
.

The constant kernel can be regarded as the degenerate power kernel when ↵ ô 0.

Example 3.3 (Classification of The Nonlocal Operator with Power Kernel for ↵ À [0, 3)). For nonlocal kernels (3.10) and (3.12), we can classify them
into four cases according to the behavior of the eigenvalues ��(n).

Case I. ↵ = 0. In this case, the eigenvalues ��(n) oscillate around the constant value ��(ÿ) and converge to ��(ÿ) as n ô ÿ.
Case II. ↵ À (0, ↵<). In this case, the eigenvalues ��(n) initially oscillate around the constant value ��(ÿ), but eventually oscillate from below and

converge to ��(ÿ). Here the value of ↵< À (0.308, 0.309) will be justified by Lemma 3.1 below.
Case III. ↵ À (↵<, 1). In this case, the eigenvalues ��(n) oscillate from below and converge to the limit ��(ÿ) as n ô ÿ.
Case IV. ↵ À (1, 3). In this case, the eigenvalues ��(n) monotonically increase to ÿ as n ô ÿ.

Example 3.4 (Nonlocal Operator with Gauss Kernel). The nonlocal operator L� with the Gauss-type kernel

⇢(⇠) = 2
˘

⇡
e*⇠

2

, or ⇢�(s) =
2

˘

⇡�3
e*

s2

�2 , (3.14)

has eigenvalues

��(n) =
4

�2

0

1 * e*
(n�)2
4

1

. (3.15)

Because of its exponential decay as s ô ÿ, ⇢� can be regarded as being with a compact support in the finite domain Td when the domain size is
much larger than �, and consequently can be periodically extended.

We conclude the preliminaries by introducing the following lemma to determine the critical value ↵< for the power kernel.

Lemma 3.1. Let the nonlocal operator L� be with the power kernel (3.10) and ↵ À (0, 1). Treating n as a continuum, the eigenvalues (3.11) are oscillatory,
and there exists a critical value ↵< À (0.308, 0.309) such that for any ↵ À (0, ↵<), the global maximum of ��(n) is reached at a finite value N< < ÿ, and for
any ↵ À (↵<, 1), the supremium of ��(n) is reached at n ô ÿ.

Proof. The eigenvalues of the nonlocal operator L� with power kernel can be calculated as

��(n) = 2(3 * ↵)�↵*3n↵*1  
n�

0

1 * cos t
t↵

dt

= 2(3 * ↵)�↵*3n↵*1
0

 
n�

0

1

t↵
dt *  

n�

0

cos t
t↵

dt
1

=
2(3 * ↵)
�2(1 * ↵)

* 2(3 * ↵)�↵*3n↵*1  
n�

0

cos t
t↵

dt. (3.16)
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The oscillation of ��(n) is obviously determined by the oscillation of the integral term î n�
0

cos t
t↵ dt as n ô ÿ. Note that for ↵ À (0, 1), î ÿ

0

cos t
t↵ dt is

convergent, therefore ��(ÿ) =
2(3*↵)
�2(1*↵) .

To find the critical value ↵< such that for any ↵ À (↵<, 1), ��(n) reaches the supremium at ÿ, one needs for any n > 0 that ��(n) < ��(ÿ), or
equivalently î n�

0

cos t
t↵ dt > 0. Defining f (x) = î x

0

cos t
t↵ dt, simple calculation yields that f (x) attains the global minimum at x =

3⇡
2
. Consequently, the

critical value ↵< is determined by the condition f ( 3⇡
2
) = 0. Note that f ( 3⇡

2
) = î 3⇡

2

0

cos t
t↵ dt is an increasing function with respect to ↵ À (0, 1), and

lim
↵ô0 

3⇡
2

0

cos t
t↵

dt = *1, lim
↵ô1 

3⇡
2

0

cos t
t↵

dt = ÿ,

there exists a unique ↵< such that f ( 3⇡
2
) = 0. Using bisection method, we numerically find that ↵< À (0.308, 0.309).

When ↵ À (0, ↵<), the signs of the integral î ÿ

0

cos t
t↵ dt depends on the behavior of the integrand. For small value of n, the sign alternates between

positive and negative. Specifically, when the integral is negative, the value of Eq. (3.16) exceeds the limit value ��(ÿ), and it is smaller when
the integral is positive. For large values of n, the integral î ÿ

0

cos t
t↵ dt is consistently positive. In other words, for ↵ À (0, ↵<), the integral î ÿ

0

cos t
t↵ dt

changes the signs for small value of n, but eventually becomes positive. Therefore the eigenvalues ��(n) are initially oscillatory about ��(ÿ) but
eventually become smaller than and asymptotically approach ��(ÿ). ∏

3.2.2. Formulation of EGOK
0

[U!
N ]

For a fixed N , the NOK energy EGOK

0
[U!

N ] for the equal-area and equal-distance bubble function has a simple form as given in the following
lemma.

Lemma 3.2. For a fixed N , the NOK energy EGOK
0

[U!
N ] can be represented as a Fourier series, involving attractive term Eatt and repulsive term Erep,

EGOK
0

[U!
N ] = Etot

:= Eatt
+ Erep

= 2N +
2�
⇡

ÿ
…

m=1

1

��(mN)

0

sin(m⇡!)
m

12

. (3.17)

Proof. The first term 2N is fixed. It remains to work on the second term Erep in (3.17). Consider the Fourier series of any function u À A!
N :

u(x) =
ÿ
…

n=*ÿ
Çune*inx.

Since the eigenvalue of the nonlocal operator L� is ��(n), the Fourier series of L*1

� u is given as

(L*1

� u)(x) =
ÿ
…

n=*ÿ

1

��(n)
Çune*inx,

and then by (3.5)

Erep
=

�
2  

2⇡

0

(L�)
*1
(u(x) * !)(u(x) * !) dx = 2�⇡

ÿ
…

n=1

1

��(n)
 Çun

2. (3.18)

Now taking u(x) = U!
N (x), then the Fourier coefficient Çun becomes

Çun =
1

2⇡  
2⇡

0

u(x)einxdx

=
1

2⇡

N*1
…

j=0

H

 
2⇡j
N +

2⇡!
N

2⇡j
N

u(x)einxdx +  
2⇡(j+1)

N

2⇡j
N +

2⇡!
N

u(x)einxdx

I

=
1

2⇡

N*1
…

j=0
 

2⇡j
N +

2⇡!
N

2⇡j
N

einxdx

=
1

2⇡

N*1
…

j=0

1

in
ein

2⇡j
N

⌧

ein
2⇡!
N * 1

�

=
1

2⇡
1

in
1 * ein2⇡

1 * ein
2⇡
N

⌧

ein
2⇡!
N * 1

�

.

Since ein(2⇡) = 1, so we have 1 * ein(2⇡) = 0, ≈n. If n
N Ã Z, then 1 * ein

2⇡
N ë 0, so that Çun = 0. If n

N À Z, then 1 * ein
2⇡
N = 0, and 1*ein2⇡

1*ein
2⇡
N

= N , resulting

in Çun =
1

2⇡
1

inN
⌧

ein
2⇡!
N * 1

�

. Therefore we have

 Çun
2
=

T

1

⇡2
N2

n2 � sin2 n⇡!
N , n

N À Z.
0, n

N Ã Z.
(3.19)

Denoting n
N = m and inserting  Çun

2 into Erep in (3.18) yields the Fourier series (3.17). ∏

According to Lemma 3.2, the minimizer of

min
NÀZ+

Etot
= Eatt

+ Erep
= 2N +

2�
⇡

ÿ
…

m=1

1

��(mN)

0

sin(m⇡!)
m

12

, (3.20)
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is determined by the competition between Eatt
= 2N , which is a linear term of N , and Erep, whose growth with respect to N is controlled by the

behavior of the eigenvalues ��(n) of the nonlocal operator L� .
In what follows, we will study the nonlocal effect on the minimizers. More specifically, we will consider the four cases listed in Example 3.3.

For the sake of simplicity, we denote

F (N ; �,!) :=
ÿ
…

m=1

1

��(mN)

0

sin(m⇡!)
m

12

, (3.21)

such that Erep
=

2�
⇡ F (N ; �,!).

3.3. Nonlocal �-effect on optimizers for power kernel

In this section, we focus on the nonlocal operator with power kernel as discussed in Example 3.3, and explore its nonlocal effect on the pattern
of minimizers for Eq. (3.20). We reveal that the optimal number N<

(�) of bubbles for the minimization problem (3.20) is always a nondecreasing
function with respect to the long-range repulsion strength �, and more importantly, N<

(�) may have an upper bound under the condition that ��(n)
attains a global minimum at some finite n > 0 (Case I in Example 3.3). On the other hand, if ��(n) does not attain a global minimum at any finite
n > 0 (Cases III & IV in Example 3.3), N<

(�) becomes unbounded from above. We discuss the four cases in Example 3.3 in the following subsections.

3.3.1. �-effect on minimizers for case I
We begin with the nonlocal operator L� with a constant kernel as illustrated in Example 3.2, which is Case I in Example 3.3. We will perform

analysis on the optimal number N< of bubbles for the minimization problem (3.20), and the dependence of N< on the repulsion strength �. We
reveal that there exists an upper bound for N< as � ô ÿ:

N<
(�) f ÑN , for any � À R+. (3.22)

Given the kernel function (3.12), the eigenvalues of L� associated with this kernel is given by [34] as shown in (3.13). Inserting the eigenvalue
�� into F (N ; �,!), we have

F (N ; �,!) = �2
6

ÿ
…

m=1

1

1 * sinc(mN�)

⇠

sinm⇡!
m

⇡2

.

We denote by Fÿ
:= F (ÿ; �,!) the limit of F (N ; �,!) as N ô ÿ. Then it is evident that

Fÿ
=

�2
6

ÿ
…

m=1

⇠

sinm⇡!
m

⇡2

> 0. (3.23)

The optimal number N<
(�) for the minimization problem (3.20) is closely related to F (N ; �,!) in (3.21). We will show that F (N ; �,!) behaves

like the sinc function. To this end, we need several lemmas regarding the properties of F (N ; �,!).

Lemma 3.3. Let N À [1,ÿ) be a continuum, and ! À (0, 1_2]. For ≈k À Z+, F (N ; �,!) N=
k⇡
�

= Fÿ.

Proof. When N� = k⇡, the Fourier series F (N ; �,!) becomes

F (N ; �,!) = �2
6

ÿ
…

m=1

mN�
mN� * sinmN�

⇠

sinm⇡!
m

⇡2

=
�2
6

ÿ
…

m=1

mk⇡
mk⇡ * sinmk⇡

⇠

sinm⇡!
m

⇡2

=
�2
6

ÿ
…

m=1

⇠

sinm⇡!
m

⇡2

= Fÿ,

completing the proof. ∏

Lemma 3.4. Let N À [1,ÿ) be a continuum, and ! À (0, 1_2]. F (N ; �,!) decreases at N =
(2k*1)⇡

� and increases at N =
2k⇡
� for any ≈k À Z+.

Proof. Since N À [1,ÿ) is treated as a continuum, one can take the derivative of F (N ; �,!) with respect to N ,

)F (N ; �,!)
)N

=
�2
6

ÿ
…

m=1

mN� cosmN� * sinmN�
(mN� * sinmN�)2

(m�)
⇠

sinm⇡!
m

⇡2

.

If N� = 2k⇡, then cosmN� = 1, sinmN� = 0 for any m À Z+, so we have:

)F (N ; �,!)
)N

Û

Û

ÛN�=2k⇡
=

�2
6

ÿ
…

m=1

mN�
(mN�)2

(m�)
⇠

sinm⇡!
m

⇡2

=
�2
6N

ÿ
…

m=1

⇠

sinm⇡!
m

⇡2

> 0,

Hence, F (N ; �,!) increases at N =
2k⇡
� . If N� = (2k + 1)⇡, then cosmN� = (*1)

m, sinmN� = 0. Noting the following trigonometric identity,
ÿ
…

n=1
(*1)

n
⇠

sin nx
n

⇡2

= *
x2
2
, x À (*⇡,⇡),

we have

)F (N ; �,!)
)N

Û

Û

ÛN�=(2k+1)⇡
=

�2
6N

ÿ
…

m=1
(*1)

m
⇠

sinm⇡!
m

⇡2

= *
�2
6N

(⇡!)2

2
< 0,

which implies that F (N ; �,!) decreases at N =
(2k+1)⇡

� . ∏
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Lemma 3.5. LetN À [1,ÿ) be a continuum, and ! À (0, 1_2] and � À (0,⇡]. We have that F (N ; �,!) > Fÿ forN À

⇠

2k⇡
� , (2k+1)⇡�

⇡

, and F (N ; �,!) < Fÿ

for N À

⇠

(2k+1)⇡
� , (2k+2)⇡�

⇡

with k = 0, 1,….

Proof. Let x = N� and y = ⇡!. We have

F (N ; �,!) * Fÿ
=

�2
6

ÿ
…

m=1

sinmx
mx * sinmx

0

sinmy
m

12

.

According to Lemma 3.3, we know that Erep
(N ; �,!) * Fÿ

= 0 at x = k⇡. Furthermore, for x = k⇡ ± ✏ with ✏ À (0,⇡), we have
⇠

F (N ; �,!) * Fÿ

⇡

Û

Û

Ûx=k⇡*✏
= *

�2
6

ÿ
…

m=1

(*1)
mk

sinm✏
mk⇡ * (m✏ * (*1)mk sinm✏)

0

sinmy
m

12

,

⇠

F (N ; �,!) * Fÿ

⇡

Û

Û

Ûx=k⇡+✏
= +

�2
6

ÿ
…

m=1

(*1)
mk

sinm✏
mk⇡ + (m✏ * (*1)mk sinm✏)

0

sinmy
m

12

.

Consequently, F (N ; �,!) * Fÿ has opposite sign for x = k⇡ ± ✏ with ✏ À (0,⇡). What is more, since

mk⇡ * (m✏ * (*1)
mk

sinm✏) < mk⇡ + (m✏ * (*1)
mk

sinm✏),

the magnitude of F (N ; �,!) * Fÿ at x = k⇡ * ✏ is greater than that at x = k⇡ + ✏.
It remains to show that F (N ; �,!) * Fÿ > 0 for x À (0,⇡), then the results can be guaranteed by the periodic sign change of F (N ; �,!) * Fÿ.

Consider the power series representation of F (N ; �,!) * Fÿ, we have that

F (N ; �,!) * Fÿ
=

�2
6

ÿ
…

m=1

4

sinmx
mx

+

⇠

sinmx
mx

⇡2

+

⇠

sinmx
mx

⇡3

+5
50

sinmy
m

12

Define

gn(x) =
�2
6

ÿ
…

m=1

⇠

sinmx
mx

⇡n 0 sinmy
m

12

,

we have

g2k(x) + g2k+1(x) =
�2
6

ÿ
…

m=1

⇠

sinmx
mx

⇡2k 0 sinmy
m

12
⇠

1 +
sinmx
mx

⇡ g 0.

For g1(x) =
�2
6

≥ÿ

m=1

⇠

sinmy
m

⇡2
sinmx
mx , we can verify that for x À (0,⇡) and y À (0, ⇡

2
], the piecewise function

f (x) =

T y(⇡*y)
2

x *
⇡
8
x2, x À (0, 2y],

y2
2
(⇡ * x), x À (2y,⇡),

is associated with a convergent Fourier series

f (x) =
…

m=1

sin
2 my
m3

sinmx.

Hence, for x À (0,⇡), y À (0, ⇡
2
],

g1(x) =
�2
6

ÿ
…

m=1

0

sinmy
m

12
sinmx
mx

=
�2
6x

f (x) > 0.

Therefore, we conclude that for x À (0,⇡),

F (N ; �,!) * Fÿ
= g1(x) + (g2(x) + g3(x)) + (g4(x) + g5(x)) +5 g g1(x) > 0.

The desired result is obtained. ∏

Lemma 3.6. Let N À [1,ÿ) be a continuum, ! À (0, 1_2] and � À (0,⇡]. F (N ; �,!) achieves the global minimum at some finite ÉN < ÿ.

Proof. According to Lemmas 3.3–3.5, we have

F (N ; �,!)

h

n

l

n

j

> Fÿ, N� À (2k⇡, 2k⇡ + ⇡),
< Fÿ, N� À (2k⇡ + ⇡, 2k⇡ + 2⇡),
= Fÿ, N� = k⇡,

and the magnitude of F (N ; �,!)* Fÿ over interval (k⇡, (k+ 1)⇡) decreases to zero as k ô ÿ. In other words, F (N ; �,!)* Fÿ behaves similarly as
the sinc function. Therefore F (N ; �,!) attains the global minimum at some point ÉN in the first trough. ∏

Remark 3.1. Since F (N ; �,!) behaves similarly as sinc(x), F (N ; �,!) reaches the global minimum at some finite value not only for the continuum
variable N , but also for the discrete variable N À Z+.

Hereafter in this paper, we denote by ÉN the smallest optimal value of N À Z+ for which F (N ; �,!) reaches the global minimum, and by N<
(�)

the largest optimal value of N À Z+ for which Etot reaches the global minimum. The following theorem provides an upper bound for N<
(�).
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Theorem 3.1. Let N À Z+, ! À (0, 1_2) and � À (0,⇡]. For the minimization problem (3.20) in which ��(n) is the eigenvalue of L� with constant kernel
(3.12), the optimal number of bubbles N<

(�), as a function of �, is a nondecreasing function with an upper bound

N<
(�) f ÉN , for ≈� > 0. (3.24)

Proof. Firstly, we prove the existence of the upper bound. For the sake of brevity, we explicitly indicate the dependence of Etot on N and �,
namely, Etot

= Etot
(N , �). Note that Eatt

= 2N is linearly increasing with respect to N , and Erep
=

2�
⇡ F (N ; �,!) reaches the global minimum at ÉN ,

then it is evident that Etot
( ÉN , �) < Etot

(N , �) for any N > ÉN . Therefore N<
(�) does not exceed ÉN .

Secondly, we show that N<
(�) is a nondecreasing function. we will prove that for any �2 > �1,

Etot
(N2, �2) > Etot

(N<
(�1), �2), for N2 À [1,N<

(�1)) „ Z+, (3.25)

which implies that minNÀZ+ Etot
(N , �2) cannot occur over [1,N<

(�1))„Z+. Assuming for some �2 > �1, there exists a N2 À [1,N<
(�1))„Z+ such that

Etot
(N2, �2) f Etot

(N<
(�1), �2), namely,

2N2 +
2�2
⇡

F (N2; �,!) f 2N<
(�1) +

2�2
⇡

F (N<
(�1); �,!).

Then we have
1

�1
> 1

�2
g F (N2; �,!) * F (N<

(�1); �,!)
⇡(N<(�1) *N2)

,

and then

2N2 +
2�1
⇡

F (N2; �,!) < 2N<
(�1) +

2�1
⇡

F (N<
(�1); �,!),

which leads to Etot
(N2, �1) < Etot

(N<
(�1), �1), contradicting with the optimality of N<

(�1). Therefore, the minimum N<
(�2) for minNÀZ+ Etot

(N , �2)
must be achieved over [N<

(�1), ÉN] „ Z+, resulting in the monotone increment of N<
(�). ∏

3.3.2. �-effect on minimizers for case III
In the current and next subsections, we will skip over the discussion of case II and move towards cases III and IV for now as the results of cases

III and IV will inspire and ease the discussion of case II.
In case III, the eigenvalues ��(n) oscillates from below and asymptotically approach a limit as n ô ÿ. In this case, we have that

Fÿ
:= lim

Nôÿ

F (N ; �,!) =
ÿ
…

m=1

1

��(ÿ)

⇠

sinm⇡!
m

⇡2

=
�2(1 * ↵)
2(3 * ↵)

ÿ
…

m=1

⇠

sinm⇡!
m

⇡2

. (3.26)

Lemma 3.7. F (N ; �,!) does not reach a global minimum at any finite N À Z+.

Proof. Note that ��(n) is oscillating and asymptotically approach the limit ��(ÿ) from below, we have

��(ÿ) > ��(n), n À Z+.

Then for any N À Z+,

Fÿ
* F (N ; �,!) =

…

m

4

1

��(ÿ)
*

1

��(mN)

5

4

m2
sin

2 m⇡! < 0, (3.27)

which implies that Fÿ < F (N ; �,!) for any finite N À Z+. Therefore F (�; �,!) never reach the global minimum at any finite N . ∏

Now we have the following theorem regarding the behavior of N<
(�) as � ô ÿ.

Theorem 3.2. Let ! À (0, 1_2) and � À [0,⇡) be fixed constants. For the minimization problem (3.20) in which ��(n) is the eigenvalue of L� with power
kernel (3.10) and ↵ À (↵<, 1), the optimal number of bubbles N<

(�), as a function of �, is monotonically increasing with no upper bound.

Proof. In this proof we take N ,N<
(�) À Z+. The case for continuum N is simpler. The proof of the monotonic increment of N<

(�) follows the
same line as that in Theorem 3.1.

Now we prove by contradiction that there is no upper bound for N<
(�). Assume ÉN À Z+ is the optimal upper bound for N<

(�), in other words,

N<
(�) f ÉN , for ≈� and N<

(�) = ÉN for ≈� g É� .

Note that F (N ; �,!) ô Fÿ and Fÿ < F (N ; �,!) for any finite N À Z+, it is evident that there exists a N > ÉN such that

Etot
( ÉN , É�) < Etot

(N , É�),

and F (N ; �,!) < F ( ÉN ; �,!).

Then it follows that

É� f ⇡(N * ÉN)

F ( ÉN ; �,!) * F (N ; �,!)
< Ñ� ,

for some Ñ�, which implies

2 ÉN +
2Ñ�
⇡
F ( ÉN ; �,!) > 2N +

2Ñ�
⇡
F (N ; �,!), (3.28)

or equivalently, Etot
( ÉN , Ñ�) > Etot

(N , Ñ�). Hence Etot will not reach the global minimum at ÉN for some Ñ� > É�, contradicting to the assumption that
ÉN is the optimal upper bound for N<

(�). ∏
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Fig. 3.3. Continuous eigenvalue �� (n), n À R
+
(dashed blue curve) v.s. discrete eigenvalue �� (n), n À Z

+
(dark orange dots) for power kernel operator ⇢� (s) =

3*↵
�3*↵ s↵

, s À [*�, 0)‰ (0, �].
In left subfigure, both continuous eigenvalue and discrete eigenvalue reach the global maxima somewhere in the first crest. In the right subfigure, the continuous eigenvalue reaches
the global maximum in the first crest, but the discrete eigenvalue does not.

3.3.3. Nonlocal effect on the minimizers for case IV: ↵ À (1, 3)
In this subsection, we consider the case in which the eigenvalues ��(n) is monotonically increasing as n ô ÿ. In this case, it is evident that

F (N ; �,!) in (3.21)

F (N ; �,!) =
ÿ
…

m=1

1

��(mN)

⇠

sinm⇡!
m

⇡2

is monotonically decreasing with respect to N . Therefore, we have the following theorem, with the same conclusion as Theorem 3.2.

Theorem 3.3. Let ! À (0, 1_2) and � À [0,⇡) be fixed constants. For the discrete minimization problem (3.20) in which ��(n) is the eigenvalue of L� with
the power kernel (3.10) and ↵ À (1, 3), the optimal number of bubbles N<

(�), as a function of �, is monotonically increasing with no upper bound.

Proof. First of all, due to the monotonicity of the eigenvalues ��(n), it is unnecessary to treat N as a continuum in the proof. We will consider
N ,N<

(�) À Z+.
Secondly, the proof of the monotonic increment of N<

(�) follows the same idea as the proof of monotonic increment in Theorem 3.2.
Lastly, we can prove by contradiction that there is no upper bound for N<

(�), which is similar to that in Theorem 3.2. The only difference is
that in the proof of Theorem 3.2, we need to find some N > ÉN such that F (N ; �,!) < F ( ÉN ; �,!); while for the current proof, due to the monotonic
decrement of F (�; �,!), we have that F (N ; �,!) < F ( ÉN ; �,!) holds for any N > ÉN . We omit the remaining details as they are simply repeat of the
proof in Theorem 3.2. ∏

Remark 3.2. In this case, the optimal number of bubbles N<
(�) ô ÿ as the repulsive strength � ô ÿ. This is analogous to the standard OK model

in which L� = *�.

Remark 3.3. The above analysis of cases I, III and IV indicates that N<
(�) has a finite upper bound if and only if the eigenvalue ��(n) reaches the

global maximum at a finite n. For the power kernel ⇢�(s), since ��(n) attains the global maximum at a finite n for ↵ = 0, then F (N ; �,!) attains
the global minimum at a finite ÉN , consequently the optimal number of bubbles N< has an upper bound, N<

(�) f ÉN ; on the other hand, when
↵ À (↵<, 3), the supreme of ��(n) is attained when n ô ÿ, thus the optimal number N< of bubbles grows unbounded as � ô ÿ.

3.3.4. �-Effect on minimizers for case II: the vague case
While it is clear that the boundedness of N<

(�) is determined by the existence of a global maximum of ��(n) (and therefore the existence of a
global minimum of F (N ; �,!)) for cases I, III and IV, the nonlocal effect on the minimizers for case II is rather subtle.

When ↵ À (0, ↵<) and n À [1,ÿ) is treated as a continuum, the eigenvalue ��(n) in (3.11) oscillates unevenly around the limit ��(ÿ) initially, but
eventually becomes oscillating from below and converge to ��(ÿ). More importantly, ��(n) attains the unique global maximum at the first crest.
This is indicated by the proof of Lemma 3.1 and Fig. 3.3.

On the other hand, it may lead us to two opposite conclusions when we consider the discrete variable n À Z+ in case II. This issue is raised
because of the peculiar pattern of ��(n). Note that when ↵ À (0, ↵<), there are only a finite number of bounded intervals over which the continuous
��(n) is greater than ��(ÿ). The closer ↵ is to 0, the more number of such bounded intervals and the larger of each interval is. Therefore, when
taking ↵ close to 0 and evaluating ��(n) over integer grid n À Z+, it is highly possible that some integer grid point Én falls into one of such bounded
intervals so that ��( Én) > ��(ÿ). Then it follows that a discrete global maximum n< = argmaxnÀZ+

��(n) exists, see the left subfigure in Fig. 3.3.
Though it is unclear to us theoretically how F (N ; �,!),N À N+ behaves, numerical calculations indicate that F (N ; �,!) reaches a global minimum
at some finite ÉN À Z+, and consequently provides an upper bound for the optimal number N<

(�) f ÉN . On the contrary, when ↵ is sufficiently
close to ↵<, there is only one tiny interval over which the continuous ��(n) is greater than ��(ÿ), see right subfigure in Fig. 3.3. Such an interval
eventually shrinks to a point at the limit of ↵ ô ↵<. Therefore when taking ↵ sufficiently close to ↵< and evaluating ��(n) over integer grid n À Z+,
it is highly unlikely that any integer grid point will fall into such small interval (but still possible by taking proper values of � and !), leading to
the fact that the supremum of ��(n), n À Z+ is attained at ÿ. Note that this is identical to the case III, in which N<

(�) ô ÿ as � ô ÿ.

3.3.5. Numerical evidences of the �-effect for power kernel
In Fig. 3.4, we conducted numerical experiments to support the discussions in Sections 3.3.1–3.3.4. Fig. 3.4 shows the existence of the upper

bound for the number of bumps for Case I and Case II. This result is consistent with Theorem 3.1, and also provide numerical evidence to support
Case II that when ↵ is not close to ↵<, the finite upper bound still exists. Furthermore, the numerical results for Cases III and IV in Fig. 3.4 indicate
that there is no upper bound for the number of bumps, consistent with Theorems 3.2 and 3.3.
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Fig. 3.4. Numerical validation for Case I, II, and III in Example 3.3. The relative volume ! = 0.3 is fixed. For Case I, ↵ = 0, the number of bumps has the upper bound; For Case
II, ↵ = 0.25, the number of bumps also has the upper bound; For Case III, ↵ = 0.6, the number of bumps does not have the upper bound.

3.4. Nonlocal �-effect on optimizers for Gauss kernel

In this section, we apply the same argument to the nonlocal effect on the minimizers for Gauss kernel (3.14). Indeed, since the eigenvalue ��(n)
in (3.15) is monotonically increasing, it matches the condition in case IV for the nonlocal operator with power kernel as discussed in Section 3.3.3.
Consequently, the optimal number of bubbles N<

(�) is unbounded as � ô ÿ. We summarize it as below.

Corollary 3.1. Consider the discrete minimization problem (3.20) in which ��(n) is given in (3.15) as the eigenvalue of nonlocal operator L� with Gauss-type
kernel (3.14). Let � À (0,⇡) and ! À (0, 1_2) be fixed constants. The optimal N<

(�), as a function of �, is monotonically increasing with no upper bound.

3.5. Nonlocal �-effect on optimizers

In this section, we will still consider the minimization problem

min
NÀZ+

EGOK

0
[U!

N ] = 2N +
2�
⇡

ÿ
…

m=1

1

��(mN)

0

sin(m⇡!)
m

12

, (3.29)

with a focus on the influence of the parameter � to the minimizers. To this end, we denote by Etot
(N , � , �) the objective function in (3.29). Our

goal is to study the effect of � on the optimizer N<
(� , �). Note that we set the optimizer N< as a function of two variables � and �. In the previous

section, we studied the dependence of N< on � with fixed �. In this section, on the contrary, we will explore the dependence of N< on � with fixed
�. For a given nonlocal operator L� , if the increment of � causes the increment of N<, (treating N< as a continuum, it means )N<

)� g 0), we say that
it promotes the bubble splitting, otherwise, it demotes the bubble splitting.

3.5.1. Analysis for monotonically increasing ��(n)
To ease the analysis, we consider the case in which the eigenvalues ��(n) of the nonlocal operator L� are strictly monotonically increasing to

ÿ. In this case, �*1� is a strictly decreasing function. We further need �*1� to be strictly convex.

Lemma 3.8. Let the eigenvalues ��(n) of the nonlocal operator L� be such that ��(n)*1 is a strictly decreasing and strictly convex function. Then F (N ; �,!)
is a strictly monotonically decreasing and strictly convex function with respect to N .

Proof. Given

F (N ; �,!) =
ÿ
…

m=1

1

��(mN)

⇠

sinm⇡!
m

⇡2

,

this is a direct result by verifying the signs of the first and second derivatives of F with respect to N . ∏

Since F (�; �,!) is strictly decreasing and strictly convex, we have that

�NF (N ; �,!) := F (N + 1; �,!) * F (N ; �,!), (3.30)

is a strictly increasing function. Therefore the optimal number N< of bubbles is attained when either one of the following inequalities is uniquely
satisfied

�NF (N<
* 1; �,!) f *

⇡
�
< �NF (N<

; �,!), N< g 2, (3.31)

or *
⇡
�
< �NF (N<

; �,!), N<
= 1. (3.32)
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Consequently, the �-effect on the promotion/demotion of the bubble splitting is decided by the rate of change of �NF with respect to �. More
precisely, if

)
)�

�NF (N ; �,!) f 0 (g 0, respectively)

at N<
* 1 and N<, the bubble splitting is instantly promoted (demoted, respectively). If

���NF (N ; �,!) := �NF (N ; �,!) * �NF (N ; 0,!) f 0 (g 0, respectively)

holds at N<
* 1 and N<, the bubble splitting is cumulatively promoted (demoted, respectively).

We summarize it as the following theorems.

Theorem 3.4. Let ��(n) be the eigenvalues for the nonlocal operator L� such that (��(n))*1 is strictly decreasing and strictly convex. Assuming the following
inequalities hold:

)
)�

�NF (N<
* 1; �,!) f 0, )

)�
�NF (N<

; �,!) f 0, (3.33)

then the nonlocal factor � instantly promotes the bubble splitting, namely, N<
(� , �) increases with respect to �. On the contrary, if

)
)�

�NF (N<
* 1; �,!) g 0, )

)�
�NF (N<

; �,!) g 0, (3.34)

the nonlocal factor � instantly demotes the bubble splitting, namely, N<
(� , �) decreases with respect to �.

Theorem 3.5. Let ��(n) be the eigenvalues for the nonlocal operator L� such that (��(n))*1 is strictly decreasing and strictly convex. Assuming the following
inequalities hold:

���NF (N<
* 1; �,!) f 0, ���NF (N<

; �,!) f 0, (3.35)

then the nonlocal factor � cumulatively promotes the bubble splitting, namely, N<
(� , �) g N<

(� , 0). On the contrary, if

���NF (N<
* 1; �,!) g 0, ���NF (N<

; �,!) g 0, (3.36)

the nonlocal factor � cumulatively demotes the bubble splitting, namely, N<
(� , �) f N<

(� , 0).

Remark 3.4. In regard to Theorem 3.4, it is evident that if
)
)�

�NF (N<
* 1; �,!) f 0, )

)�
�NF (N<

; �,!) g 0, (3.37)

then N<
(� , �) is unchanged. However, if
)
)�

�NF (N<
* 1; �,!) g 0, )

)�
�NF (N<

; �,!) f 0, (3.38)

it is undetermined for the change of N<. However, it is very rare for this undetermined case to occur as we can take sufficiently small or large
values of � such that )

)� �NF has the same sign at N<
* 1 and N<. It is similar for the cumulative case in Theorem 3.5. See the case studies in

Sections 3.5.2 and 3.5.3 for the details.

Remark 3.5. In this section, we only consider the case in which �*1� is strictly decreasing and strictly convex so that the optimizer N<
(� , �) is

uniquely determined. For other more complicated cases, we can still verify the nonlocal effect on the promotion/demotion of the bubble splitting
by numerical methods. However it is lack of analysis tools to perform theoretical study on this subject.

Though conditions (3.33) and (3.34) for instant promotion/demotion and (3.35) and (3.36) for cumulative promotion/demotion are only
sufficient, they are still of practical importance as demonstrated by the three case studies in the following subsections.

3.5.2. A case study: Power kernel with ↵ À (2, 3)
Take the nonlocal operator L� with power kernel (3.10) as an example. The eigenvalues ��(n) are given as in (3.11). To apply Theorem 3.4 to

this example, we first show that �*1� is strictly decreasing and strictly convex, then explore the condition under which (3.33) holds.

Lemma 3.9. The eigenvalues ��(n) for the nonlocal operator L� with power kernel (3.10) and ↵ À (2, 3) satisfies
)
)n

�*1� < 0, )2

)n2
�*1� > 0,

namely, �*1� is strictly decreasing and strictly convex.

Proof. The eigenvalue �� for the nonlocal operator L� with power kernel ⇢(⇠) =
3*↵
⇠↵ , ⇠ À (0, 1) and ↵ À (2, 3) reads

�� =
2(3 * ↵)

�2  
1

0

1 * cos n�⇠
⇠↵

d⇠ :=
2(3 * ↵)

�2
K(n�).

Taking the first order derivative, we have

)��
)n

=
2(3 * ↵)

�  
1

0

sin n�⇠
⇠↵*1

d⇠ > 0, ≈n� > 0.

Hence �*1� (n) is strictly decreasing.



Physica D: Nonlinear Phenomena 458 (2024) 133989

14

W. Luo and Y. Zhao

Taking the second order derivative for �*1� , we get

)2

)n2
�*1� = �*3�

4

2

0

)��
)n

12

* ��
)2��
)n2

5

= �*3�
4(3 * ↵)2

�2
⌧

2

0

K ®
(n�)

⇡2

*K(n�)K ®®
(n�)

5

.

It suffices to show that
⌧

2

0

K ®
(n�)

⇡2

*K(n�)K ®®
(n�)

5

> 0. (3.39)

Note that K(�) satisfies the following differential equation [37]

K ®
(x) = ↵ * 1

x
K(x) + 1 * cos x

x
. (3.40)

Differentiating the above identity (3.40) yields,

K ®®
(x) = ↵ * 2

x
K ®

(x) + sin x
x

. (3.41)

Using Eq. (3.40) to replace K by K ® and Eq. (3.41) to replace K ®® by K ®, the left hand side of Eq. (3.39), after simplification and multiplication by
(↵ * 1), becomes

↵
⇠

K ®
(n�)

⇡2

*

0

sin n� * (↵ * 2)
1 * cos n�

n�

1

K ®
(n�) + sin n� � 1 * cos n�

n�

>
⇠

K ®
(n�)

⇡2

*

0

sin n� + 1 * cos n�
n�

1

K ®
(n�) + sin n� � 1 * cos n�

n�

=

0

K ®
(n�) * sin n�

10

K ®
(n�) * 1 * cos n�

n�

1

= I � II, ≈↵ À (2, 3).

It remains to show that I, II g 0. When n� f 2⇡
3
, sin n�⇠

⇠↵*1 is decreasing with respect to ⇠ over (0,1], then

K ®
(n�) =  

1

0

sin n�⇠
⇠↵*1

d⇠ g  
1

0

sin n�
1↵*1

d⇠ = sin n�. (3.42)

Besides, since sin x g 1*cos x
x for x À [0, 2⇡

3
], we also have

K ®
(n�) g sin n� g 1 * cos n�

n�
. (3.43)

When n� > 2⇡
3
and ↵ À (2, 3),

K ®
(n�) = (n�)↵*2  

n�

0

sin t
t↵*1

dt >
⇠

2⇡
3

⇡↵*2

 
n�

0

sin t
t

dt > (1)
↵*2  

2⇡

0

sin t
t

dt ˘ 1.42, (3.44)

in which the first inequality is due to the fact that î n�
0

sin t
t↵*1 dt is an increasing function with respect to ↵ À (2, 3), and the second inequality is due

to the fact that the sine integral Si(x) = î x
0

sin t
t dt reaches the unique global minimum at x = 2⇡ over the interval x À (

2⇡
3
,ÿ). Then it follows that

K ®
(n�) g 1 g sin n�. (3.45)

Additionally, note that 1*cos n�
n� < 3

⇡ for n� > 2⇡
3
, we can continue with the estimate (3.44) to get

K ®
(n�) >

⇠

2⇡
3

⇡↵*2

 
2⇡

0

sin t
t

dt > 3

⇡
> 1 * cos n�

n�
. (3.46)

Combining (3.42), (3.43), (3.45) and (3.46), we get I, II g 0. Consequently (3.39) holds, and therefore )2
)n2 �

*1

� > 0. ∏

Now we study the condition under which (3.33) holds. Note that

)
)�

�NF (N ; �,!) =
ÿ
…

m=1

)
)�

0

1

��(m(N + 1))
*

1

��(mN)

1

⇠

sinm⇡!
m

⇡2

, (3.47)

the sign of )
)� �NF (N ; �,!) is determined by the sign of

)
)�

0

1

��(m(N + 1))
*

1

��(mN)

1

, m = 1, 2,… .

Differentiating �*1� (n) with respect to �, we have

)
)�

1

��(n)
=

)
)�

0

�2
2(3 * ↵)

1

K(n�)

1

=
�

3 * ↵
1

K(n�)
*

�
2(3 * ↵)

1

K(n�)2
K ®

(n�)(n�)

=
�

3 * ↵
1

K(n�)
*

�
2(3 * ↵)

1

K(n�)2
⇠

(↵ * 1)K(n�) + (1 * cos n�)
⇡

=
3 * ↵
�

1

��(n)
*

2(3 * ↵)
�3

1 * cos n�
��(n)2

.
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then

)
)�

0

1

��(m(N + 1))
*

1

��(mN)

1

=
3 * ↵
�

0

1

��(m(N + 1))
*

1

��(mN)

1

*
2(3 * ↵)

�3

0

1 * cosm(N + 1)�
��(m(N + 1))2

*
1 * cosmN�
��(mN)2

1

. (3.48)

Note that [34] for ↵ À (2, 3),

C1(�)n↵*1 f ��(n) f C2(�)n↵*1, (3.49)

which, together with Eq. (3.48), implies that )
)�

⇠

1

�� (m(N+1))
*

1

�� (mN)

⇡

is uniformly bounded with respect to m. Therefore the series in (3.47) is
absolutely convergent.

Now we show that for ↵ À (2, 3), D1(�)n↵*2 f )
)n ��(n) f D2(�)n↵*2. Note that

)��
)n

=
2(3 * ↵)
�3*↵

n↵*2  
n�

0

sin s
s↵*1

ds := 2(3 * ↵)
�3*↵

n↵*2Qn,

it remains to prove that the positive sequence {Qn} has uniform upper and lower bounds independent of n. For the upper bound,

Qn =  
n�

0

sin s
s↵*1

ds f  
⇡

0

sin s
s↵*1

ds.

For the lower bound, we know that if n� g ⇡,

Qn =  
n�

0

sin s
s↵*1

ds g  
2⇡

0

sin s
s↵*1

ds;

and if n� < ⇡,

Qn =  
n�

0

sin s
s↵*1

ds g  
�

0

sin s
s↵*1

ds,

therefore

Qn g min

T

 
2⇡

0

sin s
s↵*1

ds, 
�

0

sin s
s↵*1

ds

U

,

which indicates the bound

D1(�)n↵*2 f )
)n

��(n) f D2(�)n↵*2. (3.50)

Note that )
)n �

*1

� (n) = *�*2� (n) )
)n ��(n), using the bounds (3.49) and (3.50), we have

*C*2

1
D1n*↵ f )

)n
�*1� (n) f *C*2

2
D2n*↵ . (3.51)

Taking integral over [mN ,m(N + 1)], we can easily obtain the following bounds,

*

C*2

1
D1

(↵ * 1)N↵*1
1

m↵*1
f 1

��(m(N + 1))
*

1

��(mN)
f *

C*2

2
D2

(↵ * 1)(N + 1)↵
1

m↵*1
. (3.52)

By (3.48), we have

)
)�

0

1

��(m(N + 1))
*

1

��(mN)

1

f 3 * ↵
�

0

1

��(m(N + 1))
*

1

��(mN)

1

+
2(3 * ↵)

�3
2

��(mN)2

f *
3 * ↵
�

C*1

2
D2

(↵ * 1)(N + 1)↵
1

m↵*1
+

4(3 * ↵)
�3

C*2

1

N2↵*2
1

m2↵*2
,

Note that the sign of the right hand size of the above inequality is controlled by 1

(N+1)↵
and 1

N2↵*2 . Since
1

(N+1)↵
decays slower than 1

N2↵*2 as N ô ÿ,
it follows that for a sufficiently large but fixed N ,

)
)�

0

1

��(m(N + 1))
*

1

��(mN)

1

f 0, for m = 1, 2,… . (3.53)

Therefore, we have the following theorem hold,

Theorem 3.6. Let the nonlocal operator L� be with the power kernel (3.10) and ↵ À (2, 3), and assume the optimizer N<
= N<

(� , �) is sufficiently large,
then the inequalities in (3.33) hold, and the nonlocal factor � instantly promotes the bubble splitting.

Proof. By Theorem 3.3, we know that for a fixed �,

N<
(� , �) ô ÿ, as � ô ÿ.

Hence we can take sufficiently large � such that N<
(� , �) is sufficiently large and the inequality (3.53) holds for any m À Z+, leading to

)
)� �NF (N ; �,!) f 0 by (3.47). Therefore, the conditions in Theorem 3.4 hold, implying the instant promotion of the bubble splitting by �. ∏
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3.5.3. A case study: Gauss-type kernel
The analysis of �-effect for the nonlocal operator L� with Gauss-type kernel is rather straightforward in comparison with that for the power

kernel.
Note that the nonlocal operator L� with Gauss-type kernel (3.14) has eigenvalues ��(n) in simple closed form (3.15), it is evident to verify that

�*1� is strictly decreasing and strictly convex.

Lemma 3.10. The eigenvalues ��(n) of the nonlocal operator L� with Gauss-type kernel (3.14) satisfy
)
)n

�*1� (n) < 0, )2

)n2
�*1� (n) > 0.

Now we verify the conditions in Theorems 3.4 and 3.5. Similar to the case study for the power kernel, the sign of )
)� �NF (N ; s,!) (and

���NF (N ; s,!), respectively), is determined by the sign of

)
)�

0

1

��(m(N + 1))
*

1

��(mN)

1

, ≈m À Z+,
H

and

0

1

��(m(N + 1))
*

1

��(mN)

1

*

0

1

�0(m(N + 1))
*

1

�0(mN)

1

, ≈m À Z+, respectively

I

.

In this case, we claim that )
)n

⇠

)
)�

1

�� (n)

⇡ g 0. Indeed, by tedious calculation, we have that

)
)n

⇠ )
)�

�*1� (n)
⇡

=
n�3ev

4 (ev * 1)
3

⌅

ev(v * 2) + v + 2
⇧ g 0

in which v = (n�)2_4. Consequently both inequalities (3.34) and (3.36) hold, which implies, by Theorems 3.4 and 3.5, both instant demotion and
cumulative demotion of the bubble splitting induced by �.

We summarize the conclusion as the following corollary.

Corollary 3.2. Let the nonlocal operator L� be with the Gauss-type kernel (3.14), then the nonlocal factor � both instantly and cumulatively demotes the
bubble splitting.

3.5.4. A case study: (�I * �)*1

In the two case studies above, we note that it is the behaviors of )n�*1� , )n)n�*1� and )n)��*1� that determine the �-effect on demotion/promotion of
the bubble splitting. Thereby the analysis framework is applicable not only for the nonlocal operator � but also for some local operators involving
some system parameter �. One typical example is the screened Poisson operator L� = �I * � [19,25]. Note that here � does not represent the
nonlocal horizon parameter, but rather a ‘‘screening’’ constant such that L� ô *� as � ô 0.

The screened Poisson operator

L� = �I * � (3.54)

under periodic boundary condition is associated with eigenvalues

��(n) = � + n2. (3.55)

By simple calculation, it follows that
)
)n

�*1� =
*2n

(� + n2)2
< 0, (3.56)

)2

)n2
�*1� =

2(3n2 * �)
(� + n2)3

> 0, for n g 1, � < 3, (3.57)

)
)n

)
)�

�*1� =
4n

(� + n2)3
> 0. (3.58)

Consequently the screening constant � demotes the bubble splitting, instantly and cumulatively.

Corollary 3.3. Consider the minimization problem (3.20) with eigenvalues given in (3.55) for the screened Poisson operator (3.54). If � À (0, 3), the
screening parameter � both instantly and cumulatively demotes the bubble splitting.

In Fig. 3.5, we numerically verify the �-effect on promotion/demotion of bubble splitting. In the numerical simulations, the eigenvalues (3.11)
corresponding to power kernel are evaluated by a built-in function integral in Matlab. The eigenvalues for Gauss kernel and screened Poisson
operator are analytically available. The long-range interaction F (N ; �,!) is approximated by taking the truncated Fourier series with Nsum = 500

terms. The relative volume ! = 0.3 is fixed. In the top subfigure, it shows that � can promote the bubble splitting. Though we only prove that �
instantly promotes the bubble splitting in Section 3.5.2, the numerical result supports the cumulative promotion as well. The middle (respectively,
bottom) subfigure presents the demotion effect of � on bubble splitting for Gauss kernel (respectively, screened Poisson operator). Interestingly,
when comparing the middle and bottom subfigures, we notice that �-effect on bubble demotion is stronger for Gauss kernel than that for screened
Poisson operator in the sense that for sufficiently large �, there exist wider intervals in which N<

Gauss
< N<

*�; on the other hand, the intervals of �
in which N<

screened
< N<

*� are rather narrower.
In Fig. 3.6, we numerically explore the �-effect for the Case II of power kernel, though it is still theoretically unclear to us whether it promotes

or demotes the bubble splitting. In the numerical results, we fix ↵ = 0.25 and ! = 0.3, but varied � = 1, 0.7, 0.5. We see that the upper bound N<

increases, as � takes smaller values. This trend suggests that as � ô 0 (namely, L� ô (*�)), the upper bound N< will monotonically increase to ÿ,
consistent with the unboundedness of the optimal number of bubbles for the case of (*�).
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Fig. 3.5. Numerical validation for �-effect on promotion/demotion of bubble splitting. Top: � promotes the bubble splitting for power kernel with ↵ = 2.5 fixed. Middle: � demotes
the bubble splitting for Gaussian kernel. Bottom: � demotes the bubble splitting for screened Poisson operator. The relative volume ! = 0.3 is fixed.

Fig. 3.6. Numerical findings for �-effect in Case II in Example 3.3. The relative volume ! = 0.3 is fixed. The upper bound number of bumps increases as the � value decreases.

4. Concluding remark

In this paper, we consider a generalized Ohta–Kawasaki model in which the long-range interaction is induced by a nonlocal operator L� . Under
periodic boundary condition and the assumption (A.1) that U!

N , the N-bubble function of equal size and equal distance, minimizes E
GOK

0
over A!

N ,
we study the minimization problem (3.20), minimizing EGOK

0
[U!

N ] over N À Z+. We find that the optimal number N<
(�) of (3.20), may or may

not have an upper bound, depending on whether F (N ; �,!) in (3.21) has a lower bound or not. Additionally, we explore the dependence of N< on
�. Under some mild conditions on �� and F (N ; �,!), we show that nonlocal operator with power kernel (↵ À (2, 3)) promotes the bubble splitting
instantly; while the nonlocal operator with Gauss kernel and screened Poisson operator demote the bubble splitting instantly and cumulatively.

While it is still unclear whether it can be theoretically proved that U!
N minimizes EGOK

0
over A!

N , which will be studied in the future work,
several efforts are being made for the ongoing work. Firstly, we design some asymptotically compatible and energy stable numerical schemes to
solve the L2 gradient flow dynamics for GOK model. When applying to the two-dimensional case, the GOK system displays some new patterns
such as square lattice pattern and hexagonal pattern with elliptical bubbles. Secondly, we are also interested in the nonlocal effect on generalized
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(ternary) Nakazawa-Ohta (GNO) model. This study will be even more complicated as there are four parameters [�ij ]2ù2 for the long-range interaction,
and the patterns of the minimizers of EGNO

0
will be more diverse. Thirdly, in the current work, we only introduce a nonlocal operator L� in the

long-range interaction term. In the future work, we will consider a more general free energy functional

EGOK

✏ [u] =  Td

✏
2
L 1

2

� u
2
+

1

✏
W (u) dx +

�
2  Td

(L�)
*

1

2 (f (u) * !)2 dx,

and study its � -limit, the structure of minimizers, and the nonlocal effect of � and � on the minimizers.
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Appendix. Proof of Conjecture 3.1 for N = 2

In this appendix, we provide a proof for Conjecture 3.1 only for N = 2. We will leave it for the future consideration for the case for more
general N .

Theorem A.1. Given ! À (0,⇡]. Let G�(x, y) = g�(x * y) be the Green’s function of L� under the periodic condition over [0, 2⇡). Assume that g� is
strictly convex and symmetric, then u<(x) is the unique minimizer of EGOK

0
in A!

2
if and only if u<(x) is of equal size and equal distance. In other words,

u< = U!
2
= argmin

uÀA!
2

EGOK
0

[u]. (A.1)

Proof. For u À A!
2
defined as

u(x) =

T

0, x À (0, x1) ‰ (x2, x3) ‰ (x4, 2⇡);

1, x À (x1, x2) ‰ (x3, x4),
(A.2)

where 0 < x1 < x2 < x3 < x4 < 2⇡, the nonlocal part of (3.5) can be rewritten as

H(x1, x2, x3, x4) : =  
2⇡

0

(L�)
*

1

2 (u(x) * !)2 dx

=  
2⇡

0
 

2⇡

0

g�(x * y)u(y)u(x)dydx

=  
2⇡

0

v(x)u(x)dx

Step 1: we show that a necessary condition for u(x) being a minimizer of (3.5) is that v(x1) = 5 = v(x4). Indeed, by taking the partial derivatives,
we have [19]

)H
)xi

= (*1)
i
2v(xi), i = 1,… , 4,

which implies that

(H(x1,… , x4) = 2[*v(x1), v(x2),*v(x3), v(x4)]T .

By using the method of Lagrange multipliers to fulfill the constraint (x2 * x1) + (x4 * x3) = !, we have that, for u(x) in (A.2) being a minimizer of
(3.5), it is necessary that for some constant �,

2[*v(x1), v(x2),*v(x3), v(x4)]T * �[*1, 1,*1, 1]T = [0, 0, 0, 0]T ,

which yields

v(x1) = v(x2) = v(x3) = v(x4). (A.3)

Step 2: we show that the condition (A.3) is equivalent to u(x) being of equal size and equal distance, namely, u(x) = U!
2
. If u(x) = U!

2
, by

the condition of g�(�) being symmetric with respect to x = ⇡, it is trivial that (A.3) is satisfied. On the other hand, if (A.3) holds, we define new
variables

S1 = x2 * x1,S2 = x4 * x3; D1 = x3 * x2,D2 = 2⇡ * x4 + x1,
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with the constraints:

S1 + S2 = !; D1 +D2 = 2⇡ * !. (A.4)

We can calculate

v(x2) =  
x2

x1
g�(x2 * y)dy +  

x4

x3
g�(x2 * y)dy =  

S1

0

g�(z)dz +  
D1+S2

D1

g�(z)dz,

v(x3) =  
x2

x1
g�(x3 * y)dy +  

x4

x3
g�(x3 * y)dy =  

D1+S1

D1

g�(z)dz +  
S2

0

g�(z)dz; ,

v(x4) =  
x2

x1
g�(x4 * y)dy +  

x4

x3
g�(x4 * y)dy =  

2⇡*D2

2⇡*(D2+S1)

g�(z)dz +  
S2

0

g�(z)dz.

Let v(x2) = v(x3), we have

 
S2

S1

g�(z)dz =  
D1+S2

D1+S1

g�(z)dz. (A.5)

Assuming S1 ë S2 and using the condition that g�(�) is strongly convex and symmetric, (A.5) implies that the two intervals [S1,S2] and
[D1 + S1,D1 + S2] are symmetric with respect to x = ⇡, namely D1 + S1 + S2 = 2⇡. But this contradicts to the constraints (A.4). Thus S1 = S2.

Similarly by taking v(x3) = v(x4), we have

 
D1+S1

D1

g�(z)dz =  
2⇡*D2

2⇡*(D2+S1)

g�(z)dz. (A.6)

Assuming D1 ë D2, and using again the condition of strong convexity and symmetry of g�(�), we have D1 + S2 +D2 = 2⇡, which again contradicts
to the constraints (A.4). Thus D1 = D2.

Since u(x) = U!
2
is the unique critical point satisfying (A.3), we have that u(x) being a minimizer of (3.5) is a sufficient condition for u(x) = U!

2
.

Step 3: we prove that u(x) = U!
2
is also a necessary condition for u(x) being a minimizer. To this end, we assume without loss of generality that

x1 = 0. Taking arbitrary S1 =
!
2
+ ✏,S2 =

!
2
* ✏,D1,D2 satisfying (A.4), in which ✏ À (*

!
2
, !
2
) and D1 À (0, 2⇡ * !), we first show that the nonlocal

energy H reaches the minimum at ✏ = 0. Indeed,

H = 
2⇡

0
 

2⇡

0

g�(x * y)dxdy

=

H

 
!
2
+✏

0
 

!
2
+✏

0

+ 
!+D1

!
2
+✏+D1

 
!+D1

!
2
+✏+D1

+2 
!
2
+✏

0
 

!+D1

!
2
+✏+D1

I

g�(x * y)dxdy

=

H

 
!
2
+✏

0
 

!
2
+✏

0

+ 
!
2
*✏

0
 

!
2
*✏

0

+2 
!
2
+✏

0
 

!+D1

!
2
+✏+D1

I

g�(x * y)dxdy.

By taking the derivative (omitting the tedious details), we have

)H
)✏

=  
!
2
+✏

!
2
*✏

g�(x)dx *  
!
2
+✏

!
2
*✏

g�(x +D1)dx.

It is easy to see that )H
)✏ ✏=0 = 0. For ✏ À (0, !

2
) and D1 À (0, 2⇡ * !), it is evident that )H

)✏ > 0, by the strong convexity and symmetry of g�(�).
Therefore H reaches minimum at ✏ = 0.

Secondly, we prove that for S1 = S2 =
!
2
,D1,D2 satisfying (A.4), the nonlocal part H reaches minimum at x3 = ⇡ over x3 À (

!
2
, 2⇡* !

2
), namely,

H reaches minimum when D1 = D2. Indeed,

H = 2 
!
2

0
 

!
2

0

g�(x * y)dxdy + 2 
!
2

0
 

x3+
!
2

x3
g�(x * y)dxdy.

By taking the derivative, we have

)H
)x3

=  
x3+

!
2

x3
g�(x)dx *  

x3

x3*
!
2

g�(x)dx.

Once again, by the conditions of strict convexity and symmetry with respect to x = ⇡ for g�(x), it is evident that
)H
)x3

Û

Û

Ûx3=⇡
= 0, )H

)x3
Û

Û

Ûx3>⇡
> 0, )H

)x3
Û

Û

Ûx3<⇡
< 0.

Therefore H reaches the minimum at x3 = ⇡. Combining the two substeps in Step 3, we reach the conclusion that u(x) = U!
2
is the (unique)

minimum. ∏
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