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ABSTRACT

In this work, we propose data augmentation via pairwise mixup
across subgroups to improve group fairness. Many real-world ap-
plications of machine learning systems exhibit biases across certain
groups due to underrepresentation or training data that reflects soci-
etal biases. Inspired by the successes of mixup for improving classi-
fication performance, we develop a pairwise mixup scheme to aug-
ment training data and encourage fair and accurate decision bound-
aries for all subgroups. Data augmentation for group fairness allows
us to add new samples of underrepresented groups to balance sub-
populations. Furthermore, our method allows us to use the general-
ization ability of mixup to improve both fairness and accuracy. We
compare our proposed mixup to existing data augmentation and bias
mitigation approaches on both synthetic simulations and real-world
benchmark fair classification data, demonstrating that we are able to
achieve fair outcomes with robust if not improved accuracy.

Index Terms— Fairness, data augmentation, mixup, group fair-
ness

1. INTRODUCTION

Machine learning (ML) algorithms are now widely employed to
guide crucial decision-making processes in various high-stakes
contexts, spanning sectors like finance, criminal justice, and health-
care [1]. However, alongside this pervasive adoption of ML, con-
cerns have emerged regarding the potential for bias and discrimi-
natory decision-making, particularly concerning attributes such as
race, gender, age, and other sensitive factors.

Several methods have attempted to mitigate bias in ML systems.
Specifically, some methods alter the observed data by removing fea-
tures or rebalancing the data with respect to certain protected at-
tributes to eliminate underlying discrimination [2-5]. Other methods
directly alter the ML model by adding a fairness-aware constraint or
penalty to improve fair model behavior [6,7]. While several existing
methods have been shown to improve fairness, they often have sev-
eral limitations. For one, many techniques cannot be used beyond
a specific classifier or family of classifiers. Additionally, techniques
that completely remove certain features tend to suffer from a major
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decrease in model performance in terms of accuracy. Lastly, sev-
eral of these methods use explicit regularization to minimize bias for
models trained on a training set and, in many cases, do not generalize
well to out-of-sample data [8].

We require an approach to improve model fairness that gener-
alizes to unseen data, does not sacrifice accuracy greatly, and does
not restrict model capacity. Data augmentation is an implicit regu-
larization method that is well known to improve model generaliza-
tion for prediction tasks [9]. Mixup is one such data augmentation
method that trains a model on convex combinations of pairs of ex-
isting samples and their labels [10]. While the advantages of mixup
for model prediction performance are empirically and theoretically
well studied, its application to fairness is underexplored, motivating
us to apply mixup for mitigating bias while maintaining accuracy on
out-of-sample data. Few existing works have investigated the effect
of mixup and other data augmentation methods on model proper-
ties other than prediction accuracy [11], and comparatively little has
been explored for fair data augmentation [12—14].

We propose a simple and flexible pairwise linear mixup ap-
proach for fair data augmentation. Traditional linear mixup trains
on pairs of samples from different classes to improve model accu-
racy, and we extend beyond this specific task to improve fairness and
accuracy by applying linear mixup between pairs of samples belong-
ing to different classes and different groups. The proposed scheme
can transform model behavior by interpolating between samples
and their nearest neighbors in carefully chosen different subpopula-
tions, the choice of which is adaptable for improving fairness under
different data distributions and group fairness definitions.

Our contributions are as follows.

(1) We perform data augmentation via the efficient and effective
pairwise mixup to improve the fairness and accuracy of model
predictions;

(2) We propose a pairwise mixup scheme across dataset subpopula-
tions that is adaptable to different types and levels of bias; and

(3) We empirically prove when mixup mitigates different settings of
bias with synthetic simulations, and we demonstrate the viability
of our approach on real-world benchmark fairness datasets.

The remainder of this work is presented as follows. Section 2
provides the necessary background on group fairness and mixup for
data augmentation. We present our proposed fair mixup method in
Section 3. In Section 4, we demonstrate multiple scenarios in which
mixup aids fairness, including an essential benchmark dataset, where
we use mixup schemes from our proposed approach. Finally, we
conclude in Section 5 with a discussion on the consequences of this
work and its future directions.

2. BACKGROUND

Group fairness. We present the notion of group fairness, where a
prediction model is considered fair across groups if model treatment
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Algorithm 1 Fair SubGroup (SG) Mixup
Input D= {(XO v ZzONT D =g KT cN,
a>0, (Ys,Zs), Y2, Z:) €Y XZ
while |D'| < T":
* Samplei € {1,2,...,T} such that (Y, 2)) = (v;, Z)
+ Obtain K nearest neighbors {X %)} | of X; such that
(YU») ZUK)Y = (v;, Z,) forevery k € {1,2,..., K}
* Sample mixup parameter A ~ Beta(a, «)
o forevery k € {1,2,...,K}:

Xieh = (1= NX@ 4 ax 0w (1a)
V& =1 - )Y® +av ) > 1/2) (1b)
Z8E =1{(1 =22 + Xz > 1/2} (1)

» Update D’ as D' U {(Xr(llgx)v, V&), Zr(llé\)iv)}i{:l
Output Augmented dataset D U D’

is equivalent with respect to each group separately. Group fairness
requires that predictions be equal across all groups [3, 15], which is
formalized in the fairness definition provided in [15].

Definition 1 (Demographic Parity [15]) A predictive model f sat-
isfies demographic parity (DP) if predictions Y = f(X) and the
protected variable Z are independent. In other words, ]P’[Y =y|is
equal for all values of Z, that is, P[Y = y] = P[Y = y|Z = 2.

In this work, we consider data belonging to binary groups. That is,
for a given set of 7" data samples, the i-th sample is assigned a group
identity Z; € {0, 1}. Under this setting, we introduce DP gap as

1 s 1 .
ADP:= — Y v N y® 2
Gol 2 G 2 @

i€Go 1€Gy

where ¥ () denotes the i-th prediction and G, = {j:Z; =z} for
z € {0, 1}. Note that (2) is amenable to regression tasks, to which
our method can be adapted under slight modifications [16]. When
ADP = 0, we have achieved DP; otherwise, there is a gap in DP,
which bias mitigation methods aim to reduce. While we highlight
and implement DP in this paper, our method can be easily extended
to other group fairness definitions, such as equalized odds [15].

Mixup data augmentation. Mixup for data augmentation is a cheap
but effective method that generates data from convex combinations
of existing pairs of labeled samples [10, 17, 18]. However, the pri-
mary use of mixup is to improve model prediction accuracy with
far less exploration on its ability to improve other metrics [11-13].
While authors in [12] apply mixup in the case where group mem-
bership frequency differs between training and testing distributions,
they emphasize mitigating error and do not address model treatment
of the groups. The closest work to our own is [13], which also
demonstrates the value of pairwise linear mixup for improving group
fairness. However, their approach is fundamentally different from
ours as they apply mixup samples solely for regularization, whereas
we explicitly augment the dataset with mixed samples chosen to im-
prove fairness. Both their approach and ours achieve favorable bias
mitigation, although our data augmentation approach needs no re-
striction on the model nor an explicit regularization term.
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T10/(Too + Tho)
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Z
Z
Table 1: Subgroup proportions, normalized by samples per group.

3. METHODOLOGY

Consider the labeled dataset D = {(X ), Y@ z)1T | contain-
ing T samples, where a sample (X,Y, Z) € D consists of a set of
d € Nfeatures X € X C Rd, alabel Y € Y := {0,1}, and a pro-
tected attribute Z € Z := {0, 1}. The presence of Z partitions the
dataset into two groups, and we may further divide the dataset into
subgroups according to both class and group assignment (Y, Z). Our
goal is to generate synthetic data D’ = {(X ,S.Ze)w, eréz,v, Zl(fe)w) sz/l
via pairwise linear mixup [10] such that when we fit a classifier
model f : X — Y to the augmented dataset D U D’, the resultant
model is fair across groups in Z. In particular, we aim to encour-
age DP, where the distribution of predicted labels is approximately
equivalent for each group. To this end, we use mixup to generate
new samples that reduce DP gap ADP when added to the existing
training data. Our proposed mixup process is presented in Algorithm
1, and we elaborate on our approach in the sequel.

The crux of Algorithm 1 is interpolation between subgroups,
from a source subgroup, (X5, Y, Zs), to a target subgroup,
(X+,Y:, Zt). Unlike traditional linear mixup, which interpolates be-
tween classes for model accuracy, we wish to maintain or improve
accuracy while encouraging consistent treatment across groups. We
thus perform mixup between samples belonging to different sub-
groups, that is, we apply (1) for a given pair (X, Y z®)
(XD v 7@ with (YD, 20) £ (YD Z()), The mixup pa-
rameter A € [0, 1] dictates to which of the original samples the new
data is closer, and I{-} denotes the indicator function. The resultant
samples populate the convex hull across the subgroups, encouraging
model invariance between them.

3.1. Subgroups for fair mixup

We discuss the versatility of Algorithm 1 for improving model fair-
ness in different settings. Our approach mitigates bias caused by
both unbalanced subgroups and subgroup distribution shifts via the
choice of (Y5, Zs) and (Y3, Z:). To see this, first let 7. denote
the number of samples in D belonging to the subgroup (y,z2) €
Y x Z. Proportions of samples per subgroup are shown in Table 1.
To achieve DP, rows in Table 1 must be equivalent.

Unbalanced subgroups. First, we consider the choice of the source
subgroup (Ys, Zs) in Algorithm 1 to mitigate bias from unbalanced
subgroups. An obvious advantage of data augmentation is adding
new samples to a row of Table 1 to enforce DP. However, we reap
further benefits of mixup beyond only balancing subgroups.
Algorithm 1 returns samples from (Y5, Z,) that are perturbed
toward (Y7, Z;). More specifically, we interpolate each sample from
(Ys, Zs) with its nearest neighbors with respect to the features X
in the target subgroup (Y%, Z;). The resultant vicinal distribution
is known to improve generalization by encouraging linear transi-
tions between subpopulations [10]. Consider choosing the source
(Ys, Zs) to be an underrepresented subgroup, that is, with the small-
est entry in Table 1. In this setting, we promote smooth behavior near
the underrepresented subgroup in the direction of the target (Yz, Z¢).
This encourages the model to treat samples from the underrepre-
sented subgroup more similarly to those from the target [10]. Thus,
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Fig. 1: Comparison of Fair SG Mixup for unbalanced subgroups. (a) Labeled data from (3) with unbalanced groups. (b) Labeled data
from (3) with unbalanced classes. (c) Labeled data from (3) with heavily underrepresented subgroup. (d) Comparison of bias mitigation
and data augmentation methods for unbalanced groups. Fair SG mixup interpolates between the same underrepresented group and across
classes. (e) Comparison of bias mitigation and data augmentation methods for unbalanced classes. Fair SG mixup interpolates between the
same underrepresented class and across groups. (f) Comparison of bias mitigation and data augmentation methods for one underrepresented
subgroup. Fair SG mixup interpolates both between classes and between groups.

the proportions in Table 1 provide a natural choice of (Y5, Z,) that
mitigates bias from imbalanced data.

Subgroup distribution shifts. Appropriate choice of the target sub-
group (Yi, Z:¢) in Algorithm 1 ameliorates bias from distribution
shifts. Such bias may be invisible in Table 1, but our mixup scheme
permits not only balancing subgroup proportions but also adjust-
ing model behavior by our choice of (Y, Z;). Model predictions
may differ greatly across groups in the presence of a large mean
shift dependent on Z. In this case, consider choosing (Y, Z;) =
(Ys,1 — Z,), resulting in mixup within the same class but across
groups. We generate samples belonging to class Y that promote
constant model predictions in between groups, as is the goal of DP.

Alternatively, we may let (Yz, Z:) = (1 — Y5, Zs), interpolat-
ing between samples from the same group but across classes. Due
to the indicator function in (1b), mixup samples encourage a stricter
decision boundary in between classes. More specifically, for any
new sample (Xnew, Ynew, Znew) and features X, X; corresponding
respectively to samples from the source and target subgroups, we
have that Yoew = Ys when || Xnew — Xs|l2 < [|[Xnew — Xt||2,
and Yhew = 1 — Y, otherwise. The new samples then encourage
certainty in model predictions per group. This not only mitigates
bias from class-dependent distribution shifts but also improves accu-
racy since we specify model predictions separately for each group.
We then have a practical way to choose the target subgroup, where
we measure empirical distribution shifts across subgroups and select
(Yz, Z:) with respect to the source (Y5, Z,) accordingly.

4. RESULTS

We illustrate the merits of subgroup mixup for fairness in multiple
scenarios. We first show when subgroup mixup improves classifier

fairness in the presence of different forms of bias as described in
Section 3.1. We then demonstrate the value of mixup for fair data
augmentation on a benchmark real-world fair classification dataset.

4.1. Synthetic simulations

We first empirically demonstrate bias due to subgroup imbalance and
distribution shift. We generate 7" labeled data samples (X,Y, Z)
from a conditional Gaussian model, where the features X € R? for
d = 10 follow a Gaussian distribution

d
IP’[X|Y,Z]:H 1 exp{—l((Xi—Bi(Y)—Ci(Z))Q},

V2r 2
(3

where B : Y — R? denotes the mean shift due to the class Y and
C : Z — R? the shift due to group Z.

‘We compare our proposed method to data augmentation and bias
mitigation baselines. In particular, our approach for Fair SG Mixup
in Algorithm 1, denoted “FSGM”, is compared with (i) the origi-
nal dataset; (ii) “Van. Mix.”, vanilla mixup between random sample
pairs from different classes [10]; (iii) “DataAug”, fair data augmen-
tation in [14] that adds copies of existing samples while swapping the
group label Z; (iv) “Adv. Deb.”, which applies adversarial learning
for fairness by learning how to prevent an adversary from predict-
ing the protected attribute; and (v) “FMP”, the fair mixup penalty
applied in [13], which does not explicitly perform data augmenta-
tion but instead regularizes model behavior between groups. For all
data augmentation methods, we augment the dataset to 27" samples,
and for remaining baselines, including the original dataset, we ap-
ply bootstrapping so the training data size matches that of the data
augmentation methods.
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Fig. 2: Comparison of Fair SG Mixup with bias mitigation and data
augmentation methods on the Law School Admission Bar Passage
dataset with race as the protected attribute [20]. Fair SG Mixup in-
terpolates between samples from the same group and across classes.

For the following synthetic simulations, we train either a Ran-
dom Forest classifier model, denoted “RF”, or a multilayer percep-
tron (MLP), denoted “MLP”, on five independent synthetic datasets
of the form in (3). For “Van. Mix.” and “FSGM”, we sample the
mixup parameter A ~ Beta(a, o), the usual choice for mixup [10].
For each simulation, we apply the value of o > 0 that achieves the
highest sum of accuracy and fairness.

We show simulation results in Fig. 1 for different settings of
bias. Fig. 1a to c visualizes the synthetic data in each case, where the
augmented data resulting from our Fair SG Mixup is shown in lighter
colors with smaller markers. We present in Fig. 1d to f the model
accuracy versus fairness of predictions on an unseen test dataset [19],
where fairness corresponds to 1 — ADP from (2).

Unbalanced groups. We first consider the case of unbalanced
groups, visualized in Fig. la, where Too = Tio = 10 and
To1 = T11 = 100. In addition to bias due to the mismatch in group
sizes, we shift subgroup distributions with B(Y) = —B(1—Y") and
C(Z) = —C(1—Z). In the presence of an underrepresented group,
we choose (Y, Zs) € {(0,0), (1,0)} with (Y3, Z;) = (1-Y5, Zs).

In Fig. 1d, applying our mixup approach “FSGM” with Random
Forest “RF” not only improves model fairness but also maintains and
even improves prediction accuracy. Indeed, “Adv. Deb.” exhibits a
comparatively unstable increase in fairness but a decrease in accu-
racy. Moreover, “Van. Mix.” does not consider fair treatment of
groups, thus for underrepresented groups, it does not outperform the
original dataset in fairness. We note that in all scenarios, “DataAug”
achieves a high fairness result since it selectively bootstraps sam-
ples to create fairer data, but the accuracy consistently decreases
to around 50%, hence it is not viable for practical implementation
in these settings. Our method “FSGM” and the fair mixup penalty
“FMP” both improve “MLP” model fairness with little decrease in
accuracy, with a greater increase in fairness for “FSGM”. We thus
demonstrate that mixup across classes bolsters model performance
for an underrepresented group.

Unbalanced class. We next evaluate mixup in the presence of un-
balanced classes, shown in Fig. 1b and e. Here, we let Too =
To1 = 100, and Tho = 60 while 777 = 10. In this setting, we
let (Y, Zs) € {(1,0),(1,1)} and (Y2, Z;) = (Y5, 1 — Z5).

First, we observe that implicit regularization methods demon-
strate superior performance in terms of both fairness and accuracy.
The bias mitigation method “Adv. Deb.” is far outperformed by
all other methods, and all methods besides “Adv. Deb.” rival
“DataAug” in terms of model fairness. For “RF”, our method
“FSGM” again exhibits the greatest increase in both accuracy and
fairness. While “MLP” achieves similar fairness with and without
“FSGM” or “FMP”, our approach enjoys greater accuracy.

Underrepresented subgroup. Finally, we consider the case where
one subgroup is heavily underrepresented, with Too = To1 = 111 =
200 while T19 = 10, shown in Fig. 1c. The groups are balanced for
Y = 0 but unbalanced for Y = 1, resulting in dissimilar rows of
Table 1. We also introduce additional bias, where we let the an-
gle between distribution shifts B(Y') and C(Z) be 7 /6, resulting
in increased correlation between the classes and groups. In this set-
ting, we select the underrepresented subgroup (1,0) as the source
(Ys, Zs), and for the target (Yz, Z¢) we choose (1,1) and (0,0).
Even in the presence of both unbalanced subgroups and subgroup
distribution shifts that contribute bias, we still find that our proposed
“FSGM” improves results from the original dataset and is superior to
“Adv. Deb.” and “Van. Mix.”. Furthermore, for the “MLP” model,
“FSGM” maintains accuracy while increasing fairness, while “FMP”
experiences a drop in accuracy despite achieving a higher fairness.

4.2. Case Study on Real-Data

We next examine the performance of our fair data augmentation
method on the popular Law School Admission Bar Passage bench-
mark dataset [20]. The dataset, whose target labels Y state whether
or not a student will pass the bar, has 20,100 students and 7 features.
We use Race as the protected attribute Z encoded as white (1) or
nonwhite (0). In Fig. 2, we compare our approach “FSGM” along
with others using Random Forest “RF”. We omit “DataAug” due to
its inferior performance with respect to accuracy, as demonstrated
in Fig. 1. We choose (Y, Zs) € {(1,0),(0,0)} and (Y3, Z;) =
(1 —Ys,Zs). We again observe that “FSGM™ achieves a higher
fairness than all other methods, notably superior to bias mitigation
method “Adv. Deb.”, while experiencing a minor drop in accuracy,
yet still outperforming traditional mixup “Van. Mix.”. This validates
our approach as a robust data augmentation method for improving
both accuracy and fairness in real-world situations using domain-
agnostic convex combinations of existing data.

5. CONCLUSION

In this work, we proposed a linear pairwise mixup scheme for aug-
menting data with samples to improve group fairness. We extend
the traditional mixup approach of interpolating between samples be-
longing to different classes to interpolation across subgroups, where
samples may belong to different classes or groups, which correspond
to values of a discrete protected attribute. We empirically demon-
strated that our approach is adaptable and viable in many scenarios
of bias present in training data. Crucially, we showed that we can
not only improve fairness beyond existing bias mitigation baselines,
but we also maintain and can even improve accuracy. The joint im-
provement of both fairness and prediction accuracy is rare for fair-
ness methods, and we aim to explore this direction further in future
work. Moreover, we can extend beyond linear mixup to consider
other data-driven mixup schemes such as convex clustering [21].
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