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Owing to the dramatic increase in IT power density and energy consumption, the data center (DC) sector has
started adopting thermally- and energy-efficient liquid cooling methods. This study examines a single-phase
direct-to-chip liquid cooling approach for three high-heat-density racks, utilizing two liquid-to-air (L2A)
cooled coolant distribution units (CDUs) and a combined total heat load of 128 kW. An experimental setup was
developed to test different types of CDUs, cooling loops, and thermal testing vehicles (TTVs) for different
operating conditions. IR images and the collected data were used to investigate the effect of air recirculation
between cold and hot aisle containments on the CDU’s performance and stability of supply air temperature
(SAT). Three different types of cooling loops (X, Y, and Z) were characterized thermally and hydraulically.
Results show that Type Y has the lowest cold plate thermal resistance and pressure drop, among others. In a later
test that included a single rack at a heat load of 53 kW and a single CDU, the heat capture ratio for fluid was
found to be 94%. Experiments show that using blanking panels on the back of the racks limits hot air recircu-
lation and maintains a steady SAT in the cold aisle. Finally, the CDU performance was evaluated at a high heat
load for the three racks at 128 kW, and the average cooling capacity of the units is 58.6 kW, and the effectiveness
values for CDU 1 and CDU 2 are 0.83 and 0.82, respectively.

1. Introduction

Artificial intelligence is a growing field that has the potential to have
a big influence on everyone’s daily lives. Deep learning, machine
learning, and big data may require a substantial amount of computa-
tional power and computing resources in the era of artificial intelli-
gence. This suggests that a large number of high-performance
processors, including high-performance central processing units (CPUs),
graphics processing units (GPUs), field-programmable gate arrays
(FPGAs), and application-specific integrated circuit (ASIC) devices, may
be required. Most recent advancements combine many of them into a
single server or compute cluster to maximize performance and provide
additional functionality to data processing and telecommunications
equipment while keeping the total space occupied the same. However,
this packaging will result in a significant increase in power density. The
maximum power for a conventional air-cooled data center is 20-30 kW
per rack; however, liquid cooling can push that up to 100 kW [1].

In traditional data centers, the mainstays of data center cooling are
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air-cooled systems. However, they are close to their cooling capacity
limits, particularly when a cluster of racks is completely filled with
nodes that require a lot of computational power [2-4]. To improve
cooling efficiency and efficiently dissipate a significant amount of heat
produced by high-performance processors, novel and more efficient
cooling methods are being deployed independently of or in conjunction
with traditional air-cooling systems [5]. For example, approaches like
indirect single- or two-phase liquid cooling employing microchannel
cold plates, as well as fully submerged direct liquid-cooled technology,
have been reported. [6-13]. Older data centers lack higher floors, have
restricted access to chilled water supplies, and have confined air dis-
tribution paths, which make it difficult to use single-phase cooling
methods. Liquid-to-air (L2A) cooling distribution units (CDUs) of
different types, such as in-rack, in-row, rear door, and side car [14-17],
which circulate liquid coolant within cooling loops positioned atop each
server, have therefore come to be recognized as a method for success-
fully cooling servers. These CDUs allow for the efficient transfer of heat
by pumping cold liquid into the cooling loops connected to the servers or
chips and then returning warm liquid to the CDU heat exchanger (HX).
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Nomenclature

P Fluid density

q Heat flow rate

(o% Specific heat

Q Volumetric flow rate

T Temperature

m Mass flow rate

€ Heat exchanger effectiveness
R Thermal resistance

P Pressure

AP Pressure drop

WR Uncertainty

Abbreviations

CFD Computational Fluid Dynamics
CDU Coolant distribution unit
CRAH  Computer Room Air Handler
DC Data center

TTV Thermal testing vehicle
L2A Liquid-to-air

HX Heat exchanger

CL Cooling loop

cC Cooling capacity

SAT Supply air temperature
RAT Return air temperature
SFT Supply fluid temperature
RFT Return fluid temperature
ITE Information technology equipment
GPU Graphics processing unit
Ccv Control valve

Subscripts

B Buoyancy force

liq Liquid

in Inlet

out Outlet

PG Propylene Glycol

The heat is subsequently removed using cold air utilizing fans in a HX.

Gao [18] experimentally characterized a technology cooling system
loop (TCS) in a liquid cooling system for servers. Various operation
scenarios were investigated, including coolant flow rates, supply tem-
peratures, and air velocities. Moreover, the control system response to
dynamic changes in the operation is also presented and judged based on
the speed and accuracy of delivering the desired operating conditions.
Mohamad [19] created and evaluated an innovative liquid cooling ar-
chitecture for IT racks in OVH cloud data centers (DCs). The study
compared three alternative heat rejection devices under four climate
conditions in a performance assessment of a 600-kW data center. In
Schmidt’s study [15], an air-to-liquid heat exchanger (A2L HX) was
mounted on the side of a server cabinet to reduce the negative effects of
hot air recirculation. The A2LHX prevented the recirculation of hot air
and helped maintain stable flow and temperature levels for the other
components by removing the server’s 35-kW heat load. Data center ef-
ficiency is crucial for minimizing costs, reducing environmental impact,
and ensuring reliable operations in an increasingly data-dependent
world. In a hybrid cooling technique for DCs, Udakeri [20] suggested
that combining liquid cooling and air cooling could be very efficient. In a
more generalized study, Capozzoli [21] discussed and compared the
existing and emerging cooling technologies for data center applications.
The pros and cons of each technology were highlighted, along with a
thorough look at future technologies. Various conclusions were sum-
marized, such as the importance of using waste heat recovery techniques
and integrating renewable energy sources (RES) and thermal energy
sources (TES). Moreover, the value of implementing energy efficiency
measures was also highlighted, such as aisle containment, optimizing air
distribution, and reducing active mechanical equipment usage. Recent
studies have focused more on the technicalities of cooling system
employment. An in-depth investigation by Shahi [22] aimed at showing
the effect of flow variation on the cooling performance of a server-level
liquid cooling system. The performance indicators included the core
temperature, memory module temperatures (DIMM), and the tempera-
ture of the platform controller hub (PCH). Various power levels were
tested, along with several inlet temperatures for the coolant. It was
shown that the effect of increasing the coolant flow rate is more obvious
at 0-50% of the total thermal load, whereas the significance of this
parameter becomes less in the range of 50-100% of the total thermal
load of the server. Nada [23] looked at the thermal and hydraulic effi-
ciency of servers’ liquid cooling systems. Different cooling fluid path
designs, including parallel and serpentine arrangements, as well as
various geometrical dimensions, were researched under a variety of

operating scenarios.

Liquid cooling systems operating at elevated supply fluid tempera-
tures can achieve higher efficiency levels, reduced cooling system
complexity, enhanced equipment reliability, and the potential to utilize
waste heat for other purposes. Iyengar [24] experimentally studied
hybrid cooling at rack level. The study incorporated cooling for low-
power devices and liquid cooling for higher-power devices at high
coolant supply temperatures. This type of server could accept higher
coolant inlet temperatures for water up to 45 °C and air up to 50 °C, and
it reduced overall energy consumption by 25%. Zimmermann [25]
demonstrated that hot water can serve as a coolant to address the
cooling requirements of data centers, utilizing insights gained from an
experimental data center prototype named Aquasar. Furthermore, ac-
cording to the authors, up to 80% of the DC waste heat can be recovered
when warm water is reused for space heating. In the same concept,
Iyengar [26] studied the performance of a novel high-temperature liquid
cooling system based on the economizer concept. The authors docu-
mented their efforts in developing chiller-less, liquid-cooled systems for
energy-efficient data centers and thermal management. A 15-kW rack
with liquid-cooled servers was used for that research, with coolant
temperatures up to 45 °C. An energy savings of around 30% was
anticipated using the proposed warm coolant system. Another study
conducted by Rubenstein [27] proposed a cooling approach that relies
on warm water for electronics cooling instead of chilled coolant. The
effects of various environmental conditions on the system’s performance
are documented, along with an analytical model describing the heat
transfer within the system. The results showed that up to 50% savings in
the total energy consumption of the cooling system can be achieved
using the proposed approach.

Hwang [28] developed an energy use model for data center thermal
management based on conventional air-cooling systems and hybrid
cooling. The proposed model was validated experimentally for rack-
level thermal management. Various parameters affecting energy usage
were considered for air and hybrid cooling schemes. It was concluded
that the air-cooling system is less dependent on the ambient air tem-
perature than the hybrid cooling system. On the other hand, the hybrid
cooling system resolves most of the limitations associated with air
cooling. It also shows enhanced energy performance because of the
reduction in the amount of cooling required by air-cooled auxiliary
components. Another example is the research done by Watson [29],
which conducted a CFD analysis for air-cooling systems with contained
hot aisles and liquid-cooled immersion systems. ANSYS Fluent was used
to predict the performance of each system while the rack power density
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was changed from 15 kW to 30 kW. The immersion cooling system was
able to maintain a 25 °C outlet temperature for all experimented power
levels, while the air-cooling system showed an increase of 18 °C in the
coolant outlet temperature. The most recent paper in this field was by
Heydari [30], who experimentally and numerically studied the perfor-
mance of liquid-to-liquid CDUs under various operation conditions in
air-cooled DCs.

This study focuses on developing and testing a direct-to-chip cold
plate liquid cooling system for high-heat-density data centers, aiming to
enhance cooling efficiency and energy performance. The experimental
setup used in-row CDUs with an L2A HX. This system supplies chilled
liquid to cold plates that are attached to high heat-density heaters
intended to mimic the constant heat flux produced by processors. Then
the hot air is immediately vented from the heat exchanger into a hot
aisle containment. The setup includes different kinds of cooling loops,
rack manifolds, and thermal testing vehicles (TTVs). Full descriptions of
system components, the best practices in handling them, and the per-
formance of each cooling loop in terms of thermal resistance and pres-
sure drop appear below, and the CDU’s response at full heat load is
analyzed and summarized in this paper. Notably, this paper signifies a
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notable gap in the existing body of research, as there is a lack of sub-
stantial large-scale experimental demonstrations of a deployed single-
phase liquid cooling approach in data centers. The majority of the
existing literature primarily focuses on thermal management at the chip,
server, and low load rack levels. Our investigation reveals the adapt-
ability of liquid cooling design to achieve an impressive 52 kW per rack,
signifying a substantial departure from prevailing air-cooling method-
ologies. By enhancing comprehension of liquid cooling’s efficacy in
augmenting cooling and energy efficiency, cooling capacity, and
equipment reliability for high-power density racks within data centers,
this work assumes paramount importance.

2. Experimental setup
2.1. Setup Description

The experimental setup consists of three racks and two identical in-
row L2A CDUs, as seen in Fig. 1. Both CDUs are liquid-to-air heat ex-

changers that operate in the constant flow rate mode and have a cooling
capacity of 63 kW. Each rack is loaded with five thermal testing vehicles

Hot aisle containment

Cold aisle containment

L ——
&0 NS .,

A

Fig. 1. (a) CAD drawing of the experimental setup. (b) Back view of the experimental setup. (c) Front view of the experimental setup.
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(TTVs) that consist of eight big heaters and six small heaters with a T-
type thermocouple installed in each one to measure their temperature.
Each TTV can reach a total power of 9.2 kW (1 kW/big heater and 200
W/small heaters). Each CDU has two fans and two pumps; one of the
pumps is redundant. The heat exchanger uses the cold air supplied by
two computer room air handler units (CRAH) through raised floor
perforated tiles as the primary side, while it pumps a propylene glycol
mixture with water (PG 25) as the secondary side to the racks. The PG25
was supplied from the CDUs to the rack manifold via the row manifold,
and on the return side of the row manifold from each rack, control valves
were installed and utilized to manage and assure appropriate flow
through every rack as well as to gather flow data, including coolant
temperature, glycol percentage, and flow rate. In this setup, three
custom rack manifold designs A, B, and C with six pairs of quick
disconnect ports are placed vertically on the rack. Efficient and easy
coupling between the rack manifold and the row manifold is achieved
through the utilization of streamlined FD83 quick disconnects. Schrader
air pocket release valves at the top of each rack manifold eliminate
trapped air or bubbles that would cause excess pressure differentials and
might damage the CDU pumps. Additional details on the experimental
setup can be found in [31,32].

The inlet and outlet manifolds between the rack manifold and
cooling loops were instrumented with ultrasonic flow meters, pressure
sensors, and temperature sensors to measure the cooling loop flow rate,
pressure drop, and coolant inlet and outlet temperatures, as seen in
Fig. 2.

Table 1 provides a summary of instrumentation models and specifi-
cations used in the experiment.

2.2. Thermal testing vehicle design

To replicate the thermal properties of a server, thermal equipment
called a thermal testing vehicle (TTV) with uniform heat flux heaters
was loaded into the racks in a 3U chassis, as shown in Fig. 3(a). The TTV,
which mimics a real high-heat-density device, is an affordable and ideal
option to assess the thermal performance of the proposed cooling loops
for servers. Two heaters with different geometries were used to evaluate
two different processors (GPUs and NV Switches). Each TTV consists of 8
big heaters (Type A), each with a size of 50.8 mm x 50.8 mm x 6.23 mm
and an electrical resistance of 48.4 Q + 5%, and 6 small heaters (Type B)
with a size of 25.4 mm x 25.4 mm X 5.4 mm and an electrical resistance
of 242 Q + 5%, with a T-type thermocouple installed in each to measure

%

TTV + Cooling loop
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Table 1
Specifications of experimental apparatus.

Description Specification Accuracy

Airflow rate
Fluid flow rate
Data acquisition

Flow hood multimeter (ADM-850 L). + 3% of reading
FD-X Al clamp-on micro flow sensor. +0.003 ml/min
KEYSIGHT DAQ970A -

system

Raised floor tiles ~ Perforated tiles with an open area of 32%.  —

Pressure KEYENCE GP-MO0O01T (-14.50 to 14.50 PSI)  +1% of full scale
readings KEYENCE GP-MO10T (-14.5 to 145 PSI) or less.

Power supply Keysight PS-XHW-200 +0.1%

Air temperature DegreeC / Cambridge AccuSense +0.2°C

ATM2400 airflow temperature monitor.
FLIR E4 Thermal imaging camera with a
temperature range of —20 to 250 °C.

0.15 °C thermal
sensitivity

IR images

the top surface temperature. A Type A heater can reach a maximum
power of 1000 W, while a Type B heater can reach 200 W. The total
power level a TTV can reach is 9.2 kW.

2.3. Cooling loops design

This experiment employed three distinct cooling loops, illustrated in
Fig. 4. TTVs in the same rack were attached to the same type of cooling
loops. Rack A has cooling loops X, Rack B has cooling loops Y, and Rack
C has cooling loops Z. Each cooling loop has a unique flow distribution,
for instance; in cooling loop X, as seen in Fig. 4 (a), the coolant enters the
large cold plates attached to heaters 2 and 4 at the same time and then
flows to 1 and 3, where they receive the pre-heated coolant, and then
exits the cooling loop through the common hose. In the same way, the
coolant enters the large cold plates attached to heaters 5 and 7, then
enters heaters 6 and 8 as pre-heated coolant, and then exits the cooling
loop. For the small cold plates attached to Type B heaters, the fluid
enters cold plate 1, moves to 2, and from there to cold plate 3 before
exiting the cooling loop, and the same for cold plates 6 to 5, and 4.
Cooling loop Y (Fig. 4(b)) shares the same fluid distribution in the small
cold plates side as in cooling loop X, while it’s different in the large cold
plates side, where the even-numbered cold plates receive the fluid first,
after which it travels through the odd-numbered cold plates and exits the
cooling loop. In cooling loop Z (Fig. 4(c)), only the small cold plates 2
and 5 receive fresh fluid, and then the fluid splits from 2 to 1 and 3, and
the pre-heated fluid distributes to the large cold plates 1 and 3, and from

Pressure sensor

Ultra-sonic flow meter

Temperature sensor

Fig. 2. CAD model for the instrumented manifold that connects the rack manifold with the cooling loop attached to the TTV.
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Top layer
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Insulation layer

Base plate with bracket
Top layer

MIC

Insulation layer

Base plate with bracket

(c) Exploded view of Type B heater.

Fig. 3. CAD model for the TTVs used in the experiment with an exploded view for the heaters.

them to 2 and 4, and then exits the cooling loop. The remaining small
and large cold plates follow a similar pattern before the fluid finally
leaves the cooling loop.

3. Results and discussion
3.1. Thermal and hydraulic performance of cooling loops

A rack-level experimental setup was used to characterize the pres-
sure drop for each cooling loop and the thermal resistance for the larger
cold plates in each of the three types of cooling loops. For the thermal
test of single A-type heater cold plates, it was conducted under different
flow rates; the Type A heater power was 550 W, and the supplied fluid
temperature was 32 °C with PTM 7900 phase change thermal interface
material (TIM) between the heater and the cold plate. Thermal resis-
tance values along with their associated uncertainties are plotted in
Fig. 5. This indicates that among cold plates X, Y, and Z, cold plate Z has
the maximum thermal resistance. Of the others, cold plate Y has the best
thermal performance. The thermal resistance can be calculated using the
following equation:

Rrh _ Themer - Tliq,[n (1)
q

The hydraulic test of the cooling loops was performed at a constant
coolant inlet temperature of 24 °C. The pressure drop includes the
cooling loop, piping, and the quick disconnect with the fittings. As
shown in Fig. 6(a), a comparison between the three cooling loops shows
that cooling loops Y and X exhibit the lowest and maximum pressure
drops, respectively. Fig. 6 (b) shows the results of the pressure drop of
the quick disconnects and fittings at different flow rates. This experi-
ment was conducted by looping the quick disconnect’s inlet and outlet
ports. It is noted from the results that the quick disconnects and fittings
contribute most to the pressure drop values compared to the cooling
loops.

3.2. TTVs case temperatures

Fig. 7 shows the case temperatures of the Type A and B heaters for
the TTVs in each rack, where Rack A TTVs have type X cooling loops
attached to them, Rack B has type Y, and Rack C has type Z. Each TTV
reached a total power of 7.2 kW (800 W for Type A heaters and 133 W

for Type B heaters), the coolant flow rate was 8 LPM/CL, and the coolant
supply temperature was 32 °C. The temperatures of the heaters within a
cooling loop exhibit variations due to the distribution of flow and the
temperature of the supply coolant to the cold plates within it. For
example, in cooling loop Y, the even-numbered Type A heaters have
lower temperatures than the odd-numbered ones as the coolant enters
the even-numbered cold plates, and then the preheated coolant enters
the odd-numbered cold plate and exits the cooling loop via the common
manifold, while for the Type B heaters, the coolant enters cold plate 1,
then to 2 and flows to 3, then exits the cooling loop. Similar to this, the
fluid enters cold plate 6 and goes via the 5th one and to the 4th cold plate
before exiting the cooling loop.

3.3. Single rack test

Prior to testing the three racks for high-power testing with both
CDUs, an initial assessment was performed under specific boundary
conditions using a single CDU. This assessment involved loading only
one rack with 6 TTVs. The total rack power reached 53 kW, the SAT was
15 °C with a coolant flow rate of 8 LPM/CL, and the measured total
airflow from both CRAH units delivered to the cold aisle was 6144 cfm
by using the flow hood. There is no control over the supply fluid tem-
perature on the CDU side, as it relies mostly on the SAT and heat load. As
shown in Fig. 8 (a), the HX fan speed was running steadily at 30% of its
maximum speed until the power delivered from the power supply
reached 30 kW. The fan speed started to increase and oscillate, trying to
keep up by cooling the secondary fluid on the liquid side until it reached
100% by reaching the maximum input heat load. The secondary fluid
temperature fluctuated as the fan speed oscillated, and the temperature
reached a steady state as the fan speed reached 100%. It can also be
noted from the results that the average heat removal from the liquid side
at full fan speed is about 50 kW and the heat capture ratio by the fluid is
94%, while the remaining 6% is removed by air. Infrared (IR) images
acquired during the experiment, as shown in Fig. 9, indicate a uniform
distribution of air temperatures within the cold aisle. There is no sig-
nificant evidence of recirculation of hot air to the cold aisle, which
corroborates the average temperature readings obtained from the 22
temperature sensors positioned in front of the CDU in the cold aisle.
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(a) Cooling loop X.
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(b) Cooling loop Y.

(c) Cooling loop Z.

Fig. 4. Cooling loops configuration used in the test.

3.4. Multi-rack testing and CDUs performance

Two experiments were carried out employing both CDUs and the
three racks. The initial experiment, labeled Test A, was conducted
without utilizing blanking panels on the rear side of the racks within the
cold aisle, which had 8 perforated tiles. The objective of this test was to
assess the impact of air recirculation between the hot and cold aisle
enclosures on the performance of the CDUs, as well as on the SFTs and
SAT. The boundary conditions for this test were: the total power deliv-
ered to the racks was 82 kW (5.4 kW/TTV), there were 8 perforated tiles
in the cold aisle, the SAT setpoint on the CRAHs was 13 °C, the measured
airflow rate was 4670 cfm, and the fluid flow rate was 8 LPM/CL. A
notable hot air recirculation from the hot aisle to the cold aisle was
observed, contributing to an elevation in the cold aisle’s SAT. This can

be seen from the IR images taken during the experiment, as shown in
Fig. 10.

Fig. 11 shows the experimental results of Test A, including the
response parameters for both CDUs and the measured SAT. As the
delivered power increases, the mixing between the hot and cold air in-
creases, raising the SAT in the cold aisle from the setpoint, which was
13 °C, to 29 °C, which reflects on the fan speed of the CDUs and the SFTs.
The fan speed oscillates before reaching 100% because of three major
things. The first is insufficient airflow through the HX fans because there
are only 8 perforated tiles in the cold aisle, as both HXs require airflow
rated at 6650 CFM at 100% fan speed. The second is the increase in SAT,
and the third one is the fan control type adapted by the unit.

To address this issue, blanking panels were installed on the rear side
of the racks, and the number of perforated tiles within the cold aisle was
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Fig. 5. Cold plate thermal resistance comparison for the three cooling loops
used in the test at different flow rates.

increased to 18 tiles. This adjustment was made to guarantee an ample
supply of cold air in the cold aisle [33]. Test B was conducted under
these boundary conditions: the total power delivered to the racks was
128 kW (8.53 kW/TTV), there were 18 tiles in the cold aisle, the SAT
setpoint on the CRAHs was 18 °C, the airflow rate from the CRAH units
was 10,600 cfm, and the fluid flow rate was 8 LPM/CL. The results from
the IR images as seen in Fig. 12 agree that the implementation of
blanking panels and increasing the number of tiles assures uniform SAT,
adequate airflow, and effectively prevents recirculation between the
cold air and the hot air. The adjustments ensure a consistent temperature
of the supplied fluid and a stable fan speed.

The results for Test B are shown in Fig. 13. The SAT in the cold aisle
was constant around the setpoint at 18 °C during the experiment, as
shown in Fig. 13 (b), and the fan speed oscillation is less compared to the
fan speed in Test A because the hot air recirculation is limited and the
SAT is more uniform in the cold aisle. A steady state was achieved at
three stages of 10%, 50%, and 100% of total input power to observe the
CDU’s performance at low, medium, and maximum power. At 10%
power, the CDUs’ fans were running at a constant speed, and a 27.9 °C
SFT was achieved after reaching a steady state. After that, the power was

12 T T T r -
1M1 ]
10 | 1
9r ]
8 ]
= 77 J
(7]
2 6l 1
o
< 5t J
4r -
—F— Cooling loop Z
3 —4— Cooling loop Y
Cooling loop X
2t E
1 = =
0 i i i i I
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Q (LPM)
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increased to 50% of the total power input, the fan speed started to in-
crease in both units, and a steady SFT was achieved at 32.8 °C. After
reaching maximum power, the fan speed went to 100%, and both units
were running at full capacity, where a 39.3 °C SFT was achieved during
steady-state operation.

The amount of heat picked up by the coolant was calculated for each
TTV by using Eq. 2. The inlet and outlet coolant temperatures were
measured at the cooling loop side by using calibrated thermistors, and
the coolant flow rate entering each cooling loop was measured by using
ultrasonic flow meters. Table 2 presents the measured data for coolant
temperatures and flow rate with the calculated heat removal by the
coolant for each TTV for the three racks for Test B.

qrrv="1rrvCppi)s (T Ligout — T li%i") &)

Where g,y is the amount of heat carried by the coolant from the TTV,
mrry is the mass flow rate of the coolant entering the cooling loop, and
Cp,.s is the coolant specific heat.

Another important term to evaluate the CDU’s HX thermal perfor-
mance is the HX effectiveness (g), which is determined as the ratio of the
actual heat transfer to the maximum heat transfer that would happen if
the fluid’s temperature approached the SAT [34,35]. The following
equations can be used to evaluate the effectiveness of HX and the heat
removed by CDU:

. Actualheattransfer
" Maximumpossibleheattransfer

_ mepyCppeys (Tepupeasin — Tepupeasout) 3)

(lhcp) ) (TPGZS,out - Tair.in)

min

Gactuar = Depv = McpvCppos (Tcpv.paasin — Tcov,paasout) @

In Eq. (3), (mcp), .. is the minimum value between air and PG25 when
calculating the maximum possible heat transfer. Table 3 summarizes the
data for both CDUs at maximum input power for Test B, and it shows
that both units have approximately the same amount of heat removal
and effectiveness as they are identical units. In addition, the heat capture
ratio by the coolant can be found by dividing the heat removed by the
CDUs by the total input power delivered by the power supplies, and it
was found to be 93% while 7% was removed by air.

45 1
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Fig. 6. (a) Pressure drop comparison for the three cooling loops at different flow rates. (b) Pressure drop of the quick disconnect.
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Fig. 7. The case temperature of the type A and B heaters for each TTV with respect to time for the three types of cooling loops used in the experiment.

3.5. Uncertainty analysis

An essential stage in experimental research is uncertainty analysis,
which evaluates and conveys the accuracy and reliability of the results.
In order to provide a more thorough comprehension of the data, it
measures the inherent variability and errors that are present in every
measurement. Eq. (5) represents the collective uncertainty resulting
from the contributions of uncertainties associated with each variable
within the equation [36,37].

B J0R ., OoR ., oR
Wr = \/(6X1w1) + (szwz) + e+ (Tan") %)

Where wg represents the uncertainty in the final result, while w1, @3, -+
,wp represent the uncertainties associated with the independent vari-
ables, and R is the measured or calculated data that might depend on
other variables, for example, the thermal resistance, which depends on
the case temperature, coolant inlet temperature, and the total power.
Table 4 presents all the uncertainties associated with the data that were
measured and calculated in the preceding sections.

4. Conclusion

This study introduces an innovative experimental framework aimed
at assessing the feasibility of incorporating single-phase liquid cooling
for high power-density DCs through the utilization of in-row liquid-to-
air CDUs. The key outcomes of this study are outlined as follows:

o Initially, a comprehensive evaluation of the thermohydraulic per-
formance of various cooling loops was conducted, revealing that
cooling loop Y demonstrated superior thermal and hydraulic effi-
ciency compared to the alternatives. This loop exhibited a thermal
resistance of 0.0198 °C/W and a pressure drop of 6.55 psi.

e A test was conducted on a single rack with a cooling distribution unit

(CDU) operating at lower and higher power levels. The CDU effec-

tively managed heat removal in both tests. However, during the

higher power test with multiple racks, issues of air recirculation were
observed due to open rack backs.

To address the air recirculation problem, blanking panels were added

to the rear of the racks. This adjustment was followed by another test

at even higher power, where the panels successfully prevented air
recirculation and maintained consistent temperatures in the cold
aisle. The CDU’s cooling capacity and the effectiveness of heat
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Fig. 8. (a) CDU Cooling capacity comparison with total power delivered by power supply. (b) Cold air average temperatures in the cold aisle.
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Fig. 9. (a) IR images in the cold aisle. (b) IR images in the hot aisle.

exchangers (HX) were also measured and calculated. The liquid centers, effectively addressing the intricate challenges posed by

phase displayed a remarkable ability to handle a significant portion escalating IT equipment power densities. The findings underscore

of the heat load. the potential of this approach to revolutionize data center cooling
e In summary, this study conclusively establishes the efficacy of strategies and enhance overall operational efficiency.

implementing liquid-to-air (L2A) cooling methodologies within data
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Fig. 10. IR images taken during the experiment in the cold aisle before installing the blanking panels.

110

100

90

80 ;

70

60

50

40

30

20

10

CDU1 fanspeed %
CDU1 SAT (C)

CDU1 SFT (C)

CDU1 pump speed %
CDU1 CC (kW)
CDU2 fanspeed %

CDU2 SAT (C)

CDU2 SFT (C)

CDU2 pump speed %
CDU2 CC (kW)

Total power (kW)

. Am Bm e em e

S W

10 20 30 40
Time (min)

Fig. 11. Results of Test A.

50

60 70

Fig. 12. IR images taken during the experiment in the cold aisle after installing the blanking panels.

10



A. Heydari et al.

Applied Thermal Engineering 239 (2024) 122122

140 T T T T 20.0
CDU1 fanspeed % CDU2 SAT (C)
130 CDU1 SAT (C) CDU2 SFT (C) y
CDU1 SFT (C) CDU2 pump speed %
120 CDU1 pump speed % CDU2 CC (kW) . 19.0
CDU1 CC (kW) Total power (kW)
110 CDU2 fanspeed % i
18.0
100 1
%20 i 17.0
]
- Rl R e e 1 o
= [
‘e 70 1 K160
g
= 60 b
15.0
50 b
40 1
14.0
30 1
20 T 13.0
10 b
0 L L L L | L L L | | L 12.0
0 20 40 60 80 100 120 140 160 180 200 220 123 45 6 7 8 9 10111213 141516 17 18 19 20 21 22
Time (min) Sensor number
(a) (b)
50 50
49 49
48 48
47
47 o
e <
P Fa6
46
45
45
44
44
43
43

3 45 6 7 8 9 10 11 12 13 14 15 16 17 18 19
Sensor number

(©)

123456 7 8 910111213141516171819

Sensor number

(d)
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Table 2
The calculated heat removal data for the TTVs in Test B with TTVs cooling loop
flow rate and inlet and outlet coolant temperatures.

Rack A

TTV1 TTV2 TTV3 TTV4 TTV5
Tin (°C) 38.87 39.14 39.26 39.25 39.12
Tout °C) 53.5 53.54 53.2 54.04 53.54
Qpgas (LPM) 8.11 8.15 8.2 7.97 8.05
q (kW) 7.94 7.85 7.65 7.88 7.77
Rack B

TTV1 TTV2 TTV3 TTV4 TTV5
Tin (°C) 39.78 39.82 39.84 39.66 39.27
Tout °C) 54.9 54.91 54.39 54.88 54.31
Qpg2s (LPM) 7.92 8 8.1 7.95 8.04
q (kw) 8.01 8.07 7.88 8.09 8.09
Rack C

TTV1 TTV2 TTV3 TTV4 TTV5
Tin (°C) 39.14 39.25 39.09 39.13 39.22
Tout (°C) 53.74 53.98 53.42 53.19 53.72
Qpg2s (LPM) 8.05 8.07 8.2 8.23 8.07
q (kw) 7.86 7.95 7.86 7.74 7.83

Table 3
CDUs response parameters for Test B.
CDU 1 CDhU 2

SAT (°C) 18.6 18.8
RAT (°C) 48 47.8
SFT (°C) 39.15 39.53
RFT (°C) 53.8 54.29
Coolant flow rate (LPM) 59.95 59.1
Air flow rate (m®/s) 1.641 1.655
Actual heat transfer (kW) 58.87 58.5
Maximum heat transfer (kW) 70.19 71.31
3 0.83 0.82
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Table 4
Uncertainties of the measured and calculated parameters.
Sensor accuracy Uncertainty

Temperature (°C) +0.2°C 0.2°C
Pressure drop (°psi) +0.145 psi +0.2 psi
Input power (kW) +0.1 % +0.1 %
Coolant flow rate (LPM) +0.003 ml/min +0.003 ml/min
Air flow rate (m3/s) +3 % +3 %
Thermal resistance (W/°C) - +0.0005 W/°C
Actual heat transfer (kW) - +0.15 kW
Effectiveness - +0.009
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Data will be made available on request.
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