'.) Check for updates

ASME

SETTING THE STANDARD
L —————

ASME Journal of Electronic Packaging
Online journal at:
https://asmedigitalcollection.asme.org/electronicpackaging

Ali Heydari
NVIDIA Corp.,
Santa Clara, CA 95051

Ahmad R. Gharaibeh'
Department of Mechanical Engineering,
ES2 Center,

Binghamton University-SUNY,
Binghamton, NY 13902

g-mail: agharai1l@binghamton.edu

Mohammad Tradat
NVIDIA Corp.,
Santa Clara, CA 95051

Qusai Soud

Department of Mechanical Engineering,
ES2 Center,

Binghamton University-SUNY,
Binghamton, NY 13902

Yaman Manaserh
NVIDIA Corp.,
Santa Clara, CA 95051

Vahideh Radmard
NVIDIA Corp.,
Santa Clara, CA 95051

Bahareh Eslami
NVIDIA Corp.,
Santa Clara, CA 95051

Jeremy Rodriguez
NVIDIA Corp.,
Santa Clara, CA 95051

Bahgat Sammakia
Department of Mechanical Engineering,
ES2 Center,

Binghamton University-SUNY,
Binghamton, NY 13902

1 Introduction

Performance Analysis
of Liquid-to-Air Heat Exchanger
of High-Power Density Racks

The ability of traditional room-conditioning systems to accommodate expanding
information technology loads is limited in contemporary data centers (DCs), where the
storage, storing, and processing of data have grown quickly as a result of evolving
technological trends and rising demand for online services, which has led to an increase in
the amount of waste heat generated by IT equipment. Through the implementation of hybrid
air and liquid cooling technologies, targeted, on-demand cooling is made possible by
employing avariety of techniques, which include but are not limited to in-row, overhead, and
rear door heat exchanger (HX) cooling systems. One of the most common liquid cooling
techniques will be examined in this study based on different conditions for high-power
density racks (+50 kW). This paper investigates the cooling performance of a liquid-to-air
in-row coolant distribution unit (CDU) in test racks containing seven thermal test vehicles
(TTVs) under various conditions, focusing on cooling capacity and HX effectiveness under
different supply air temperatures (SAT). This test rig has the necessary instruments to
monitor and analyze the experiments on both the liquid coolant and the air sides. Moreover,
another experiment is conducted to assess the performance of the CDU that runs under
different control fan schemes, as well as how the change of the control type will affect the
supply fluid temperature and the TTV case temperatures at 10%, 50%, and 100% of the total
power. Finally, suggestions for the best control fan scheme to use for these systems and units
are provided at the conclusion of the study.
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environment have grown increasingly substantial. In DC facilities,
cooling technologies contribute to 30-50% of the overall energy

Many essential Internet-scale products and services, such as
internet-wide search, email services, and artificial intelligence, have
made cloud computing and DCs an essential part of modern life. DC
usage has grown dramatically, and there is a larger requirement for
downsizing and convergence, which will lead to a rise in the heat
load. As a result, their energy usage and negative effects on the
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usage [1,2]. Additionally, it has been shown that about half of DCs’
cooling systems are ineffective [3]. An estimated 70 x 10° kWh, or
1.8% of all U.S. power use in 2014, came from data centers in the
country [4]. Numerous studies and approaches are used to reduce
energy costs. With the American Society of Heating, Refrigeration,
and Air-Conditioning Engineers (ASHRAE) allowing a signifi-
cantly broader acceptable zone, the inlet dry bulb temperature for air
entering the IT equipment varies, impacting long-term operation
and reliability for air cooling. This temperature range, as specified
by ASHRAE TC 9.9, spans from 18 °C to 27 °C, offering guidelines
for maintaining optimal conditions within IT environments [5].
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Throughout the past years, air cooling technologies have emerged
as the major cooling method. In recent air-cooling studies [6,7]
researchers successfully extended the boundaries of air cooling for
both 2U and 4 U form factors, achieving a power dissipation of
500 W per socket. This surpassed conventional air-cooling limits by
150 W, accomplished through the development of an innovative air-
cooling solution utilizing thermosyphon heatsinks. However, air-
cooled DCs are subject to certain limitations due to the weak thermal
characteristics of air, resulting in a suboptimal convective heat
transfer coefficient. Moreover, a proper airflow management system is
also difficult to implement, and some DCs lack the means to do so
[3,8—11]. As aresult, data centers started to migrate from traditional air
cooling to direct-to-chip cold plate liquid cooling to handle high-
density power racks, and it has shown to be a successful, useful, and
energy-efficient approach [12—14]. This is due to the fact that liquids
with higher specific heat capacities, densities, and incompressibility are
able to absorb, store, and transport greater amounts of heat than air [15].

Simon [16] numerically studied the effects of employing rear door
air-to-liquid heat exchangers in data centers with low- or high-
density racks without an additional cooling method such as
computer room air handler (CRAH) or computer room air
conditioning units. By developing a computational fluid dynamics
model. Gao [17] experimentally investigated the effects of changing
supply fluid temperature (SFT), liquid flowrate, and airflow rate on
the cooling capability and graphics processing unit case temper-
atures of a single-phase liquid-cooled IT rack by using liquid-to-
liquid CDU. Schmidt [18] used a liquid-to-air HX attached to the
side of the server cabinet to minimize the effects of hot air
recirculation by absorbing the server heat load of 35kW without
affecting the flow or other components’ temperature. Chowdhury
[19] was able to identify the benefits and drawbacks of using in-row
coolers for different rack power configurations and aisle contain-
ment. They also looked into the impact of raising the inlet
temperature for IT equipment under various air flow rates and the
impact of pairing in-row coolers with external air conditioning units
on their cooling capacity. Shahi [20] developed a design of
experiment for different heat loads of IT equipment, fluid flowrate,
and supply temperature, among other factors that have an impact on
the thermal performance and core temperature of liquid-cooled
computing systems, and the findings demonstrated a strong
connection between the core temperatures and the different input
variables. Iyengar [21] conducted an experimental study on the
server rack hybrid cooling system, which combines liquid cooling
that uses water as the working fluid for high-power components and
air cooling for low-power ones at water supply temperatures above
ambient. This sort of server lowered overall energy usage by
approximately 25% and could tolerate higher coolant inlet temper-
atures for water and air up to 45°C and 50°C, respectively. In
another study, Gao [22] offered a detailed approach to examine and
explain the HX’s transient performance when operating in cooling
and heating applications with connected cooling loops or cold
plates. They also developed a transient effectiveness technique to
assess each component’s thermal mass. Bhalerao [23] performed a
second-law analysis in computational fluid dynamics to show that
the employment of hybrid liquid-air systems can minimize total
energy destruction while they enhance energy efficiency. He also
found that more heat removal can be achieved by using in-row
coolers instead of CRAH units.

This study highlights the adoption of hybrid liquid-to-air in-row
HXlocated inside a row of racks as an alternative to conventional air-
cooled solutions for high power-density racks. In this study, the
performance of a liquid-to-air in-row CDU was evaluated in terms of
the cooling capacity (CC), HX effectiveness, and SFT under different
SAT and heat loads. Furthermore, an additional test was conducted to
examine the effects of the CDU fan controller modification scheme on
various parameters, which include SFT, CDU CC, and case
temperatures of the TTVs. The findings of this study have important
implications for the design and operation of modern data centers and
can help guide the development of more efficient cooling systems for
future data center infrastructure.
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2 Experimental Setup

The experimental setup used in this study, as seen in Fig. 1, includes
three racks: each rack is loaded with six TTVs placed in a 3 U chassis.
Each rack is connected to a rectangular cross section rack manifold
with air vents on top and two ports at the bottom of each rack manifold
attached to the row manifold via coupling stainless steel quick
disconnects. A bend port links pipe branches from the rack manifold
that goes to the TTV cooling loops, and they are connected via quick
disconnects. Two in-row liquid-to-air CDUs with an exact model are
connected to a row manifold to supply coolant to the racks. However,
in this study, only one CDU was included in the test, and the other one
was disconnected from the row manifold. The CDU has two fans and
two pumps, one pump is redundant and the rated cooling capacity for
the unit is 63kW and the maximum flowrate is 90 LPM. A propylene
glycol mixture with water (PG 25) was the working fluid used in the
tests. As an additional method of controlling the liquid flowrate on the
secondary side, control valves were installed on the return side of the
row manifold of each rack to guarantee that the necessary fluid
flowrate was achieved. More details about the experimental setup can
be found in Refs. [24] and [25].

Figure 2 shows the schematic of the TTV, cooling loop, and
instrumented manifold in the experimental setup. Seven TTVs were
used in this study, and each TTV consists of 14 heaters, as seen in
Fig. 2(a). Eight big heaters (Type X) had a surface area of
50mm x 50 mm, and each heater can reach a power of 1kW. Six
small heaters (Type Y) had a surface area of 25 mm x 25 mm, and
each heater can reach 200 W of total power.

Table 1 summarizes the instrumentation types and specifications
that were used in the study.

The cooling loop shown in Fig. 2(b) has two types of cold plates:
each of the two type X cold plates is in series (for a total of eight cold
plates), and the three type Y cold plates are in series (for a total of six
cold plates). The coolant is distributed by a common hose (blue hose
as seen in Fig. 2(¢)) for both types of cold plates and returned by a
common outlet hose. Fluid distribution through the cooling loop can
be used to observe thermal shadowing. As heat is transferred from a
cold plate to a coolant, the temperature of the coolant rises, and this
decreases the coolant’s heat-transfer capacity because the temper-
ature difference between the cold plate’s maximum junction
temperatures, which represent the temperature at the interface
between the cold plate and the heater to the incoming fluid’s
temperature, is less [26]. The cold fluid enters the even-numbered
type X cold plates first and then the preheated fluid flows to the odd
ones. While the fluid for the type Y cold plates enters cold plate 1
first, flows to cold plate 2, then enters cold plate 3, and finally leaves
via the common hose. Similarly, as in type Y cold plate number 6, it
goes to 5 and 4 and then leaves via the common outlet hose.

3 Experimental Procedure

To examine the cooling system’s performance in various
scenarios when there is no control on the HX fans on the secondary
side (no available setpoint for secondary fluid temperature), four test
cases were taken into consideration. The outcomes of these tests
offer details on how the system operates in a liquid cooling system
and serve as a benchmark for comparison under the suggested SAT
asper ASHRAE TC 9.9 [27,28] and what are the archived SFT based
on these different scenarios and threshold case temperatures of the
TTV’s heaters. The study was conducted under four different groups
of SATs, and at each one, steady-state was reached at 10%, 50%, and
100% of total input power, which represents 6.2, 28, and 60 kW,
respectively, with a fixed coolant flowrate of approximately § LPM
per cooling loop to ensure that the case temperature is below the
critical thresholds. The CDU fan PI controller was configured to run
at maximum fan integration. More details about the boundary
conditions used in the experiments are clarified in Table 2.

4 Results and Discussion

4.1 Coolant Distribution Unit Performance. Four different
experiments were conducted to evaluate the performance of the
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Fig.1 The experimental setup used in the study: (a) hot aisle containment side, (b) cold aisle
containment side, and (c¢) schematic diagram of the experimental setup

CDU under different SATs in terms of CDU CC, SFT, CDU fan
speed, and CDU pump speed. A steady-state was reached at three
different heat loads: 10%, 50%, and 100% at a constant fluid
flowrate. Figure 3 shows the results of the four tests at different SATs
with cold air measurements taken in the cold aisle containment in
front of the CDU by using a grid sensor that consists of 22 °C/
Cambridge AccuSense temperature and velocity sensors. From the
results in Figs. 3(a), 3(c), 3(e), and 3(g), it can be noted that the SFT
depends on the fan speed and heat load, where at low load the fan
speed runs at its minimum speed, and as the heat load increases, the
fan speed increases to provide sufficient air to cool the liquid in the
HX by increasing the air mass flowrate. However, at 50% input
power for the four different tests, the fan speed percentage varied,
and as the SAT increased, the fan speed percentage also increased
for two reasons: the first is to maintain a minimal approach
temperature in the HX as the SAT increased and the second reason is

Journal of Electronic Packaging

to sustain the required mass flowrate for cooling the liquid in the HX.
However, the change in fan speed due to change in air density is
considered less than 3%. It is also observed that the pumping speed
decreases as the heat load increases to maintain a constant coolant
flowrate of PG25, where the viscosity of the liquid decreases as its
temperature increases, which will cause an increment in the liquid
flowrate. In Figs. 3(b), 3(d), 3(f), and 3(g), the temperature readings
from the temperature sensors for each test indicate the uniformity of
the temperature in the cold aisle compared to the setpoint and ensure
that there is no recirculation between hot air from hot aisle
containment and cold air in cold aisle containment.

4.2 Coolant Distribution Unit Cooling Capacity and Effec-
tiveness. To obtain the cooling capacity of the CDU, the amount of
heat removal from each TTV was calculated at the maximum heat
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Type Y heaters

Type X heaters

3U chassis

(b)

Ultra-sonic flow meter

Thermistor

Pressure sensor

Fig.2 (a) CAD model of the TTV, (b) CAD model of the cooling loop, and (c) a view of the server shows the TTV heater

assembly with cooling loop and instrumented manifold

Table 1 Details of experimental instruments

Description Specification Accuracy
Airflow rate Flow hood multimeter (ADM-850 L) +3% of reading
Fluid flow rate FD-X Al clamp-on microflow sensor +0.003 ml/min

Data acquisition system
Pressure readings

KEYSIGHT DAQ970A —
KEYENCE GP-MOOIT (—14.50-14.50 PSI)

*1% of full scale or less

KEYENCE GP-MO10T (—14.5-145PSI)

Power supply
Air temperature
Coolant temperature

Keysight PS-XHW-200 *0.1%
DegreeC/Cambridge AccuSense ATM2400 airflow temperature monitor
T-type thermocouples

*0.2°C
*0.2°C

load by using Eq. (1), and then the cooling capacity was found by
summation of the amount of heat picked up by the coolant for the
seven TTVs by using Eq. (2). The flowrate was measured by using an
ultrasonic flowmeter installed at the inlet of each cooling loop
attached to the TTV, as well as the coolant inlet and outlet
temperatures, by using thermistors at the inlet and outlet sides of the
cooling loop manifold, as seen in Fig. 2(c).

qrryv= M71vCppeas(TLiquid.out — TLiquid,in) (D

7
depy = ZqTTv,i = mcpuCp,q,: (Tepu,in — Tepv,out)  (2)

i=1

where gy is the amount of heat picked up by the coolant, mypy is

the coolant mass flowrate that enters the cooling loop, and Cp,,,. is

041102-4 / Vol. 146, DECEMBER 2024

Table 2 Boundary conditions of different tests

Test group SAT (°C) Total input power (kW) Coolant flow rate (LPM)

Group 1 18 6.2 57

Group 2 20 6.2 57

Group 3 24 6.2 57

Group 4 27 6.2 57
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Fig.3 CDU parameters response with respect to time for different input power levels and SATs. (a) CDU response parameters at
18 °C SAT, (b) SATreadings from the grid sensors at 18 °C, (c) CDU response parameters at 20 °C SAT, (d) SATreadings from the grid
sensors at 20°C, (e) CDU response parameters at 24 °C SAT, (f) SAT readings from the grid sensors at 24°C, (g) CDU response
parameters at 27 °C SAT, and (h) SAT readings from the grid sensors at 27 °C.

the coolant specific heat. Table 3 shows the measured data of the
coolant flowrate and inlet and outlet coolant temperatures in
addition to the calculated heat removal from the TTV by the fluid for
the first group at 18 °C SAT at a maximum input power of 60 kW.

The HX effectiveness (&) can be defined as the ratio between the
actual heat transfer and the maximum possible heat transfer that
might take place if the liquid temperature fell to the SAT. The
following correlation can be used to determine the effectiveness of
the HX:

Actual heat transfer

€= T .
Maximum possible heat transfer
~ mcpuCp,,s (Tepu.in — Tepu, out)
(mcp ) min (TLiquid, out — Tair, in)

3)

It should be noted here that the minimum value of (rhe,) between
the liquid and air should be taken into consideration when finding the
maximum possible heat transfer. Figure 4 demonstrates the
calculated values of the HX effectiveness at 100% input power in
accordance with the achieved values of the SFTs at different SATs.
The average value of the HX effectiveness is 0.85, and the SFTs
achieved at different SATs are within the range of (35.8-43.3) °C,
and the temperature values are less than the upper bound specified by
ASHRAE liquid cooling guidelines in the W4 envelope, which is
45 °C within a certain flowrate [27].
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4.3 Effects of Fan Control Type. To study the effect of the fan
control scheme on the CDU performance in terms of the SFT,
cooling capacity, and TTV heater case temperatures, a separate
experiment was conducted by the inclusion of six TTVs and a single
CDU at the specified boundary conditions of 15°C SAT, 53kW
input power, and a total fluid flowrate of 44 LPM. The CDU has two
types of fan controller modes: proportional-integral mode (PI) and
proportional mode (P). For the PI scheme, the fan integration time
was changed from 10 to 15 min in steps of 2, and before it reaches the
maximum fan integration time, the controller was changed to
proportional mode and then returned to PI mode at a fan integration
time of 15 min. For a PI controller, the controller output can be found
by using the following equation:

Z(t) = K, (SP — PV) + K; J(SP —PV)dt )

where K, is the coefficient for the proportional, SP is the setpoint
value, PV is the determined process variable and Kj is the
coefficients for the integral.

Figure 5 shows the effect of varying the fan controller on the CDU
SFT and cooling capacity. At region A, after the input power
increased to the maximum, the CDU fans operated in Pl mode with a
fan integration time of 10 min, and it can be seen that there is a huge
fluctuation in the fan speed, which reflects overshooting in the
coolant supply temperature, where the fluctuation’s amplitude is
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approximately 2.5°C. After that, the fan integration time was 37 1082
increased to 12 min and then 14 min, which reduced the oscillation a6l o1
in the fan speed and the amplitude fluctuation of the SFT to around °
1.1°C. In region D, the fan controller was set to proportional type, 35 {08
and the fan speed decreased over time. The SFT increased while the - | | | | | | | | | | o
CDU cooling capacity decreased; therefore, we had to change it 17 18 19 20 21 22 23 24 25 26 27 28
back to PI to avoid reaching the critical case temperature of the SAT (°C)

heaters and provide proper cooling to the TTVs. At the final stage in
region E, the fan integration time was increased to the maximum,
and at this level, the fan oscillation was minimal and a steady SFT
was reached with CDU cooling capacity.

Figure 6 demonstrates the response of some of the TTV type X
heaters in correspondence to the change in SFT and fan speed
percentage due to the change in fan control scheme. Because the SFT
depends directly on the fan speed, it will also impact each TTV
heater’s case temperature. The SFT fluctuated while the fan speed
oscillates in regions A, B, C, and D, which caused instability in the

041102-6 / Vol. 146, DECEMBER 2024

Fig. 4 HX effectiveness values and the archived SFTs at
maximum heat load of 60 kW for different SATs

case temperature of the heaters with a maximum fluctuation
amplitude of 2.8 °C in the case temperature of the heaters. However,
in region D, at maximum fan integration time, stable operation for
fan speed was achieved, and steady temperatures in the heaters and
coolant side were reached.
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5 Conclusion

The study investigated the performance of a liquid-to-air
implementation in row CDU for high-power density racks under
varying heat loads and SATs without any control or setpoint on the
secondary loop temperature. The configuration for the liquid cooling
system consists of an IT rack filled with TTVs and a liquid-to-air in-
row CDU with the necessary instrumentation, and it is used to carry
out multiple case studies for experimental characterization. Four
different tests were conducted under various SATs (18, 20, 24, and
27°C); the chosen temperatures were selected based on ASHRAE
recommendations for long-term operation and reliability, and
steady-states were reached at three different power levels (6.2, 28,
and 60 kW). The SFT was found to be dependent on the fan speed
and heat load, and at 50% input power, the fan speed percentage
varied for each test. It also increased as the SAT increased to
guarantee that a sufficient air mass flowrate passed through the HX.
The SFTs at various SATs are within the range of 35.8-43.3 °C, and
the temperature values are within the highest limit set by ASHRAE
liquid cooling recommendations in the W4 envelope, which is 45 °C
within a particular flowrate. The average value of HX effectiveness
is 0.85. In another experiment, the CDU fan control was changed to
study its effects on the SFT, CDU CC, and TTV heater case
temperatures, and it was found that at lower fan integration time
values, the system is unsteady, and large oscillations in the fan speed

Journal of Electronic Packaging

result in fluctuation in the SFT and TTV case temperatures. It was
concluded that with the PI controller, running the fans at maximum
fan integration time is recommended for a stable and steady
operation of the system. Overall, this research provides valuable
insights into the behavior and performance of liquid-to-air cooling
systems in data centers.
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Nomenclature

C, = specific heat
K, = integral gain
Kp = proportional gain
m = mass flow rate
PV = process variable
g = heat flow rate
O = volumetric flow rate
SP = setpoint
T = temperature
Z(t) = controller output
¢ = heat exchanger effectiveness

Abbreviations

CC = cooling capacity
CDU = coolant distribution unit
CL = cooling loop
CRAH = computer room air handler
DC = data center
HX = heat exchanger
RAT = return air temperature
RFT = return fluid temperature
SAT = supply air temperature
SFT = supply fluid temperature
TTV = thermal testing vehicle
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