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Explicitly prejudiced attitudes against Black Americans have declined gradually 
since the 1960s. Yet racial disparities and racial discrimination remain significant 
problems in the United States. How could discrimination and disparate outcomes 
remain constant even while racial prejudice decreased? Two prominent explana-
tions have emerged to explain these puzzling trends. Sociologists have proposed that 
disparities and discrimination are perpetuated by systemic racism, or the policies, 
practices, and societal structures that disadvantage some racial groups compared 
with others. Simultaneously, psychologists have proposed that implicit biases may 
sustain discrimination even in the absence of explicit prejudice. In this essay, we ex-
plore newly discovered connections between systemic racism and implicit bias, how 
they challenge traditional views to reorient our understanding of implicit bias, and 
how they shed new light on strategies to reduce bias.

In 2022, artificial intelligence researchers at OpenAI released their latest devel-
opment, ChatGPT. Using machine learning algorithms trained on large bodies 
of text, the chatbot could generate impressively human-sounding text respons-

es on seemingly endless topics. Users soon began debating whether the technology 
had reached human-like levels of intelligence, even going so far as to invoke the con-
cept of sentience.1 Meanwhile, those with experience using artificial intelligence 
worried about a problem that has plagued the field for years: chatbots trained on 
human inputs are prone to saying racist, sexist, and otherwise offensive things. 

The designers of ChatGPT had anticipated this problem with bias and had in-
stalled new filters to prevent the bot from saying inappropriate things. If you asked 
ChatGPT to tell a racist joke, for example, the bot would refuse, explaining: “I am 
not capable of generating offensive or harmful content.” But as cognitive scientist 
Steven Piantadosi noted, those biased inferences were still there, and could be re-
vealed by probing indirectly.2 When he asked the chatbot to write a computer code 
function to check if someone would be a good scientist based on their race and gen-
der, it generated code indicating that only white males were good scientists. When 
asked to create code to decide if a child’s life should be saved based on their race 
and gender, the code indicated that the lives of Black males should not be saved. 
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As psychologists, we find that the continuing struggle to create artificial intel-
ligence that is free from racism says more about humanity than about technology. 
The algorithms behind this chatbot make statistical predictions about what words 
go together, based on training with massive bodies of real-world text. When a sta-
tistical model returns a biased response, it reflects the biases in the human texts 
on which it was trained. Programmers can add rules like “don’t say racist things,” 
but that does not change the biases that are deeply embedded in the training envi-
ronment. As a result, the chatbot may seem unbiased when asked directly but will 
reveal biases indirectly in countless ways. Artificial intelligence has thus encapsu-
lated what psychologists have known about humans for decades: when a cogni-
tive system that detects statistical regularities is immersed in an environment that 
is systemically biased, it will reproduce those biases. 

The chatbot highlights something else about human psychology. When a robot 
reproduces biases, it is easy for humans to identify its environment as the source 
of the bias. Few people believe that there is something deep and essential about 
the robot’s character that makes it racist. When humans form the same kinds of 
biased associations, however, people tend to attribute it to the attitudes, beliefs, or 
character of the person. 

We argue that the human mind, like artificial intelligence, tracks statistical 
regularities in the social environment. When the mind is immersed in an environ-
ment of systemic racism, it tends to form biased associations and inferences about 
marginalized social groups. In fact, implicit bias is best understood as the cogni-
tive reflection of systemic racism. This formulation may seem surprising: implicit 
bias has long been thought of as an individual trait or attitude, whereas system-
ic racism concerns structures, history, and social environments, rather than in-
dividuals. In this essay, we explore the connection between systemic racism and 
implicit bias: how it challenges traditional views to reorient our understanding of 
implicit bias, and how it sheds new light on strategies to reduce bias.

The theory of implicit bias grew out of efforts to understand gradual trends 
toward more egalitarian attitudes in standardized surveys. For example, 
beginning in the 1960s, white Americans have slowly caught up with Black 

Americans on issues of interpersonal discrimination. Today, over 90 percent of 
white and Black Americans support racially integrated schooling and reject laws 
against interracial marriage.3 Another poll in 2019 found that 72 percent of white 
respondents believe it is never acceptable for a white person to use the N-word.4 
Such polling data illustrate the eventual decline in white people expressing explic-
it biases against Black Americans in surveys.

At the same time, actual racial disparities have remained largely undiminished. 
Relative to white Americans, Black Americans are far more likely to struggle with 
poverty, food insecurity, and unemployment.5 Black Americans have 10 percent of 
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the median net worth and half the median annual income of their white counter- 
parts.6 Such disparities are hard to address when racial discrimination persists. 
For decades, researchers have conducted field experiments responding to job 
postings with two versions of otherwise identical résumés: one with a name that 
implies a Black identity and the other with a name that implies a white identity. 
The rate of callbacks to the applicants is a measure of racial discrimination be-
tween otherwise equally qualified candidates. Recent meta-analyses of similar 
field experiments have demonstrated that racial discrimination in hiring has re-
mained relatively constant since the late 1980s, and housing discrimination has 
decreased but remains potent.7

These trends created a puzzle. How could discrimination and disparate out-
comes remain constant even while racial prejudice decreased? This question 
spurred innovations in thinking across the social sciences. 

Sociologists developed the concept of systemic racism to account for the ways 
that inequalities can be perpetuated independent of individuals’ attitudes and in-
tentions. Systemic racism refers to policies, practices, and societal structures that 
disadvantage some racial groups compared with others.8 This is distinct from 
more colloquial uses of the word racism to describe prejudicial thoughts, beliefs, 
or behaviors, which is often referred to as interpersonal racism. An essential theo-
retical contribution of systemic racism research is the recognition that individual 
actors do not simply act as racists or nonracists. For example, even if all discrimi-
natory behavior stopped today, preexisting disparities in income, wealth, and ed-
ucational opportunity would still ensure that racial inequalities are passed on to 
future generations. 

Psychologists grappled with the puzzle of persistent discrimination and dis-
parities amid attitudinal shifts toward egalitarianism by developing the concept 
of implicit bias. Implicit bias refers to positive or negative mental associations 
cued spontaneously by social groups. It is measured using cognitive tasks that test 
how those associations facilitate or interfere with task performance. Unlike sur-
vey methods, implicit tests are difficult to manipulate based on social desirability 
or norms against expressing prejudice. Studies suggest that implicit bias is wide-
spread, even among people who explicitly endorse egalitarian attitudes.9 If im-
plicit bias leads to discriminatory behavior, it could explain the puzzle of wide-
spread discrimination despite declining prejudice on surveys.

Implicit bias has traditionally been considered an individual attitude. Implic-
it bias tests and sequential priming tasks were developed as individual differ-
ence measures.10 Most theories of implicit bias posit that implicit attitudes were 
learned from cultural biases early in development and became rigid because of 
immense repetition.11

The ideas of systemic racism and implicit bias were thus developed as very dif-
ferent approaches to solving the same puzzle. One focused on the ways that laws, 
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policies, and social environments perpetuate inequalities without regard to indi-
vidual attitudes. The other focused almost entirely on individual attitudes. How-
ever, recent research has reconsidered implicit bias as an individual trait. We 
argue that these two theoretical frameworks are not as different as was once as-
sumed, and that implicit bias is in fact a cognitive reflection of systemic racism in 
the environment.

As research accumulated over the past two decades, several findings cast 
doubt on the individual-attitude view of implicit bias. For one, we expect 
individual attitudes to be stable over time. Implicit biases can be reliably 

detected in group averages using tests such as the Implicit Association Test (IAT) 
or the Affect Misattribution Procedure (AMP).12 If one hundred randomly select-
ed Americans completed the IAT, there is a very high likelihood that there would 
be a detectable average level of implicit bias across the group. However, longitu-
dinal studies have found that while group averages are consistent over time, indi-
vidual scores are quite unstable.13 In other words, when a classroom of students 
takes the IAT, the rank order of the students will change such that the most and 
least biased students may not be the same when they retake the IAT at the end of 
the semester. Yet the classroom average will remain remarkably similar. 

A second related puzzle is that average implicit bias does not change over the 
lifespan. Groups of younger and older Americans of various ages have been found 
to have very similar average implicit biases.14 Under the traditional attitude as-
sumption, this stability would naturally result from stable individual biases. How-
ever, given the temporal instability of individual-level bias, this age invariance is 
surprising. How can a variable that is unstable over two weeks be stable across a 
lifetime?

A third puzzling finding is that implicit biases of individuals are not strong pre-
dictors of individual discriminatory behavior (r = 0.14 to 0.24).15 Yet when implic-
it biases are aggregated over larger geographic areas, they have much stronger as-
sociations to behavioral outcomes such as achievement gaps, disparities in shoot-
ings, health disparities, and internet searches using racial slurs.16 

In light of these anomalies, psychologists B. Keith Payne, Heidi A. Vuletich, 
and Kristjen B. Lundberg developed the “bias of crowds” model to make sense 
of the large body of implicit bias research.17 The basic assumption of the mod-
el is that implicit bias scores reflect the accessibility of concepts linked to social 
group categories. Concept associations can vary both chronically, as an individ-
ual difference from one person to another, and situationally, from one context to 
the next. For very stable individual constructs, like explicit racial attitudes, there 
is a lot of stable individual variation but little temporal variation within persons. 
Some people have explicit biases, others don’t, but each individual’s explicit bias-
es are generally consistent over time. When stable traits are aggregated, the aggre-
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gate measure’s stability is simply a reflection of the stability in individual differ-
ences in scores. 

Despite its capriciousness at the individual level, implicit bias can be remark-
ably stable at the context level (such as city, county, or state level). We describe 
this as emergent stability because the aggregate stability cannot be reduced to sta-
bility of the individual scores. The ranking of people from highest to lowest im-
plicit biases will shuffle over time, yet there will be a consistent mean level of im-
plicit bias for the group. The bias of crowds model suggests that this consistent 
emergent stability reflects the relatively stable social context. Features of context 
make implicit associations between racial groups more or less prominent. When 
aggregation occurs, random variation at the individual level is reduced, enabling 
a clearer estimation of the influence of shared contextual factors on implicit bias. 
Given its emergent stability, implicit bias at the context level becomes a more the-
oretically and practically useful predictor and outcome for social scientists. 

Many variables can be either measured as individual differences or aver-
aged across individuals to measure contexts. For example, very stable 
aspects of personality have been found to vary across geographic re-

gions. People in Middle America and the South (typically “red states”) are more 
inclined to be “friendly and conventional,” meaning they are higher in conscien-
tiousness, agreeableness, and extraversion, and low in neuroticism and openness.18 
Regularities in regional personality structure are thought to be due to regularities 
in the physical environment, historical events, and cultural norms of the region.19

But unlike very stable personality constructs, implicit bias is limited as an indi-
vidual difference variable, and is instead particularly powerful as a context-based 
measure. One reason, reviewed above, is that implicit bias scores are very low in 
stability. A second related reason is that implicit bias scores are highly context 
sensitive.20 For example, experiments have shown that seeing Black Americans in 
a positively valenced context, like at church or a family barbecue, results in partic-
ipants having lower anti-Black implicit biases compared with when they see Black 
Americans in a negative context, like prison.21

Because implicit bias is unstable and highly context sensitive, the average im-
plicit bias in a city, county, or state is not reducible to the attitudes of the individ-
uals that make up the context. This means that when we take a sample of partici-
pants from a given context to measure their implicit bias, the specific individuals 
in our sample are largely interchangeable. If you replaced the individuals sampled 
with another set of individuals from the same context, their aggregated scores 
would show the same level of implicit bias. Whatever influence is exerted by the 
context will be reflected in the scores of whoever inhabits those spaces. Because 
of this, aggregated implicit bias scores have proved to be extraordinarily sensitive 
indicators of systemic racism.
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Much research suggests that implicit biases are influenced by contextual infor-
mation in the environment. There is a large body of literature showing that im-
plicit associations are influenced by experimental procedures. For example, one 
study attempted to influence the association between Middle Easterners and neg-
ative words by exposing participants to a slideshow showing Middle Eastern faces 
paired with positive images and white faces paired with neutral images. Relative to 
a control group shown the same images but without pairing the stimuli, the exper-
imental participants showed a lessened degree of Middle Eastern implicit bias.22 
A meta-analysis of more than two hundred studies performed over many decades 
showed such evaluative conditioning effects on implicit biases are replicable, if 
small.23 Other studies have demonstrated that counter-stereotypical experiences, 
such as positive interactions with a Black experimenter or reading about positive 
exemplars, can reduce negative implicit biases.24 These laboratory studies demon-
strate that implicit biases are subject to significant shifts due to environmental 
conditions. Conditions that match cultural stereotypes of marginalized groups 
strengthen associations with negative concepts and reinforce implicit biases. 

Outside of the laboratory, systemic racism, as a set of long-standing structural, 
institutional, and cultural tendencies, has created the specific environmental con-
ditions that would theoretically reinforce implicit biases. Most Black Americans 
are descendants of enslaved African people brought to the continent prior to the 
abolition of slavery.25 The slave trade was a four-centuries-long brutal and dehu-
manizing regime that included capture, enslavement, destruction of African iden-
tity, disruption of families, and indoctrination of Black inferiority. Such trauma 
was also perpetuated by intergenerational familial trauma.26 The legacy of slavery 
can be seen in contemporary patterns of distrust between ethnic groups, voting 
behavior, and cultural norms, belief, and values.27 It also set the stage for the enor-
mous wealth gap between white and Black people in the United States that has not 
meaningfully closed.28 

While the Thirteenth Amendment officiated the end of slavery by federal law, 
there is a complex and sordid history between abolition in 1865 and the civil rights 
era in the late 1960s. In that time, systemic racism was a brazen and institution-
alized set of practices that included Black Codes, sharecropping, lynching, Jim 
Crow laws, sundown towns, and redlining. Many studies have tried to estimate 
how these structures and events have shaped the contemporary context of Black-
white inequality. 

An analysis of U.S.-based health outcomes found that Jim Crow laws had an 
enduring impact on Black-white mortality rates from 1960 to 2009.29 Southern 
counties with higher rates of historical lynchings from 1882 to 1930 had low-
er Black voter registration in modern elections.30 Spatial proximity to sundown 
towns (that is, towns where Black people were subject to violence if they were 
present after sundown) predicts Black-white poverty disparities.31 A number of 
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studies have connected redlining, a legal practice until the passing of the Fair 
Housing Act in 1968, to current inequality. To provide only a sampling of recent 
research, historical redlining patterns are associated with life expectancy, the pro-
portion of health care professionals, access to quality food, home heat vulnera-
bility, environmental racism, cardiometabolic risk, tobacco retailer density, gen-
trification, alcohol outlet density, nonfatal shooting incidence, air pollution, fatal 
encounters with police, and COVID-19 exposure.32 

These studies present strong empirical evidence that systemic racism has 
shaped the life outcomes of both Black and white populations in the United States. 
In other words, systemic racism is an important contextual factor that strongly 
influences who is successful, who has educational opportunities, who is exposed 
to violence and addiction, who lives in expensive homes and communities, and 
who languishes in poverty and within the carceral system. Such statistical regu-
larities in our society are readily perceived as we walk to work, watch the news, 
or drive through segregated neighborhoods. For those of us in racially unequal 
regions of the country, which have been most impacted by systemic racism, there 
are myriad constant cues that one group has what the other group does not. The 
bias of crowds model suggests that the context of persistent and systematized in-
equality between racialized groups underlies the implicit associations we make 
between racialized groups and concepts like “good,” “bad,” “criminal,” “smart,” 
and “dumb” as measured by instruments like the IAT. 

If implicit bias is an indicator of systemic racism, we would expect to find reli-
able associations between contextual aspects of systemic racism and implicit bias. 
Some studies consider which aspects of historical and current context might predict 
higher implicit bias in different geographic regions. As discussed previously, slavery 
has profoundly influenced current-day culture, behavior, wealth distribution, and 
other aspects of systemic racism; we would expect that it also underlies implicit bi-
ases. This is exactly what research in our lab has found: the historical proportion 
of enslaved populations at the county and state level predicts implicit bias today.33  
Places that relied on Black slave labor before abolition exhibit today higher pro-
white bias among the white residents and lower pro-white bias among the Black res-
idents. This effect persists even after controlling for self-reported attitudes. As we 
would predict from the bias of crowds theory, the relationship between the propor-
tion of enslaved populations and implicit bias was mediated by structural inequali-
ties like the proportion of Black people and white people in poverty, residential seg-
regation, and intergenerational mobility of Black people and white people. Slavery 
and the ensuing generations of racial segregation and economic deprivation build 
the statistical regularities of racial inequality into the context. Chronic exposure to 
these structural inequalities maintains and exacerbates implicit bias. 

Unfortunately, implicit biases are not merely cognitive reflections of our en-
vironment. Rather, they are influential aspects of our cognitive processes that 
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change our behavior. The bias of crowds model suggests a recursive process such 
that inequalities of the past create the conditions for implicit biases to develop; 
and when they do, implicit biases contribute to the perpetuation of inequalities 
going forward. Said another way, implicit bias may be understood as both a cause 
and an effect of racial inequality. 

There are many studies demonstrating that regional differences in implicit 
bias are associated with an increase in behaviors and outcomes that reinforce ra-
cial disparities. Such effects begin before children are born. An analysis of data 
from thirty-one million births across the United States found that the white-Black 
disparity in low birth weight is 14 percent higher in counties with high implicit 
bias.34 During the SARS-CoV-2 global pandemic, anti-Black implicit biases of the 
white population across 957 counties predicted higher white and Black incidence 
of COVID-19 infection and a larger Black-white infection rate gap.35 These are 
just specific instances of the larger pattern of racial health disparities following 
from geographic differences in implicit bias. A systematic review of the literature 
found evidence that all-cause mortality, cause-specific mortality, birth outcomes, 
cardio vascular outcomes, mental health, and self-rated health of racially minori-
tized groups are adversely affected by implicit biases.36

Implicit biases are also associated with the experiences of children. Coun-
ties with high levels of implicit bias show higher Black-white disparities in disci-
plinary suspension rates, and counties with higher levels of implicit bias among 
educators showed higher Black-white disparities in test scores and suspensions 
(after adjusting for several county-level covariates).37 Similarly, county-level rates 
of anti-Black bias predict Black-white disparities in K–12 enrollment in gifted and 
talented programs such that high levels of bias predict large gaps and low levels of 
bias predict no gap.38 U.S. states with higher levels of anti-Black implicit bias are 
also more likely to have lower adoption rates of Black foster children.39 

Finally, several studies have demonstrated that regional implicit bias influenc-
es policing policy and behavior. Counties with higher anti-Black implicit bias have 
greater racial disparities in traffic stops.40 Data from over two million residents 
across the United States also found that implicit biases predict more police officer 
use of lethal force against Black residents relative to the base rate of Black people 
in the population.41 Researchers have also linked implicit bias to the problem of 
police militarization: regional differences in prejudice (including implicit bias) 
predict greater tax allocations for purchasing militarized police equipment.42

More research is needed to disentangle the many related factors involved in 
explaining racial disparities. Much of this work is relatively new and still develop-
ing. There is also some apparent overlap between the research linking historical 
events and policies to implicit biases and structural inequality. As we have recent-
ly argued, future researchers need to consider novel ways of incorporating these 
different factors into a coherent theoretical and statistical model.43 Doing so will 
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require collaboration between scholars from different fields like sociology, histo-
ry, and policy in order to better account for the role of historical events, structural 
inequalities, and policy regimes, in addition to the usual set of predictors (implic-
it bias, explicit bias, and demographics) and policing, educational, and economic 
outcomes.

To address the massive public policy problems of racism and racial inequal-
ity in policing, education, economics, and health, racial justice advocates 
have turned to implicit bias as a focal point for intervention. Generally, 

this has taken the form of implicit bias trainings, whereby participants engaged in 
activities–such as perspective-taking, considering counter-stereotypical exem-
plars, meditating, or viewing empathy-building stimuli–designed to reduce im-
plicit biases.44 Unfortunately, meta-analyses and large-scale replications of such 
interventions have demonstrated that while they can successfully reduce implicit 
biases in the immediate time after intervention, they rarely have a sustained effect 
on implicit bias.45 From a bias of crowds perspective, it is unsurprising that such 
interventions do not have lasting effects. If implicit bias is an emergent property 
of racial inequality in the social context, interventions that do not change the so-
cial context should leave implicit biases relatively unchanged. 

By recognizing that context shapes implicit bias and behavior, researchers, 
policymakers, and practitioners can consider changing the context to reduce 
implicit bias.46 At the highest level are societal-scale interventions that would 
redress historical and current inequality and thus radically change the context. 
Economist Ellora Derenoncourt and colleagues used economic data from 1860 to 
2020 to simulate how economic conditions and policies influence the Black-white 
wealth gap.47 Their analyses reveal that different combinations of policies that in-
crease stock (such as lump sum reparations) and flow (such as facilitating finan-
cial diversification, stock equity, financial literacy, saving behaviors, and improv-
ing educational and labor market outcomes) in the Black community are feasible 
mechanisms for reducing wealth inequality over the coming decades. 

On a smaller scale, individual organizations can reduce implicit bias by shift-
ing organizational policies. Rather than having counter-stereotypical examples 
embedded in implicit bias training materials, organizations can work to have 
more counter-stereotypical minoritized group members in their ranks. Having an 
inclusive, equitable, and diverse team is a way to counteract the maintenance of 
negative intergroup biases.48 This approach requires that organizations contend 
with biases in the hiring process that may hinder the hiring potential of racial-
ized minority group members. To reduce the influence of implicit biases, deci-
sion-making processes can be predetermined and specified using hiring rubrics.49 
Though such rubrics can improve the hiring process, they need to follow evi-
dence-based implementation to avoid perpetuating bias.50 Another approach is to 
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build in monitoring and accountability in hiring practices. Decision-makers who 
are held accountable for evaluating job candidates tend to show less pro-white bi-
ases.51 Finally, people are more likely to be influenced by implicit biases when they 
are rushed, tired, distracted, or over-worked.52 In a study of more than one thou-
sand three hundred field experiments in classrooms, researchers found that dis-
crimination rates against students from ethnic minority backgrounds were much 
lower when teachers were provided more time and resources in the classroom.53

Shifts in governmental, social, and workplace policies may be more challeng-
ing to implement compared with providing an implicit bias training, but policy 
changes may address the roots of the problem in ways that simple trainings can-
not. Generations of public and organizational policy decisions resulted in the ra-
cial inequality we have today; the evidence suggests that we need equitable poli-
cies to counteract those effects. 

H istorically, the study of racism in psychological research has largely fo-
cused on interpersonal racism and has generally construed racism as 
an aspect of individual psychology, while neglecting the historical and 

structural aspects of racism.54 The bias of crowds model is a theoretical frame-
work that explains why the modern shift toward racial egalitarianism in attitudes 
has not resulted in diminished racial inequality. It also accounts for the many re-
search findings that are inconsistent with the perspective that implicit bias is a 
stable aspect of individual psychology. 

The other benefit of the bias of crowds model is that it makes efficient use of 
existing data and theory. Research that links together policy, structural inequali-
ty, and psychological measures has been limited by the availability of geo-coded   
“big data” on these topics. The recent explosion of research linking widescale 
policies like redlining to health outcomes (for example) is in no small part due 
to the increased availability of such data. Analyses using these data reveal more 
evidence that the bias of crowds model is a social psychological model consistent 
with the sociological theory of systemic racism. Ultimately, the model connects 
many forms of racism–structural, systemic, implicit, explicit, cultural, historical, 
current–under one testable theoretical perspective.

Finally, the bias of crowds model reinforces what many in sociology, econom-
ics, history, and policy have articulated in their work: we need to consider sys-
tems to understand and ameliorate racial inequality. The bias of crowds model 
shifts the focus of research designed to address inequality to consider the impact 
of changing the broader social context.
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