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Abstract— This work proposes an open-loop methodology to
solve chance constrained stochastic optimal control problems
for linear systems with a stochastic control matrix. We consider
a joint chance constraint for polytopic time-varying target sets
under moment and unimodality assumptions. We reformulate
the chance constraint into individual biconvex constraints using
the one-sided Vysochanskij—Petunin inequality. We demonstrate
our methodology on two spacecraft rendezvous problems. We
compare the proposed method with the scenario approach and
moment-based methods based on Cantelli’s inequality.

I. INTRODUCTION

It is well known in the satellite operations community
that system modeling inaccuracies tend to result in underes-
timations of fuel consumption. Anecdotally, operators have
had to allot up to an additional 50% of the predicted fuel
use to account for these inaccuracies. In many cases, these
inaccuracies arise when dynamic systems are modeled under
the assumption that the control matrix is perfectly known and
the input is perfectly executed. In practice, inaccuracies in
the control can stem from under-performing actuators, non-
impulsive transitions between control inputs, or time delays
in sensing-control algorithms. Further, the level of inaccuracy
can vary over time. As is the case when a time delay in
the sensing-control algorithms is caused by process queuing
in the processor as the number of processes queued prior
to the algorithm can be random. As inaccuracies like these
can be challenging to model, we propose modeling these
inaccuracies as stochastic elements in the control matrix.
By adding stochasticity in the control matrix, we can model
inaccuracies that result from control actions in a manner that
is not sensitive to the actual cause of the stochasticity.

Stochastic control matrices present challenges that have
not been well addressed in previous literature. Previous
work has considered the presence of random time delays
between sensing and control actuation as in [1], [2]. The
introduction of a random time delay can be particularly
useful in scenarios where impulsive control assumptions are
impractical. However, the methods rely on filtering tech-
niques that don’t always allow for probabilistic assurances.
Robust model predictive control methods have been posed
for linear parameter varying systems where bounded random
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parameters are present in the control and state matrices
[31, [4], [5]. Under the assumption of boundedness, robust
models can be used to derive stabilization results and optimal
feedback controllers [6], [7]. The reliance on boundedness
can limit the applicability of the method, particularly when
bounds are uncertain. Both of these methodologies focus
solely on a particular type of uncertainty and the proposed
solutions lack generalizable results. Little work has been
presented to address stochastic control matrices outside of
linear parameter varying and time delay systems.

With how scarce fuel is for on-orbit satellites, techniques
that can better account for inaccuracies and better evaluate
fuel consumption needs can be invaluable tools for opera-
tors. To address concerns of limited resources and random
elements in the control matrix, we consider this problem in
a stochastic optimal control framework. Within the stochas-
tic optimal control framework, we consider probabilistic
joint chance constraints for time-varying polytopic target
sets while minimizing a convex cost function such as fuel
usage. To solve the stochastic optimal control problem, our
approach employs a biconvex approximation of the polytopic
target set chance constraints where solutions can be found
via convex optimization techniques. We rely on Boole’s
inequality [8] to bound the joint chance constraint by a
series of individual chance constraints. Then the individual
chance constraints are reformulated into biconvex constraints
with the one-sided Vysochanskij—Petunin inequality [9] un-
der assumptions of known moments and unimodality. The
one-sided Vysochanskij—Petunin inequality is a tightening
of Cantelli’s inequality [8] for unimodal distributions and
is currently the tightest moment-based bound available for
unimodal constraints. So, while the one-sided Vysochan-
skij—Petunin inequality will introduce conservatism to the
solution, it will also enable optimization under a wide
range of stochastic assumptions. To address biconvexity in
our reformulations, we discuss the alternate convex search
method [10] to find solutions. The main contribution of this
paper is the construction of a tractable optimization problem
that solves for convex joint chance constraints in the presence
of random elements in the control matrix.

The paper is organized as follows. Section II provides
mathematical preliminaries and formulates the optimiza-
tion problem. Section III derives the reformulation of the
chance constraints with Boole’s inequality and the one-sided
Vysochanskij—Petunin inequality. Section IV demonstrates
our approach on two spacecraft rendezvous problems, and
Section V provides concluding remarks.
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II. PRELIMINARY AND PROBLEM SETUP

We denote random variables with bold case, & or x,
regardless of dimension. For a random variable &, we denote
the expectation as E [z], standard deviation as Std (x), and
variance as Var (x). For a matrix A, the operator vec(A)
vertically concatenates the columns of A into a column
vector. For two matrices A and B, we denote the Kronecker
product as A® B. For matrix entries Ay, ..., A,,, we denote
a block diagonal matrix constructed with these elements as
blkdiag(A1,...,A,,). We denote an identity matrix of size
n as I,, and a n-dimensional vector of ones as fn.

A. Problem Formulation

We consider a discrete-time linear system given by
Z(k+1) = AZ(k) + B(k)u(k) (1)

with state Z(k) € X C R", input 4(k) € U C R™, and
time index k& € Ny ). We assume initial conditions Z(0)
are known, and the admissible control set I/ is convex. The
control matrix B(k) is time-varying and real valued with
probability space (€2, B(2),Pg) with outcomes £, Borel o-
algebra B((), and probability measure Pg [8].

We write the dynamics at time k as an affine combina-
tion of the initial condition and the concatenated control
sequence,

#(k) = AFZ(0) + A(k)CU )
with
A(k) = [AF1 A I, Opx(niyn] € RPN (3a)
C = blkdiag (B(0),..., B(N —1)) ¢ RN~ m
(3b)
0 = [ii(0)" aN-1T]"T eu  Go

We seek to minimize a convex performance objective

J: XN xuN 5 R 4)

such as fuel cost. We presume the state must stay within
time varying polytopic sets, represented by the half-space
inequalities G; &(k) < hy;, with a desired likelihood

p( )ZH

where ¢; is the number of linear inequalities at time
k. We presume convex, compact, and polytopic sets

a‘:’(k)‘ﬁfilémi(k) < hm} C X, and probabilistic viola-
tion threshold @ < 1/6.

N qk

() () Cri@(k) <

k=1i=1

&)

Definition 1 (Unimodal Distribution [11]). A unimodal
distribution is a distribution whose cumulative distribution
function is convex in the region (—oo,a) and concave in the
region (a,00) for some a € R.

Assumption 1. Each random element of B(k) has a finite
expectation and variance.

Assumption 2. Each random variable, G,;&(k), marginally
follows a unimodal distribution.
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Definition 2 (Strong Unimodal Distribution [11]). A strong
unimodal distribution is one in which unimodality is pre-
served by convolution.

Assumptions 1 and 2 will guarantee a closed-form refor-
mulation of the polytopic set chance constraints by means of
the one-sided Vysochanskij-Petunin inequality. Assumption
2 is the more restrictive of the two assumptions as uni-
modality can be challenging to show analytically. In rare
cases, unimodality can be verified analytically by properties
of strong unimodality. One method to check for strong
unimodality is to verify that the probability density function
is log concave [12]. For example, beta random variables with
both parameters greater than or equal to 1, gamma random
variables with shape parameter greater than or equal to 1,
Gaussian, Laplacian, and exponential distributions are all
strong unimodal. As a result, any affine summation of these
random variables will always be unimodal.

However, the easiest method to validate unimodality is
with empirical hypothesis testing. With methods such as the
dip test for unimodality [13], one can empirically validate
unimodality over a collection of randomly sampled control
matrices.

Finally, we write the optimization problem we seek to
solve,

minimize J (X7 (7) (6a)
x,0
subject to UecuN (6b)
Dynamics (1) with Z(0) (6¢)
Probabilistic constraint (5) (6d)
where X = [#(1)" :E(N)T}T.

Problem 1. Under Assumptions 1-2, solve the stochastic
optimization problem (6) with open-loop control sequence
U € UV, and probabilistic violation threshold .

The main challenge in solving Problem 1 is assuring
(6d). The interaction of the random elements of the control
matrix and the control input makes enforcing the constraints
challenging. Even if closed-form expressions exist for the
joint chance constraint’s probability, changes in the control
input can change the shape and concavity of the distribution
and expression of the constraint.

III. METHODS

To solve Problem 1, we reformulate the joint chance
constraint (5) into a tractable and closed-form approximation
that is amenable to convex optimization techniques. As
we will show in Section III-B, we can use the one-sided
Vysochanskij-Petunin inequality to rewrite our probabilistic
constraints into constraints that are affine in the expectation
and standard deviation of the half space constraint. In Section
III-C, we show the reformulation elicits a biconvex constraint
and discuss the alternating convex search [10] approach to
solving the constraints.
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A. The One-sided Vysochanskij—Petunin Inequality

Here, we state the one-sided Vysochanskij-Petunin in-
equality for reference.

Theorem 1 ([9]). Let x be a real valued unimodal random
variable with finite expectation E[x] and finite, non-zero
standard deviation Std (x). Then, for A > /5/3,

4
E [x] > AStd (x)) < 90 + 1)

The one-sided Vysochanskij-Petunin inequality provides
an upper bound on the tail probability of a unimodal
random variable’s deviation from its mean. The one-sided
Vysochanskij-Petunin inequality is a refinement of Can-
telli’s inequality for unimodal distributions. The two-sided
Vysochanskij—Petunin inequality [14] is commonly cited as
the foundation for the 3o rule in statistics, and the one-
sided Vysochanskij-Petunin inequality can be used to show
a similar relationship for single-tail bounds.

Here, we will use (7) to bound the target set chance
constraint probabilities. By moving the expectation to the
right side of the inequality, we can bound the probabilities
of random variables based on an affine combination of the
expectation and standard deviation.

P(x — 7)

B. Constraint Reformulation
We take the complement of the joint chance constraint

and employ Boole’s inequality to convert the joint chance
constraint into an affine combination of individual chance

constraints,
N qx
>hkl><zz (Gu(h) = )

N gk
g
8)

U U Grigk)

k=1i=1
We introduce risk allocation variables wy; to each of the
individual chance constraints [15], and bound the sum of
risk allocation variables,

P (Grdi(k) > i) < o (9a)
N gk
> wki<a (9b)
k=1 1i1=1

where wy; € (0,1).

Here, we need to find a suitable value of wy; such that
we can solve the constraint. To this end, we impose an
additional constraint to (9) based on the expectation and
standard deviation of the random variable ékii(k),

E[Gri@ (k)] + Auistd (Grd(k)) <

with a non-negative optimization parameter Ay;. Given As-
sumption 2, enforcement of (10) guarantees that

P (Grid(h) > his)
<P (ékif(k) >E [ékif(k)} + AiStd (ékif(k)))
< 57,7

(10)

Y
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by the one-sided Vysochanskij-Petunin inequality, so long as
Aki > 1/5/3. Hence, we can choose

4
TS0+ .
and write (9)-(11) as

P (Gkia?(k:) > h;“> < ooE T (13a)
E [ékif(/@)} + AwiStd (ékii(k)) < i (13b)

N gk
ZZ AQ < (13¢)

=1
Aei > /5/3 (13d)

where (13a) is a simplification of (9a) and (11), and (13a)-
(13b) are iterated for all 7 and k.

Finally, we note that (13a) serves only to act as an
intermediary between (13b) and (13c). Therefore, we can
remove (13a) as it is redundant. Further, as o < 1/6
implies \y; > 1/5/3, (13d) will always be met. Hence, (13)
simplifies to

E [é,ﬂ-i(k)} T ApStd (@mi(k)) < By (14a)
N gk
2.2 g )\§Z+1 (14b)

for all 7 and k.

Lemma 1. For any control sequence U, if there exists risk
allocation variables \y; satisfying (14), then U satisfies (6d).

Proof. Given Assumption 2, the one-sided Vysochanskij-
Petunin inequality guarantees that if (14a) is satisfied, then
(11) holds. Boole’s inequality and De Morgan’s law [§]
guarantee that when (14b) is satisfied then (14a) satisfies
(6d) via (8)-(9) and (11). O

We formally define the optimization problem that results
from this reformulation.

minimize J (X, 17) (15a)
X, 0 A
subject to U e UV, (15b)
Expectation and standard deviation
derived from dynamics (1) with z(0) (15¢)
Constraint (14) for all ¢ and & (15d)

Reformulation 1. Under Assumptions 1-2, solve the stochas-
tic optlmlzallon problem (15) with open-loop control se-
quence U e uv, optimization parameters \y;, and prob-
abilistic violation threshold c.

Lemma 2. Any solution to Reformulation 1 is a conservative
solution to Problem 1.

Proof. By Lemma 1, (15c)-(15d) satisfy (6d). Here, (15¢)
replaces (1) as we only need the expectation and standard
deviation derived from the dynamics. All other elements
remain unchanged. Conservatism is introduced from Boole’s
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inequality and the one-sided Vysochanskij-Petunin inequal-
ity. O

Here, Reformulation 1 is a conservative but tractable
reformulation of Problem 1. While we cannot guarantee a
solution exists to Reformulation 1, we can guarantee that if
a solution exists to Reformulation 1 it is also a solution to
Problem 1.

C. Solving Reformulation 1

A biconvex problem has the following form:

minimize f(z,y) (16a)
‘/1:7y
subject to g;(z,y) <0 VieN (16b)

where z € X CR", y € Y CR™, f(-,-): R*"xR™ - R
and g;(+,-) : R xR™ — R are convex when optimizing over
one parameter while holding the other constant [16]. Next,
we show that (14) elicits a biconvex constraint. We first find
the closed-form for (14). The affine form of (2) allows us to
easily compute the expectation for an individual constraint
via the linearity of the expectation operator,
E[Guid(k)| = GrA#(0) + GuAREC]T (7
where E [C] is the matrix consisting of the expectation of
each element of C. Similarly, we can find the variance as

Var (ék@'(/c)) (18a)
N1/2 1%

— |lvar (CU) AT (k)G (18b)

. 1/2 P
= || Var (UT®InN)vec(C)) AT (k)G (18¢)

. L2
= | Var (vec(C))"* (U @ I.n)AT (k)GJ, (18d)
Hence, we can write (14a) as
hii > GriARE(0) + G A(RE[C) U

19)

+ A || Var (V€C(C))1/2 (U Iun)AT(k)GY;

As (17) is affine in the input, it is also convex. Further, (18)
allows us to write Std (C_jkli(k) as a 2-norm and hence,
it is also convex. As Ag; is a linear optimization parameter,
AwiStd (ékif(k)) is biconvex.

For completeness, we include Algorithm 1 to demonstrate
one method of solving (19) via the well-known alternate
convex search method [10]. While this method can only
guarantee a locally optimal solution, Lemma 2 guarantees
any solution will be a feasible solution to Problem 1.

IV. RESULTS

We demonstrate our method on a satellite rendezvous
and docking problem with two different disturbances
present in the control matrix. All computations were done
on a 1.80GHz i7 processor with 16GB of RAM, us-
ing MATLAB, CVX [17] and Gurobi [18]. All code
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Algorithm 1 Alternate convex search
Input: Feasible initial condition for y, denoted y*, maximum
number of iterations 7,4 -
Output: Solution to (16), (z*,y*)
1: for i =1 to n,q, do

2: Solve (16) assuming y = y*; Set 2* =z
3: Solve (16) assuming x = z*; Set y* =y
4: if Solutions converged then break

5: end for

is available at https://github.com/unm-hscl/
shawnpriore—-random-control.

We consider the rendezvous of two satellites, referred to
as the deputy and chief. The deputy spacecraft must remain
in a predefined line-of-sight cone, and reach a target set that
describes docking at the final time step. The relative dy-
namics are modeled via the Clohessy—Wiltshire-Hill (CWH)
equations [19]

F,
& — 3wl — 2wy = —= (20a)
Me
F
i+ 2wi = 2 (20b)
me
F,
P4 wlz= 2. (20c)
me
with input @ = [ F,, F, F. ], orbital rate w = , /4,
0

gravitational constant u, orbital radius Ry = 42, 164km, and
spacecraft mass m., = lkg. We discretize (20) under the
assumption of impulse control with sampling time 60s so
that dynamics of the deputy are described by

Z(k+1) = AZ(k) + Ba(k) 1)

with admissible input set & = [—0.1N,0.IN]3, and time
horizon N = 5, corresponding to 5 minutes of operation.
The initial conditions of the deputy in the CWH frame is

Z0)=[1lm —4m 6m Om/s Om/s Om/s] (22)
The terminal set is defined by
GN:16®{_1J hv=1[2 0 05-1] 01-17]" 23

State space

Fig. 1.  Graphic representation of the problem posed in Section IV.
Here, the dynamics of the deputy has stochasticity in the control matrix
representing under-performing actuators and inaccuracies from impulse
control assumptions. We attempt to find a control sequence that allows the
deputy to rendezvous with the chief while meeting probabilistic time varying
target set requirements.
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The line-of-sight cone for time steps 1-4 is defined by

-1 0 2 00 0 0
-1 2 0 00 0 0
Gr=1|-1 0 -2 0 0 0| hp=1|0 (24)
-1 -2 0 00 0 0
1 0 0 000 10

We graphically represent the problem of interest in Figure
1. The probabilistic violation threshold « is set to 0.15 such
that

N
P( () Gr@(k) < hi) =085 (25)
k=1

The performance objective is based on fuel consumption,

J (f{ 17) Al (26)
To solve this problem, we utilize the alternate convex search
technique outlined in Algorithm 1.

A. Impulse Control Inaccuracies

In this section, we consider the problem of inaccuracies
caused by impulse control assumptions. In many engineering
applications, the actuators will have to either ramp up or
down to the desired system input. In either case, the vehicle
will have received an incorrect level of input for some
duration of the time step leading to inaccuracies in the vehi-
cle’s position. For demonstration purposes, we assume these
inaccuracies will not effect the velocity of the vehicle in this
example. Here, we model the inaccuracies by multiplying
each positional elements of a column by a random variable

Ty % Gamma(103,1073)
We write B(k) as

99.9998I'1,  0.2619@9 0
—0.2619I'1,  59.9992T"5, 0
_ 0 0 59.999813,
B(k) = 1 0.0087 0 @7
—0.0087 1 0
0 0 1

Here, I';j, are independent. From the properties of the gamma
distribution,

E[l4] =1 Var([y)=10"3 (28)

which satisfies Assumption 1. Since the Gamma(103,1073)
distribution is strong unimodal as per Definition 2, Assump-
tion 2 is also satisfied.

We compare the use of the one-sided Vysochanskij-
Petunin inequality with the more broadly applicable Cantilli’s
inequality [20]. Using Cantilli’s inequality does not require
the constraints be unimodal and thus is a simpler method to
use. However, for unimodal distributions, Cantilli’s inequal-
ity is more conservative than the one-sided Vysochanskij-
Petunin inequality. We see this in the resulting trajectory and
solution cost, as presented in Figure 2 and Table 1. The one-
sided Vysochanskij-Petunin inequality resulted in a solution
cost that was approximately 20% less than that of the method

—~—Proy d ——Cantelli's Inequality CJLine of Sight ITarget Set|

X X

Fig. 2. Comparison of expected trajectories, E X’l (in meters), between

proposed method with the one-sided Vysochanskij—Petunin inequality (red
line) and Cantelli’s inequality (black line). Trajectories based on CWH
dynamics with gamma distributed random elements in the control matrix.

TABLE I
COMPARISON OF SOLUTION AND COMPUTATION TIME FOR CWH
DYNAMICS WITH GAMMA RANDOM ELEMENTS IN THE CONTROL
MATRIX. CONSTRAINT SATISFACTION WAS MEASURED BY
PROPORTION OF 10° POST-HOC MONTE CARLO SAMPLES THAT
SATISFIED THE CONSTRAINT.

Metric Proposed Method  Cantelli’s Inequality [20]
Solve Time 1.8740 s 2.1188 s
Iterations 2 2

Solution Cost 1.030 x 10~3 1.282 x 1073
Constraint Satisfaction 1.000 1.000

using Cantelli’s inequality. This difference in cost justifies the
added burden of needing to verify constraint unimodality.

To assess constraint satisfaction, we generated 10° Monte
Carlo sample disturbances for each approach. Table I shows
that both methods satisfied the constraint for each sample
taken. We expected both methods to be conservative, as
neither the one-sided Vysochanskij-Petunin inequality nor
Cantelli’s inequality are tight bounds. We can also compare
the relative conservativeness of the two methods in Figure
2. As shown in the X — Z plot on the right, the proposed
method allows for the nominal trajectory to be closer to the
edge of each hyperplane constraint.

B. Under-performing Actuators

In this section, we consider the problem of under-
performing actuators. In this scenario, we assume the impulse

—~—Proposed Method —=Scenario CILine of Sight ITarget Set|

/

0 s Car : : .
X X

Fig. 3. Comparison of expected trajectories, E [X' 1 (in meters), between
proposed method (red line) and scenario approach (black line). Trajectories
based on CWH dynamics with beta distributed random elements in the
control matrix. Notice the trajectories are nearly identical.
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TABLE II
COMPARISON OF SOLUTION AND COMPUTATION TIME FOR CWH
DYNAMICS WITH BETA RANDOM ELEMENTS IN THE CONTROL MATRIX.
CONSTRAINT SATISFACTION WAS MEASURED BY PROPORTION OF 10°
POST-HOC MONTE CARLO SAMPLES THAT SATISFIED THE CONSTRAINT.

Metric Proposed Method  Scenario Approach
Solve Time 22.2034 s 39.6245 s
Iterations 2 N/A
Solution Cost 1.024 x 1073 0.969 x 10~3
Constraint Satisfaction 0.9996 0.9893

control assumption is valid, but the actuators do not reach the
level of output as prescribed by the control input. Here, we
model the under-performance by multiplying each column

of the control matrix by a random variable
B, Beta(152,8)

We write B(k) as

59.999861;  0.261982 0
—0.261981,  59.99923,), 0
B 0 0 59.9998 35,
Bk) = Bk 0.0087 B2y, 0 (29)
—0.0087 31, Bar 0
0 0 Bsk

From the properties of the beta distribution, we know that
E [Bix] = 0.95 Var (Bix) = 2.95031 x 1074 (30)

and we can satisfy unimodality as the Beta(152,8) distribu-
tion is strong unimodal as per Definition 2. Hence, we know
that both Assumptions 1 and 2 have been satisfied.

We compare the proposed method with the scenario ap-
proach [21]. To compute the number of samples needed to
employ the scenario approach we use the formula Ny >
2(In +mN), where § is a predefined confidence parameter.
To allow for comparable results, we consider § = 108,
resulting in Ny, = 446 samples. We plot the expectation
of the trajectories in Figure 3. We see that the two mean
trajectories are nearly identical.

Solution statistics and constraint satisfaction can be found
in Table II. To assess constraint satisfaction, we generated
10° Monte Carlo sample disturbances for each approach.
We see that while both methods satisfied the constraint, both
were also conservative with respect to the safety threshold.
We expected both methods to be conservative, as the one-
sided Vysochanskij-Petunin inequality results in a loose
bound and the scenario approach relies on samples without
regard for the likelihood of the samples taken. However,
while the solution cost and conservativeness of the two
methods are similar, the solution was computed in almost
half the time with the proposed method.

V. CONCLUSIONS

We proposed a framework for solving stochastic optimal
control problems for systems with random elements in
the control matrix, subject to polytopic target set chance
constraints. This framework is intended to help account for
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modeling inaccuracies in the control. Our approach relies on
the one-sided Vysochanskij—Petunin inequality and Boole’s
inequality to reformulate the joint chance constraints into
a series of individual biconvex constraints. We outlined
the alternate convex search approach to solve the biconvex
constraints. We demonstrated our method on two satellite
rendezvous scenarios with inaccuracies resulting from im-
pulse control assumptions and under-performing actuators.
We compared our methods with the scenario approach and
expectation methods reliant on Cantelli’s inequality. We
showed that our method resulted in a lower solution cost in
comparison to Cantelli’s inequality and shorter computation
time in comparison to the scenario approach.
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