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ABSTRACT
Federated learning (FL) is an increasingly popular form of dis-
tributed learning across devices such as sensors and smartphones.
To amortize the effort and cost of setting up FL training in real
world systems, in practice multiple machine learning tasks may
be trained during one FL execution. However, given that the tasks
have varying complexities, naïve methods of allocating resource-
constrained devices to work on each task may lead to highly vari-
able performance across the tasks. We instead propose an 𝛼-fair
based allocation algorithm that dynamically allocates tasks to users
during multi-model FL training, based on the prevailing loss levels.
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1 INTRODUCTION
Federated learning (FL) is a form of distributed learning, where ama-
chine learning task is collaboratively trained across devices/users
(called clients), under the coordination of a central server [4]. For
instance, the devices may be smart home sensors [7]. In FL, clients
perform local updates on local datasets, and upload model parame-
ters to the central server, which aggregates these updates to obtain a
global model. It sends the global model back to clients. The process
iterates until convergence. Single model FL has been widely studied
across different perspectives, such as optimizing client selection [6]
and analyzing the impact of clients’ data heterogeneity [5].

Setting up federated training in the real world can be expensive
and effort-incurring, involving recruiting clients and coordinating
a common training time for all clients. To reduce this operational
expense and effort, Multiple Model Federated Learning (MMFL),
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where multiple machine learning tasks (models) can be trained
during one federated learning execution, has been proposed [1].
Nevertheless, network devices such asmobile and Internet of Things
devices are often resource constrained, having heterogeneous and
possibly limited amount of CPU cycles and battery levels. Under
these resource constraints, we will consider the case where each
client is allocated one task during each local training iteration.
[1] showed that when each client is allocated one task each local
iteration, there is no sharp drop in accuracy compared to single
model FL.

[1] studied the case where the multiple models (tasks) are of sim-
ilar or equal complexity. Nevertheless, the multiple tasks in MMFL
would often be different and have differing complexities. For exam-
ple, clients might simultaneously train models of different sizes to
predict the same quantity, allowing devices to choose which model
they should deploy according to their available resources. Allocat-
ing clients to tasks via a round robin and other uniform strategies
may result in simpler models being trained well, but more complex
models being underfit. Allocating tasks to users in a way which
achieves fairness with respect to the tasks’ performance, i.e.,
converged accuracy levels, is the main challenge we address.
We approach this problem through 𝛼-fairness, which is commonly
used for fair resource allocation in networking [2] and has been
used for fairness across clients in FL [3]. We propose an 𝛼-fair based
algorithm where users are dynamically allocated tasks in MMFL,
based on the prevailing loss levels of the tasks. Our algorithm helps
to ensure that effort is spread across the MMFL tasks in accordance
with their difficulty, helping to achieve fairness with respect to task
performances. Preliminary results show that our algorithm achieves
a higher minimum accuracy than the random allocation baseline,
and a lower variance across converged task accuracy levels.

2 SYSTEM OVERVIEW
Multiple model federated learning (MMFL): Consider a net-
work of𝐾 devices (clients) jointly training 𝑆 machine learning tasks.
As seen in Fig. 1, unlike traditional FL where the clients aim to train
one task, in MMFL, the clients aim to train multiple (𝑆) tasks. Each
client 𝑘 trains its local models, and uploads its model parameters
w𝑘,𝑠 (with 𝑠 ∈ S corresponding to the specific task) to a central ag-
gregating server, which aggregates these updates to obtain a global
model. The global model parameters would be sent back to clients.
The process iterates until convergence. The clients collectively seek
to obtain converged model weights that minimize the global loss.
Letting client 𝑘’s local loss for task 𝑠 under model𝑤𝑠 be 𝐹𝑘,𝑠 (𝑤𝑠 ),
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Figure 1: Multiple Model Federated Learning
the global loss for each task 𝑠 will be 𝑓𝑠 (𝑤𝑠 ) =

∑𝐾
𝑘=1 𝑝𝑘𝐹𝑘,𝑠 (𝑤𝑠 ),

where the weight 𝑝𝑘 is the fraction of the size of client 𝑘’s dataset,
relative to the entire dataset over all clients. Our objective is to
minimize the weighted sum of losses across all tasks:

min
𝑤1,𝑤2,...𝑤𝑆

𝑆∑︁
𝑠=1

𝑞𝑠 𝑓𝑠 (𝑤𝑠 ), (1)

where 𝑞𝑠 is the weight given to task 𝑠 .
Resource constrained devices: Network devices may have

other background tasks, and some devices may have lower battery
levels or less CPU cycles available. We respect these constraints by
allocating only one task to each client, per local training iteration.

Fairness over tasks:We want to maintain good performance
across all tasks. If round robin allocation is used, simpler models
(tasks) will be trained well (lower loss) and at a faster rate, at the
expense of insufficiently trained more difficult models. Instead,
at each local iteration 𝑡 we will dynamically allocate tasks across
clients, based on the prevailing global losses of the various tasks.
This helps to allocate effort according to the prevailing performance
levels of the different tasks: a task with current higher loss will be
allocated to more users.

In the𝛼-fair utility function, the parameter𝛼 controls the efficiency-
fairness tradeoff. In our MMFL problem, we use the concept of
𝛼-fairness to attain a fair performance across tasks. Here, our 𝛼-fair
global loss function for task 𝑠 will be 𝑓 𝛼𝑠 . Our 𝛼-fair objective is

min
𝑤1,𝑤2,...𝑤𝑆

𝑆∑︁
𝑡=1

𝑞𝑠 𝑓
𝛼
𝑠 (𝑤𝑡 ), (2)

where 𝑞𝑠 is the weight given to task 𝑠 . Our objective is to minimize
the weighted sum of the alpha-fair global losses 𝑓 𝛼𝑠 (𝑤𝑠 ) across all
tasks, such that the converged accuracy levels across tasks are as
uniform as possible.

Dynamic Client-Task Allocation: At each local training itera-
tion, clients will be allocated tasks based on which task currently
has the highest global loss:

argmax
𝑠∈S

𝑓 𝛼𝑠 (𝑤𝑠 ) (3)

To prevent the multiple model federated learning training process
from being stuck at local minimum points, we will add randomness
in the client-task allocation process. At each local iteration, tasks
will be selected for clients according to the following probabilities:

p =

[
𝑓 𝛼1∑
𝑠∈S 𝑓

𝛼
𝑠

,
𝑓 𝛼2∑
𝑠∈S 𝑓

𝛼
𝑠

, ...,
𝑓 𝛼
𝑆∑

𝑠∈S 𝑓
𝛼
𝑠

]
(4)

Average Accuracy Min Accuracy Variance

Baseline 87.06% 83.05% 21.34
𝛼 = 1 87.20% 84.40% 12.87
𝛼 = 2 87.00% 84.30% 12.41
𝛼 = 3 86.32% 84.33% 9.90

Table 1: We compare our proposed algorithm to the baseline
(corresponding to 𝛼 = 0, with tasks being randomly allo-
cated to clients). Our client-task allocation strategy achieves
a fairer training over tasks, achieving a higher minimum
accuracy, and lower variance in accuracies across tasks.
3 EVALUATION
We evaluate our proposed algorithm using an MMFL setting, with
30 clients undertaking 3 tasks of varying complexities: a single
layer perceptron, a multiple layer perceptron, and a convolutional
neural network, all classifying images from the Mnist dataset.

We compare our 𝛼-fairness based algorithm (where 𝛼 = 1, 2, 3)
to the baseline (corresponding to 𝛼 = 0) in which all users have
equal probability of working on each task. Table 1 illustrates our
results: Our algorithm achieves a more fair result, in terms of a
higher minimum accuracy amongst tasks, than the baseline. This is
because, our algorithm dynamically allocates tasks to clients based
onwhich task has a higher prevailing𝛼-fair loss value 𝑓 𝛼𝑠 , allocating
effort according to the relative difficulty of the task. We see that the
difference in average accuracy achieved by our algorithm and the
baseline is minimal, with our algorithm even outperforming the
baseline when 𝛼 = 1. It can be seen that our algorithm achieves a
lower variance with respect to the converged model accuracies over
tasks, hence attaining fairer training performances over the tasks.

4 CONCLUSION
In this work, we proposed a strategy for fair training across multiple
machine learning tasks, in multiple model FL, when devices have
resource constraints. Our strategy consists of dynamically allocat-
ing tasks to clients each iteration, based on which task currently
has a higher 𝛼-fair loss. In future work, we will consider dynamic
allocation in light of heterogeneous resources across clients.
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