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Abstract—Low Earth orbit (LEO) satellite network can com-
plement terrestrial networks for achieving global wireless cov-
erage and improving delay-sensitive Internet services. This pa-
per proposes an integrated satellite-terrestrial network (ISTN)
architecture to provide ground users with seamless and reliable
content delivery services. For optimal service provisioning in this
architecture, we formulate an optimization model to maximize
the network throughput by jointly optimizing content delivery
policy, cache placement, and transmission power allocation.
The resulting optimization model is a large-scale mixed-integer
nonlinear program (MINLP) that is intractable for classical
computer solvers. Inspired by quantum computing techniques,
we propose a hybrid quantum-classical generalized Benders’
decomposition (HQCGBD) algorithm to address this challenge.
Specifically, we first exploit the generalized Benders’ decompo-
sition (GBD) to decompose the problem into a master problem
and a subproblem and then leverage the state-of-the-art quantum
annealer to solve the challenging master problem. Furthermore,
a multi-cut strategy is designed in HQCGBD to accelerate the
solution process by leveraging the quantum advantages in parallel
computing. Simulation results demonstrate the superiority of the
proposed HQCGBD algorithm and validate the effectiveness of
the proposed cache-enabled ISTN architecture.

Index Terms—Integrated satellite-terrestrial network, cache
placement, content delivery, quantum computing, generalized
Benders’ decomposition.

I. INTRODUCTION

ITH the explosion of Internet-of-Things (IoT) devices,
it is estimated that the global mobile data traffic
will grow by a factor of nearly 4, reaching 325 EB per
month in 2028 [1]. These data will cause an enormous
burden on networks. Furthermore, emerging content-centric
communications, such as full-motion video streaming and
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online live shows, typically require vast network throughput
[2]. It is challenging for traditional terrestrial networks to
meet these demands due to their limited backhaul capacity.
Content caching at the network edge has been considered as a
promising solution that could significantly alleviate backhaul
pressure. Popular contents are proactively cached at the base
stations (BSs), which are close to ground users, and deliv-
ered to the users directly without fetching from the content
server via backhaul link [3]. However, the traditional cache-
enabled terrestrial network is still infeasible in some signal-
blocked or shadowed environments due to the immobility of
infrastructure-based BSs [4].

In recent years, low earth orbit (LEO) satellite communi-
cation has attracted growing attention. Since LEO satellites
operate from 500 m to 2000 km [5], LEO satellites can
break through geographical restrictions. Consequently, several
major LEO projects have been launched. For example, SpaceX
Starlink plans to launch more than 12,000 LEO satellites to
provide seamless global service for terrestrial users [6]. How-
ever, there are two major challenges in the satellite networks.
One challenge is that satellite connections might experience
interruptions due to various factors like atmospheric conditions
or solar interference. The other challenge is that transmitting
data over satellite links is costly. To address these challenges,
we not only integrate caching into satellite networks but also
integrate the satellite networks with terrestrial networks. This
cache-enabled integrated satellite-terrestrial network (ISTN) is
envisioned to play an essential role in 6G mobile communi-
cation systems [7]. Resource management becomes a critical
problem in ISTNs due to the limited resources of satellites
and edge base stations compared to remote clouds. There
is a rich literature on resource management in ISTN with
the goal of optimizing network throughput [8]-[10], energy
efficiency [11]-[13], and system latency [14], [15]. Differ-
ent from the terrestrial networks, ISTNs comprise not only
terrestrial but also satellite segments. Specifically, satellites
serve as the space base stations to complement the terrestrial
edge networks, which are capable of attaining full coverage.
These result in a higher level of collaboration and coordination
among the various components in ISTNs. Thus, resource
management optimization in the area of ISTN needs to be
formulated as large-scale mixed-integer nonlinear programs
(MINLPs), which are NP-hard. It is difficult to utilize classical
computing techniques to solve them.

Quantum computing (QC) techniques provide a new promis-
ing approach to tackling this challenge. QC differs from classi-
cal computing in that it encodes information using qubits, rep-
resenting a superposition of states, rather than binary bits [16].



Besides, QC utilizes entanglement and quantum tunneling to
find the solution. These features enable quantum computers
to simultaneously explore exponentially large combinations
of states, which can solve large-scale real-world optimization
problems more efficiently and faster [16]. There are two
major paradigms in quantum computing: gate-based quantum
computing and adiabatic quantum computing. The gate-based
quantum computing utilizes discrete quantum gate operations
to evolve the qubits so that the final state of the qubits is
the desired result. In gate-based quantum computing, we need
to map the problem to an effective quantum algorithm and
convert the instructions into a sequence of low-level quantum
gates to operate the qubits. The main drawback of gate-based
quantum computing is that the number of provided qubits is
insufficient for real-world applications. We can only obtain less
than 150 qubits for gate-based quantum computing [17], [18].
Unlike gate-based quantum computing, we encode the problem
into the Hamiltonian of the quantum system in adiabatic
quantum computing. After evolution, we can obtain the desired
solution through the ground state of the quantum system.
Implementing adiabatic quantum computing is hard since
the quantum physical systems are susceptible to non-ideal
conditions. Quantum annealing (QA) can be regarded as a
relaxed adiabatic quantum computing that does not necessarily
require universality or adiabaticity [19]. Currently, we can
obtain about 5000 qubits for QA from D-wave [20]. With
these large numbers of qubits, QA has the potential to enhance
practical applications such as car manufacturing scheduling
[21], RNA folding [22]-[24], and portfolio optimization [25].

In this paper, we propose the first QC approach for im-
proving the network performance in cache-enabled ISTNs.
Specifically, we jointly optimize the content delivery policy,
cache placement, and transmission power allocation aiming
at maximizing the network throughput. The formulated opti-
mization problem is a large-scale MINLP that is NP-hard and
difficult for classical computers to solve. To solve the problem
efficiently, we propose a hybrid quantum-classical generalized
Benders’ decomposition (HQCGBD) algorithm. In particular,
we first utilize the generalized Benders’ decomposition (GBD)
algorithm to decompose the MINLP into a master problem
with the binary decision variables (i.e., content delivery policy
and cache placement) and a subproblem with the continuous
decision variables (i.e., transmission power). The subproblem
is a convex problem that can be efficiently solved by classical
computers. However, the master problem becomes more time-
and memory-consuming with more Benders’ cuts added to
the constraints over iterations for classical computers [26].
Thus, we further convert the master problem into a quadratic
unconstrained binary optimization (QUBO) formulation that
is solvable by QA. Then, these two problems are iteratively
solved until their solutions converge. Inspired by the parallel
processing capability of QC, we further design a specialized
quantum multi-cut strategy to accelerate HQCGBD. Finally,
we evaluate the performance of the HQCGBD algorithm for
the cache-enabled ISTN on the D-Wave’s real-world quantum
annealer computer [20].

The main contributions of this paper are stated as follows.

« We formulate an optimization problem to maximize the

network throughput for a cache-enabled ISTN system.

o As the formulated model is a large-scale MINLP, which is
generally intractable to classical computers, we propose
an HQCGBD algorithm to solve the problem efficiently
by leveraging GBD and QA.

« Motivated by the parallel processing capability of QC, we
design a multi-cut strategy to accelerate the convergence
of the proposed HQCGBD algorithm.

« We conduct extensive experiments to demonstrate the
superiority of the proposed solution algorithm compared
with the classical computing algorithm and show the pro-
posed cache-enabled ISTN scheme largely outperforms
the baseline schemes.

The rest of this paper is organized as follows. The related
works are discussed in Section II. In Section III, we intro-
duce the system model and describe a network throughput
maximization formulation for the cache-enabled ISTN. In
Section IV, we present the HQCGBD algorithm to solve the
formulated problem. Section V shows the simulation results.
Finally, the conclusion is given in Section VL.

II. RELATED WORKS

In this section, we discuss the most related prior works from
two aspects: ISTN system and quantum annealing.

A. ISTN System

ISTN is considered as a compelling technology for ex-
tending the coverage area of the existing terrestrial networks,
which has attracted increasing attention from both academia
and industry. There is various literature on resource manage-
ment in ISTN that aims at optimizing network throughput
[8]-[10], energy efficiency [11]-[13], and system latency [14],
[15]. Han et al. [8] studied the joint cache placement, LEO
satellite and BS clustering, and multicast beamforming prob-
lem aiming at maximizing the network utility. Tran et al. [9]
investigated cache placement, the UAV’s resource allocation,
and trajectory problem in LEO satellite- and cache-assisted
unmanned aerial vehicle (UAV) communications aiming at
maximizing the minimum achievable throughput per ground
user. Alsharoa et al. [10] jointly optimized the resource al-
locations and the locations of high-altitude platforms (HAPs)
to maximize the users’ throughput. Li et al. [11] formulated a
block placement, power allocation, and cache-sharing decision
optimization problem to optimize the ISTN system energy ef-
ficiency. Tang et al. [12] optimized the computation offloading
decisions to minimize the sum energy consumption of ground
users. Ding et al. [13] investigated a joint user association,
multi-user multiple input and multiple output (MU-MIMO)
transmit precoding, computation task assignment, and resource
allocation optimization problem to minimize the weighted sum
energy consumption of the ISTN system. Han et al. [14] pro-
posed a two-timescale learning-based scheme to minimize the
overall task offloading delay by jointly optimizing offloading
link selection and bandwidth allocation decisions for BSs and
users. Cui et al. [15] studied a joint task offloading, commu-
nication, and computing resources allocation problem aiming
at minimizing the latency of task offloading and processing.



However, most of these studies in the ISTN systems usually
formulate their problems as MINLPs, which are hard to
solve. Thus, they either use heuristics or complex optimization
techniques to tackle them. Inspired by QC, we propose an
HQCGBD algorithm to solve these MINLPs efficiently.

B. Quantum Annealing

Extensive research efforts have been made recently to
utilize QA for solving practical optimization problems [27].
However, QA only accepts a quadratic polynomial over binary
variables, and the cost of using a large number of ancillary
qubits to represent the discretized variables is expensive. Most
prior works formulate the real-world application as a binary
quadratic model (BQM) problem [21]-[25] or mixed-integer
linear programming (MILP) problem [28], [29] that is easily
converted to the QUBO formulation for QA to optimize. For
instance, Yarkoni et al. [21] minimized the number of color
switches between cars in a paint shop queue by formulating
a BQM problem. Fox et al. [22] optimized codon through
a BQM. Mulligan et al. [23] found amino acid side chain
identities and conformations to stabilize a fixed protein back-
bone. Fox et al. [24] formulated a BQM to maximize the
number of consecutive base pairs and the average length of the
stems. Mugel et al. [25] proposed a hybrid quantum-classical
algorithm for dynamic portfolio optimization with a minimum
holding period. Doan et al. [28] studied the MILP problem in
robust fitting by leveraging QA. Dinh et al. [29] formulated
the beam placement in satellite communication as an MILP
and designed an efficient Hamiltonian Reduction method for
QA to address this problem efficiently. However, the BQM
and MILP formulations can not capture the complexity of the
actual problem in the ISTN field. To the best of our knowledge,
this is the first work to formulate a MINLP to optimize the
network throughput in the cache-enabled ISTN system and
solve it using QC technologies.

III. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, we first introduce the system models. After
that, we formulate an optimization model to jointly optimize
the optimal content delivery policy, cache placement, and
transmission power allocation in the cache-enabled ISTN.

A. System Architecture

As illustrated in Fig. 1, we consider a cache-enabled ISTN
that consists of a content server, a set of single-antenna users
n €N ={1,...,N}, and a set of base stations (BSs). We
denote the set of BSs as M = S U B, in which the index
m € S = {1,...,5} represents a satellite, and m € B =
{S +1,..., M} represents a terrestrial base station (TBS).
The satellites and TBSs, which have limited cache storage
onboard, cooperatively provide content delivery services to the
ground users through satellite-to-user (S2U) and TBS-to-user
(T2U) links, respectively. The content server contains a set
of potential user-desired content f € F = {1,...,F}. For
simplicity, we assume the required content can be successfully
downloaded for each user during the satellite visibility period.

N
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Fig. 1: The integrated satellite-terrestrial network system

The BSs are connected to the content server via the limited-
capacity backhaul links and proactively cache a portion of the
popular content from the content server and then efficiently
serve the ground users.

B. Cache Model

When each user n € N submits its content request f,, € F
to the BS, there are two ways for it to download its desired
content f,: if the requested content f,, is available in the
cache, the associated BS m will deliver it to user n directly;
otherwise, the associated BS m will fetch the requested content
fn from the content server via the backhaul link and then
deliver it to user n.

We denote the cache placement matrix for the BSs as X =
{@fm M, where 2y, € {0,1}. 2., = 1 indicates the
content f is placed at the m-th BS; otherwise z¢,, = 0.
Considering the limited cache storage capability of each BS,
we have

> xpmds < Fry, YmeM, (1)
feF

where I}, is the cache storage capability of BS m, and dy is
the data size of content f.

C. Communication Model

Let Z = {zpm} € {0,1}V*M denote the BS service
matrix in which z,,, = 1 indicates that BS m serves user
n and z, ,, = 0 otherwise. Thanks to the software-defined
networking (SDN) and cloud radio access network technolo-
gies, each user can be cooperatively served by multiple BSs
simultaneously [8], which is described as

> zam =1, VneN. 2)

meM
Moreover, we make the assumption that the OFDMA tech-
nique is adopted. The available spectrum of BSs is divided
into multiple resource blocks. Each resource block for BS m
has a bandwidth of B,,, [10], [30]. We also assume that a user
uses only one resource block of an associated BS, and ignore
intra-cell and inter-cell interference since users associated with



the same BS use a different set of orthogonal resource blocks.
The maximum number of associated users for BS m should
satisfy

> znm <IN YmeM, (3)
neN

where I77¥ is the maximum number of resource blocks for BS
m.

The transmission power matrix from BSs to users is denoted
as P = [pn.m|nen,merm. When BS m does not serve user n,
the corresponding transmission power should be 0. This can
be modeled as the following constraint:

VneN,meM, @)

min max
ZnmPp" < Paym < Z2nmPp,

where P™ and PM" are the maximum and minimum trans-
mission power of BS n for each connected device, respectively.

T2U channel model: We model the T2U channel as a
Rayleigh channel with shadowing effect. Let h,, ,, denote the
channel coefficients of the T2U link from TBS m € B to user
n € N. According to [31], hy, n, can be modeled as

hn,m = ’Yn,mﬁmb(dn,m)_ay Vn € Nam € 67 (5)

where 7, ,,, ~ CN(0, 1) is a complex Gaussian variable repre-
senting Rayleigh fading, /3, ,,, follows log-normal distribution
representing shadowing fading, d,, ., is the distance between
the TBS and user, and « represents the path-loss exponent.

S2U channel model: We consider both the large-scale
fading and the shadowed-Rician fading for the S2U channel
[32]. We denote the coefficient of S2U channel connecting
satellite m € S and user n € N as hy, ,,, which is modeled
as

hn,m = AeXp (]wn,m> + ZeXp (j¢n,m)7vn S J\/,m € 87
(6)

where 1y, ,, € [0,27) indicates the stationary random phase
and ¢, ,, is the deterministic phase of the LOS component.
Here A and Z denote the amplitudes of the scattering and the
LOS components, which are independent stationary random
processes following Rayleigh and Nakagami-m distributions,
respectively.

Based on Shannon’s theorem, the achievable data transmis-
sion rate from BS m to user n can be expressed as

pn,mGn,m|hn,m‘2
o2 )

YneN,me M, 7

Rn,m = Zn,mBm 10g2(1+

3

where G, ., is the channel gain of BS m towards user n, and
o? represents the additive white Gaussian noise (AWGN). The
instantaneous transmission rate for BS m to deliver content f,,
to user n via cache can be calculated as

Vn e B,me M. ®)

c
n,m xfn ,mRn,m7

On the other hand, the instantaneous transmission rate for BS
m to deliver content f,, to user n via backhaul can be written
as

Evm == (1 - ‘Tfn,m)Rn,m7 Vn € B,m € M. (9)

As a result, the total network throughput can be modeled

as
Q=Y (@7, +2Q7..),

neN meM

(10)

where A is the trade-off parameter to balance the priorities of
maximizing the total cache and backhaul throughput. Particu-
larly, a small X\ implies that maximizing total cache throughput
has more priority than maximizing the total backhaul through-
put. In practice, we set 0 < A < 1 to reduce the backhaul
pressure.

D. Problem Formulation

In order to maximize the total network throughput that takes
into account both cache and backhaul throughput, we jointly
optimize the content delivery policy, cache placement, and
transmission power allocation as

T
%
st. (Cy): Z Tpmds < Fp, Ym e M,
ferF
(C2) : Z pn,m § Pgaxa vm S Ms
neN
(C3) . pn,m S Zn,’rrLP»r[Lnaxa Vﬂ S Nvm S M7
(Ca): ZnmP™ < ppm, YneEN,meM,
(C5): Y Zam =1, VREN,
meM
(Co): > Znm S ID™, VYme M,
neN
(C7): Poom =0, VneN meM,
(Cs): zfm €{0,1}, VfeF,meM,
(Co): znm €{0,1}, VYneN,meM. (1)

Constraint (C;) ensures that the placed caches for each BS
can not exceed the maximum cache storage. Constraints (Cs),
(C3), (C4), and (C;) guarantee the valid power allocation.
Constraint (Cs) ensures each user is served by at least one
BS. Constraint (Cg) represents the number of associated users
that can not exceed the maximum number of resource blocks
for each BS. Finally, constraints (Cg) and (Cgy) show X and
Z are binary matrices.

IV. SOLUTION METHODOLOGY

The formulated problem (11) is a large-scale MINLP, which
is NP-hard [33]. To tackle this problem, we propose a novel
HQCGBD algorithm. Specifically in HQCGBD, we first utilize
GBD to decompose the problem into a master problem and a
subproblem. On the one hand, the subproblem is a convex
problem, which can be solved efficiently on the classical
computer. On the other hand, the master problem is a large-
scale MILP that is intractable for classical computers. Thus,
we convert the master problem into the QUBO formulation,
which can be efficiently solved by the state-of-the-art quantum
annealer. Moreover, we design a specialized quantum multi-
cut strategy to accelerate the optimization process.



A. Hybrid Quantum-classical Generalized Benders’ Decom-
position

Problem (11) is hard to solve due to the coupling of
continuous decision variables P with integer decision variables
X and Z. We first decompose (11) into a master problem and
a subproblem. The master problem only involves the binary
optimization decision variables, while the subproblem only
involves the continuous optimization decision variables. We
can obtain a performance upper bound of problem (11) by
solving the subproblem and a performance lower bound of
problem (11) by solving the master problem. Then, problem
(11) is iteratively solved until the lower and upper bounds
converge. In order to apply HQCGBD, we first reformulate
problem (11) as

i — Q7
st. (C1) —(Cy) (12)

We describe the details of the subproblem and master problem
in the following.

1) Classical Optimization for Subproblem: For the given
and fixed binary variables X() and Z() generated by the
master problem at the (I — 1)-th iteration, the subproblem can
be written as

-QT
S.t. (Cg) —

(Subproblem) : n%)in

(Ca), (C7). (13)
As we can see above, the subproblem has a convex objective
function and linear constraints, so it is convex. Besides, it also
satisfies Slater’s conditions [34], strong duality holds between
the subproblem and its dual problem. Thus, solving its dual
problem is equivalent to solving the subproblem. We formulate
its dual problem as

max H%)in/.:(Pﬁ,X(l),Z(l)) - QT

- Z Z 51,n,mpn,m

neN meM
+ Z Z 52,n,m(pn,m - gl)mp’gldx)
neN memM
+ Z Z 53nm Zn, mPrIan _pn,m)
neN mem
+ Z 54,m( Z Pnm — anﬁax), (14)
meM neN

where £ is the Largangian function of problem (13), P is the
primal variables, and & is the dual variables associated with
constraints (Cy) — (Cy), (C7). This problem can be efficiently
solved by the classical convex programming numerical solvers
such as Mosek [35]. The optimal solutions of the primal
variables P and dual variables § are then used as input to
the master problem. Besides, the optimal objective value of
problem (13) can be regarded as the performance upper bound
of problem (12).

2) Quantum Optimization for Master Problem: With ob-
tained primary variables P() and dual variables ) of prob-

lem (14) at the [-th iteration, we can formulate the master as

(Master problem) : m%n¢ 10}
st. (C1),(Cs),(C ),( 8), (Co),
(Cro): 6= L(PY,6",X,2).
(15)

Here, (Cyp) is the Benders’ cut [36]. By adding the Benders’
cut at each iteration, the search region for the globally optimal
solution is gradually reduced, which accelerates the searching
speed [37]. Besides, the objective value of problem (15) is the
performance lower bound of problem (12) at the [-th iteration.

The constructed master problem is a large-scale MILP,
which is difficult for the classical computer to solve. QA
technology is a promising approach to address this challenge.
A quantum annealer solves optimization problems through
energy minimization of a physical system. The energy profile
of a quantum system is defined by its Hamiltonian. The
system’s initial state is set to the lowest energy state of the
initial Hamiltonian and then annealed until the system’s final
state corresponds to the desired solution. The Hamiltonian at
the end of the annealing process can be derived from the
following model:

ZQnmz +ZZQ1]$ ;=X QX

=1 j=1

(16)

where fg : {0,1}¥ — R represents a quadratic polynomial
over binary variables, x = [z1,..., )] are binary variables,
and Q € RX*K ig an upper triangular matrix representing the
corresponding cost coefficient of x;x; [38].

A well-known approach for representing optimization prob-
lems in quantum annealing is to use the QUBO, which solves
a problem of the formulation:

min

17
x€{0,1}¥ an

fo(x).

Note that the master problem (15) has a structure similar to
an integer linear program (ILP) but is not in the QUBO format.
In order to leverage the state-of-art QA, we convert the master
problem into the QUBO formulation as follows [39]:

Objective function reformulation: Since the QA only
accepts a quadratic polynomial over binary variables, we first
approximate the continuous variable ¢ using a binary vector w
with the length of U bits. The QUBO formulation of objective
function (15) can be written as

Ut

Witu, )2 Wit )~

ﬁ I
(]

p(w), (18)

W(jti4u, +70) 2 Wit 14u, +a,) =
Jj=0
where U = 1 +u, +uy +u_. Here, u_,u;,u, represent
the number of bits that are assigned to represent the nega-
tive integer, positive integer, and positive decimal part of ¢,
respectively.



Constraints reformulation: After reformulating the objec-
tive function in (15), we can obtain a constraint ILP master
problem, which is still not the QUBO formulation. We need
to further reformulate the constrained ILP master problem
as unconstrained QUBO by using penalties. According to
the constraint-penalty pair principle in [39], we convert the
constraints (Cy),(C5),(Cs), and (Cyg) as follows:

l1,m

Cl) Zglm fo, df_F +22lslm2a

meM feF
(19)

where [y, = [log, (minx (Fy, =D er TS, mds))].

I2,n

= Ln(l- }:,%n,+§:2%2n , (20)

neN meM
D).

73'm

Z gdm Zznm_lmax+22lsdm 27

meM neN
(21)

where ig’n = {1og2 (minz(EmGM Znm —

féQCG)(Z7S) =

where I3, = [logy (ming (I%™ — 3 v Znm)) |-

f((gCIG)(X7 Z7 w, S) 54( (P(l 5(l)7 Xa Z) - &(W)
+ Z 2184)2,
=0

where 14 = [log, (minw,z (¢(w) — L(PW, 5(1))))]

Here, s is the binary slack variables, [ is the upper bound of
the number of slack variables, and £ is the penalty parameters
which are defined according to [40]. Then, the master problem
can be stated in the QUBO formulation as

(22)

min
,W,S

S(w) + f5V(X,8) + 157 (Z,9)

+15(Zs) + 15 (X Zow,s). (23)

3) Overall Algorithm: The overall HQCGBD algorithm
is summarized in Algorithm 1. The algorithm contains an
iterative procedure. First of all, we set the iteration index [ to
1 and the maximum number of iterations as L™** and initialize
the binary variables X and Z. In the [-th iteration, we fix the
binary variables X (9 and Z(" and solve the subproblem using
the classical computer (Line 2). We add the obtained Benders’
cut to the master problem and update the performance upper
bound UB®) by the optimal solution of the subproblem (Line
3-6). Then, we set the appropriate penalties and reformulate
the master problem into the QUBO formulation (Line 7-8).
We utilize the quantum computer to solve the QUBO master
problem and update the performance lower bound LBY (Line
9-11). This iteration procedure stops until the approximation
gap |UB“)7LB| is within a preset threshold e or the maximal

UB()
iteration index L™ is reached

Benders Cuts

Benders Cut
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Fig. 2: An overview of (a) CBD and (b) Multi-Cut HQCGBD

Subproblems
Classical Computer

B. Multi-cut Strategy

The main bottleneck of classical Benders’ decomposition
(CBD) is the time consumed by solving the master problems,
which occupies over 90% total optimization time [41]. As
shown in Fig. 2(a), classical computers generate just one Ben-
ders cut at an iteration. However, QA utilizes qubits that can
explore many combinations of quantum states simultaneously
by leveraging the superposition of quantum states [16]. This
endows quantum computers the powerful parallel computing
capacity. Thanks to this feature, we can observe multiple feasi-
ble solutions at the end of QA. Thus, quantum computers can
potentially accelerate the convergence of the GBD compared
to classical computers. In Fig. 2(b), we demonstrate the basic
idea of multi-cut HQCGBD. In multi-cut HQCGBD, solving
a master problem can obtain multiple feasible solutions. We
select the top p feasible solutions for the classical computers
to generate multiple Benders’ cuts in parallel.

The details of the multi-cut HQCGBD are summarized in
Algorithm 2. The main difference between Algorithm 1 and
Algorithm 2 is that a set of feasible binary variables X is
generated by solving the master problem on the quantum com-
puter. For each feasible solution, we can solve a subproblem
on the classical computer to generate a Benders’ cut. Then, all
Benders’ cuts are added to the master problem for the quantum
computer to solve. This iteration procedure continues until the
upper bound and lower bound converge.

V. NUMERICAL EXPERIMENTS

In this section, we evaluate the performance of our proposed
HQCGBD algorithm and cache-enabled ISTN architecture.
Since quantum computing resources is still extremely expen-
sive, we only conduct a small-scale setting that could be solved
in fewer than 1000 iterations, but our results show how promis-
ing this technology could be in the future. Both HQCGBD and
CBD are implemented in Python 3.7. Specifically, we utilize
the Mosek [35] to solve the classical convex problems and
Gurobi [42] to solve classical MILP problems on a desktop
computer with a 3.2 GHz Intel® Core™ i7-8700 CPU and 16
GB of RAM. The HQCGBD master problems are solved by
the D-Wave hybrid quantum computer, which has over 5,000
physical qubits, and 35,000 couplers based on the Pegasus
topology [20].



Algorithm 1 The Proposed HQCGBD Algorithm

Input: Iteration index [ = 1, maximum iteration number
L™ jteration threshold ¢, UB(®) = 400, and LB =
—oo. Initialize X (), Z(0),

1: while | VBT ZLBU | s ¢ or | < L™ do

Fix X, Z as X(=1 Z(=1 and solve the subproblem

using a standard convex solver in the classical computer

Obtain the optimal solution P®) and —QT®

Obtain the Benders’ cut C'

Update UBY = min{UB/~Y —QT-(1}

Add the Benders cut C' to the master problem

Set appropriate penalty numbers or arrays &

Reformulate both objective and constraints in the master

problem and construct the QUBO formation by using

corresponding rules, i.e., (19)-(23)

9:  Solve the master problem by the quantum computer

10:  Obtain optimal solution XV, Z(!) and ¢

11:  Update LB = ¢

122 Setl=1+1

13: end while

QOutput: Optimal X*, Z* P*.

o S A

Algorithm 2 The Proposed Multi-Cut HQCGBD Algorithm

Input: Iteration index ! = 1, maximum iteration num-
ber L™ ijteration threshold ¢, UB® = 400, and
LB = _co. Initialize p feasible values as X0 =
(x@ zOye

; "Ulé(’_lz):}LB(l_”

1: while TBT=D | >e€eorl< L™ do
2 for {X,Z} € X~V do
3: Fix X and Z, and solve the subproblem using a

standard convex solver in the classical computer
Obtain the optimal solution P®) and —Q™®
Obtain the Benders’ cut C'

Add the Benders’ cut C' to the master problem
Update UBY) = min{UB!~Y, —QT-()}

end for

Set appropriate penalty numbers or arrays &

10:  Reformulate both objective and constraints in the master
problem and construct the QUBO formation by using
corresponding rules, i.e., (19)-(23)

11:  Solve the master problem by the quantum computer

12: Obtain p feasible solutions X = {XV Z1?_ and
{01}

13 Update LB® = min{¢"}?_,

14: Setl=10+1

15: end while

QOutput: Optimal X*, Z* P*.

R P B AN U

A. Simulation Setup

In our simulation, we consider a cache-enabled ISTN system
with one TBS placed in the center and 10 ground users that
are uniformly distributed within an area of 1000 x 1000 m?,
excluding an inner circle of 50 m radius around the TBS.
In order to meet the quality of service (QoS) requirement,
one LEO satellite cooperatively provides the content delivery

TABLE I: Simulation Parameters

Parameters Values

Satellite altitude Hg 1000km
Transmission power of TBS 1% 42dBm
Transmission power of satellite P"* 43dBm
The antenna gain of TBS 10dBi

The antenna gain of satellite 35dBi

Number of content 5

Size of each content 30Mb
The cache storage capability of BS 30Mb
Zipf parameter k 0.7
The spectral density of noise -174dBm/Hz
Elevation angle 0 60°

service to the ground users. The ISTN system operates at
2GHz with a bandwidth of 10MHz. For terrestrial communi-
cation, the path-loss exponent « is set to 3.7 [43], and the log-
normal shadowing parameter is set to be 8dB. The small-scale
fading over the terrestrial channel is modeled as the normalized
Rayleigh fading. For satellite communication, the path-loss
is modeled by L,(dB) = 92.44 + 20log;,d + 20logo(f),
where f is the operating frequency in GHz, and d is the
distance between the satellite and user in kilometers, which is
determined by the satellite altitude and elevation angle [44].
We set the total attenuation caused by rain, gas, clouds, and
scintillation as 5.2dB [45], and the additional losses from
polarization and antenna misalignment as 0.1dB and 0.35dB,
respectively [46]. The small-scale fading over the satellite
channel is modeled as Rician fading.

We assume the popularity of F' content follows a Zipf
distribution [47]. Therefore, the probability of user n to require

f-th content is given by ps = #,
skewness parameter. In general, lar:gie1 K means more user
requests are concentrated on less popular content. Moreover,
we set the penalty parameter A as 0.6 by default. The rest of
our simulation parameters, unless otherwise stated, are given
in Table 1.

To evaluate the proposed schemes’ performance, we con-
sider two prevalent caching strategies in ISTNs as baselines
[8], [48]-[52]. Besides, we also design a non-cooperative
ISTN scheme as Baseline 3 to show the advantages of coop-
eration in the cache-enabled ISTN. The three baselines are as
follows: 1) Baseline 1 - Cooperative random caching: Similar
to [8], [48], [49], TBSs and satellites cache the content ran-
domly with equal probabilities regardless of content popularity
distribution. 2) Baseline 2 - Cooperative popularity-aware
caching: TBSs and satellites cache the most popular content
until their storage is full [50]-[52]. In this caching scheme,
the cached content in the TBS and satellite are the same since
their cache sizes are the same. 3) Baseline 3 - Non-cooperative
caching: In this scheme, TBSs and satellites provide the
content delivery service to users without cooperation. Each
user is only associated with one BS.

where k is the

B. Comparsion of Proposed HOCGBD and CBD Algorithm

In this part, we first evaluate the convergence process of the
proposed HQCGBD algorithm. Fig. 3 shows the convergence
of our 5-cut HQCGBD algorithm. Fig. 3(a) shows that the



TABLE II: Performance comparison between CBD with different multi-cut HQCGBD

. . Solver accessing time (ms)
Algorithm Tterations Max. Min. Mean. Std. Total
CBD 828 92.21 0.59 35.87 18.58 29699.74
Single-cut HQCGBD 768 3.21 1.58 2.26 0.79 1738.65
3-cut HQCGBD 351 3.21 1.58 2.24 0.78 787.35
5-cut HQCGBD 237 3.21 1.58 2.12 0.75 502.41
x102
0 80 _3.01 —.- cBD ;
L Single-cut HQCGBD i
-1 g60 g 5 5] — 5-cut HQCGBD /
S 7
§ -2 éao 8’ R4
3 : 2.0 %
8 g ] 7/
-3 g2 by e
—— Upper Bound f 151 04 //
_a Lower Bound ° g v
0 50 100 150 200 0 50 100 150 200 ° 0.29 /" Va
Iterations Iterations n 1.0 ‘/' '8
0] = .
(a) The upper and lower bounds of each (b) Approximation gap of each iteration. 2 g0 M 10 ./'/ 6
iteration. = 0.5 i af=——"
ERd PR
Fig. 3: Convergence of the proposed HQCGBD algorithm. g T 00__ 250
O B
0.0

x103

|
o
[

|
-
o

‘

--@- Lower bound of CBD
--A-+ Upper bound of CBD
Lower bound of single-cut HQCGBD
Upper bound of single-cut HQCGBD
—e- Lower bound of 3-cut HQCGBD
=4 - Upper bound of 3-cut HQCGBD
—o— Lower bound of 5-cut HQCGBD
—4— Upper bound of 5-cut HQCGBD

Objective value

|
[
N

|
=
N

s

-1.6

0 100 200 300 400 500 600 700 800
Iterations

Fig. 4: The convergence performances of CBD and different multi-
cut HQCGBD strategies.

difference between UB and LB decreases and finally converges
after 237 iterations. Fig. 3(b) illustrates the corresponding
approximation gap decreases w.r.t. the iteration number. In
practice, to speed up the process, we can terminate the
algorithm earlier to obtain an approximately optimal solution
when the approximation gap is within a threshold e.

In Fig. 4, we further compare the convergence of CBD
and different multi-cut HQCGBD strategies. We can observe
that the values of the lower bounds (i.e., the objective values
of master problems) keep increasing while the upper bounds
(i.e., the objective values of subproblems) keep decreasing
until convergence. Specifically, the single-cut HQCGBD and
CBD need 768 and 828 iterations to converge, respectively.
This result verifies that our proposed single-cat HQCGBD
algorithm is mathematically consistent with the CBD algo-
rithm. Essentially, if the CBD algorithm can solve a problem,
our proposed single-cut HQCGBD algorithm can reach the
same result at least. Furthermore, we can see that the lower

0 100 200 300 400 500 600 700 800
Iterations

Fig. 5: The cumulative solver accessing time of master problems for
CBD and different multi-cut HQCGBD strategies.

bounds of CBD and single-cut HQCGBD increase very slowly
compared to the multi-cut HQCGBD strategies. The reason is
that we can improve the obtained lower bounds through the
multi-cut strategies. This figure also shows the superiority of
the 3-cut and 5-cut HQCGBD strategies, which can reduce
the number of required iterations by 57.60% and 71.37%,
respectively.

Next, we compare the running time of our proposed al-
gorithm and CBD. Although each iteration of HQCGBD
requires processing multiple subproblems, the complexity of
each subproblem is the same as that of the subproblem in
CBD, and they can be executed in parallel. Therefore, we
only compare the performances of CBD and different multi-cut
HQCGBD strategies regarding the real solver accessing time
of the master problems'. As illustrated in Fig. 5, the single-cut
HQCGBD master problem’s cumulative solver accessing time
increases linearly w.r.t. the iteration number, while the CBD
master problems’ cumulative solver accessing time increases
quadratically w.r.t. the iteration number. Before the 10-th itera-
tion, the CBD outperforms the single-cut HQCGBD. However,
the single-cut HQCGBD performs better and better when
the master problem becomes more and more computation-
intensive as we keep adding Benders’ cuts to the master
problem in each iteration. The computational time of the
master problems on the quantum computers is less than that
spend on the classical computers. This result demonstrates
that quantum computers outperform classical computers in
solving large-scale MILP problems. Specifically, the proposed

IThe solver accessing time is the accessing time of QPU solver and local
solver without considering other overheads, such as variables setup latency,
network transmission latency, etc.
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Fig. 6: The impact of A on the system performance.

single-cut, 3-cut, and 5-cut HQCGBD can save up to 94.14%,
97.34%, and 98.31% solver accessing time of the master
problem compared with CBD, respectively.

We also show the performance details of CBD and multi-
cut HQCGBD strategies in Table II. We can observe that
the multi-cut HQCGBD strategies have a stable computation
performance as they have a much smaller standard deviation
of the master problem’s solver accessing time than the CBD.
In summary, the proposed multi-cut HQCGBD outperforms
CBD in terms of both convergence speed of iterations and
cumulative master problems’ solver accessing time.

C. Impact of Parameter A

In Fig. 6, we study how the trade-off parameter A affects the
system performance in terms of the network throughput Q7
total cache throughput > =37 x> e m QS . ¢» and to-
tal backhaul throughput 323"\ >0 e AQp i - TO
that end, we increase the penalty parameter A from 0.5 to 0.8.
From Fig. 6(a), we can observe that the proposed ISTN scheme
performs better than the other three baselines. Meanwhile, as
A increases, the network throughput of the non-cooperative
caching ISTN scheme is first larger and then smaller than the
cooperative popularity-aware caching ISTN scheme. Fig. 6(b)
and Fig. 6(c) further demonstrate the details. Specifically,
when X is below 0.6, the weight of the total cache throughput
is relatively large. Due to the cache optimization, the coop-
erative popularity-aware caching ISTN scheme outperforms
the non-cooperative caching ISTN scheme. However, the total
backhaul throughput becomes dominant when A is larger.
The non-cooperative caching ISTN scheme decreases the total
cache throughput to increase the total backhaul throughput.
The cooperative popularity-aware caching ISTN scheme sac-
rifices less total cache throughput to improve the total backhaul
throughput due to the cooperative ISTN. Fig. 6(b) also shows
that our proposed ISTN scheme outperforms the cooperative
random and popularity-aware caching ISTN schemes in the
total cache throughput. Although the non-cooperative caching
ISTN scheme has a slightly larger total cache throughput,
the proposed ISTN scheme has a much higher total backhaul
throughput as shown in Fig. 6(c).

D. Impact of Satellite Transmission Power

In this part, we investigate how the network throughput,
total cache, and total backhaul throughput change as the
satellite transmission power increases. As demonstrated in
Fig. 7(a), the network throughput increases as the satellite
transmission power increases. It also shows that our proposed
ISTN scheme achieves the highest network throughput than
the other three baselines. The network throughput of the
cooperative random caching ISTN scheme performs the worst.
The reason is that the cooperative random caching ISTN
scheme can not fully exploit the satellite cache capacity.
As shown in Fig. 7(b) and Fig. 7(c), the proposed ISTN
scheme can better utilize the cache storages of the TBSs and
satellites and efficiently reduce the backhaul pressure in this
case. Without cache placement optimization, the cooperative
random caching and cooperative popularity-aware caching
ISTN schemes push more throughput to backhaul traffic to
achieve better network throughput performance. Although our
proposed ISTN scheme has a similar total cache throughput
to the non-cooperative caching ISTN scheme, our proposed
ISTN scheme has a much higher total backhaul throughput.
In general, the proposed ISTN has the ability to effectively
leverage the power of satellite transmission by balancing the
total cache and backhaul throughput.

E. Impact of Resource Blocks

In this part, we compare the network throughput, total cache,
and backhaul throughput of our proposed ISTN scheme with
the three baseline schemes regarding the TBS resource blocks.
As shown in Fig. 8(a), our proposed ISTN scheme has the
highest network throughput than the other three baselines in
the different numbers of TBS resource blocks. Besides, the
network throughput of all schemes increases as the number
of resource blocks at TBS increases, except that the network
throughput of the non-cooperative caching ISTN scheme re-
mains stable. The reason is that the transmission power of
TBS is optimally allocated to each associated user. With more
resource blocks available, TBSs can allocate their transmission
powers more flexibly to increase the network throughput.
However, the non-cooperative caching ISTN scheme does not
have this flexibility since each user is served by only one
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BS. From Fig. 8(b), we can observe that the total cache
throughput of the popularity-aware caching ISTN scheme
increases as the number of resource blocks increases, and the
cooperative random caching ISTN scheme performs the worst.
Fig. 8(c) illustrates that the total backhaul throughput of the
proposed ISTN scheme and the cooperative random caching
ISTN scheme increases when the number of TBS resource
blocks increases while the total backhaul throughput of the
cooperative popularity-aware caching ISTN scheme keeps
decreasing. This is because the cooperative popularity-aware
caching ISTN scheme can not fully exploit the BS caching
capacity with a small number of TBS resource blocks. Since
the total cache throughput has a higher weight, the cooperative
popularity-aware caching ISTN scheme needs to shift the
network throughput from the backhaul link to the cache to
increase the network throughput. Therefore, considering the
trade-off between the total cache and backhaul throughput, our
proposed ISTN scheme has the best performance in different
numbers of TBS resource blocks.

VI. CONCLUSION

In this paper, we have investigated the problem of opti-
mizing content delivery services to terrestrial users in ISTN.
We have formulated a MINLP to jointly optimize the content
delivery policy, cache placement, and transmission power al-
location for maximizing the network throughput and proposed
a hybrid quantum-classical solution method called HQCGBD

to solve it. Furthermore, we have designed a specialized
quantum multi-cut strategy to accelerate the convergence speed
of HQCGBD. Due to the limited number of qubits in the
current D-wave system, we conduct the experiments in a
small-scale setting as a proof of concept. However, even in
this setting, numerical results demonstrate that our proposed
multi-cut HQCGBD can reduce both the required iteration
numbers to achieve convergence and solver accessing time
without losing optimality. This work is our first attempt
to leverage quantum computing techniques for optimizing
cache placement in ISTNs. In the future, we will extend our
work to a setting of multi-timescale systems and investigate
cache placement and resource allocation in ISTNs. Since the
proposed algorithm can efficiently solve large-scale MINLPs,
it holds great promise for various ISTN applications, e.g.,
routing and scheduling optimization problems. With the rapid
development of quantum computers and an increasing number
of qubits [53], we believe that the proposed quantum-assisted
optimization can play a crucial role in the ISTN field.
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