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Abstract
Motivated by the residual type neural networks (ResNet), this paper studies opti-
mal control problems constrained by a non-smooth integral equation associated to a
fractional differential equation. Such non-smooth equations, for instance, arise in the
continuous representation of fractional deep neural networks (DNNs). Here the under-
lying non-differentiable function is the ReLU or max function. The control enters in a
nonlinear and multiplicative manner and we additionally impose control constraints.
Because of the presence of the non-differentiable mapping, the application of stan-
dard adjoint calculus is excluded. We derive strong stationary conditions by relying
on the limited differentiability properties of the non-smooth map. While traditional
approaches smoothen the non-differentiable function, no such smoothness is retained
in our final strong stationarity system. Thus, thiswork also closes a gapwhich currently
exists in continuous neural networks with ReLU type activation function.
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1 Introduction

In this paper, we establish strong stationary optimality conditions for the following
control constrained optimization problem

min
(a,ℓ)∈H1(0,T ;Rn×n)×H1(0,T ;Rn)

J (y, a, ℓ)

s.t. ∂γ y(t) = f (a(t)y(t)+ ℓ(t)) a.e. in (0, T ),

y(0) = y0,

ℓ ∈ K,

⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

(P)

where f : R → R is a non-smooth non-linearity. This is assumed to be Lipschitz
continuous and directionally differentiable only. An important example falling into
this class is the ReLU (max) function used in the description of fractional DNNs. In
this case, a and l, respectively indicate theweights and biases. The objective functional
is given by

J (y, a, ℓ) := g(y(T ))+ 1
2
∥a∥2H1(0,T ;Rn×n)

+ 1
2
∥ℓ∥2H1(0,T ;Rn)

,

where g : Rn → R is a continuously differentiable function. The values γ ∈ (0, 1)
and y0 ∈ Rn are fixed and the setK ⊂ H1(0, T ;Rn) is convex and closed. The symbol
∂γ denotes the fractional time derivative, more details are provided in the forthcoming
sections. Notice that the entire discussion in this paper also extends (and is new) for
the case γ = 1, i.e., the standard time derivative. This has been substantiated with the
help of several remarks throughout the paper. Recently, optimal control of fractional
ODEs/PDEs have received a significant interest, we refer to the articles [1, 7] and the
references therein. The most generic framework is considered in [5]. However, none
of these articles deal with the non-smooth setting presented in this paper.

The essential feature of the problem under consideration is that the mapping f is
not necessarily differentiable, i.e., its directional derivative is non-linear with respect
to the direction. Thus, standard methods for the derivation of qualified optimality
conditions are not applicable here. In view of our goal to establish strong stationarity,
the main novelties in this paper arise from:

• the presence of the fractional time derivative;
• the fact that the controls appear in the argument of the non-smooth non-linearity

f ;
• the presence of control constraints (in this context, we are able to prove strong
stationarity without resorting to unverifiable “constraint qualifications”).

All these challenges appear in applications concerned with the control of neural net-
works. The non-smooth and nonlinear function f encompasses functions such as max
or ReLU arising in deep neural networks (DNNs). The objective function J encom-
passes a generic class of functionals such as cross entropy and least squares. In fact,
the optimal control problem (P) is motivated by residual neural networks [24, 33]
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and fractional deep neural networks [3, 4, 6]. The control constraints can capture the
bias ordering notion recently introduced in [2]. All existing approaches in the neural
network setting assume differentiability of f in deriving the gradients via backprop-
agation. No such smoothness conditions are assumed in this paper.

Deriving necessary optimality conditions is a challenging issue even in finite dimen-
sions, where a special attention is given to MPCCs (mathematical programs with
complementarity constraints). In [34] a detailed overview of various optimality con-
ditions of different strength was introduced, see also [27] for the infinite-dimensional
case. The most rigorous stationarity concept is strong stationarity. Roughly speaking,
the strong stationarity conditions involve an optimality system, which is equivalent
to the purely primal conditions saying that the directional derivative of the reduced
objective in feasible directions is nonnegative (which is referred to as B-stationarity).

While there are plenty of contributions in the field of optimal control of smooth
problems, see e.g. [38] and the references therein, fewer papers are dealing with non-
smooth problems.Most of theseworks resort to regularization or relaxation techniques
to smooth the problem, see e.g. [8, 28] and the references therein. The optimality
systems derived in this way are of intermediate strength and are not expected to
be of strong stationary type, since one always loses information when passing to
the limit in the regularization scheme. Thus, proving strong stationarity for optimal
control of non-smooth problems requires direct approaches, which employ the limited
differentiability properties of the control-to-state map. In this context, there are even
less contributions. Based on the pioneering work [31] (strong stationarity for optimal
control of elliptic VIs of obstacle type), most of them focus on elliptic VIs [12, 18,
26, 32, 39, 40]; see also [14] (parabolic VIs of the first kind) and the more recent
contribution [15] (evolutionary VIs). Regarding strong stationarity for optimal control
of non-smooth PDEs, the literature is rather scarce and the only papers known to the
authors addressing this issue so far are [30] (parabolic PDE), [11, 16, 17] (elliptic
PDEs) and [10] (coupled PDE system). We point out that, in contrast to our problem,
all the above mentioned works feature controls which appears outside the non-smooth
mapping.Moreover, none of these contributions deals with a fractional time derivative.

Let us give an overview of the structure and the main results in this paper. After
introducing the notation, we present in Sect. 2 some fractional calculus results which
are needed throughout the paper.

Section 3 focuses on the analysis of the state equation in (P). Here we address the
existence and uniqueness of so-called mild solutions, i.e., solutions of the associated
integral Volterra equation (Sect. 3.1). The properties of the respective control-to-state
operator are investigated in Sect. 3.2. In particular, we are concerned with the direc-
tional differentiability of the solution mapping of the non-smooth integral equation
associated to the fractional differential equation in (P). While optimal control of non-
linear (and smooth) integral equations attracted much attention, see, e.g., [13, 23, 41],
to the best of our knowledge, the sensitivity analysis of non-smooth integral equations
has not been yet investigated in the literature. In Sect. 3.3 we show that the previously
foundmild solution is in fact strong. That is, the unique solution to the state equation in
(P) is absolutely continuous, and it thus possesses a so-called Caputo-derivative. We
underline that, the only paper known to the authors which deals with optimal control
and proves the existence of strong solutions in the framework of fractional differential
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equations is [5]. In [5], the absolute continuity of the mild solution of a fractional in
time PDE (state equation) is shown by imposing pointwise (time-dependent) bounds
on the time derivative of the control which then carry over to the time derivative of
the state. We point out that we do not need such bounds in our case. Moreover, the
result in this subsection stands by its own and it adds to the key novelties of the present
paper.

Section 4 focuses on the main contribution, namely the strong stationarity for
the optimal control of (P). Via a classical smoothening technique, we first prove an
auxiliary result (Lemma 4.1) which will serve as an essential tool in the context of
establishing strong stationarity. Our main Theorem 4.7 is then shown by extending the
“surjectivity” trick from [10, 30]. In this context, we resort to a verifiable “constraint
qualification” (CQ), cf.Assumption 4.3 below. The CQ requires that one of the com-
ponents of the optimal state is non-zero at all times. We underline that this assumption
is satisfied by state systems describing neural networkswith themax or ReLu function.
In addition, there are many other settings where the CQ can be a priori checked, as
pointed out in Remark 4.4 below. In a more general case, this CQ is the price to pay
for imposing constraints on the control ℓ (and not on the control a), see Remark 4.12.
As already emphasized in contributions where strong stationarity is investigated, CQs
are to be expected when examining control constrained problems [11, 39] or, they
may be required by the complex nature of the state system [10]. At the end of Sect. 4
we gather some important remarks regarding the main result. A fundamental aspect
resulting from the findings in this paper is that, when it comes to strong stationarity,
the presence of more than one control allows us to impose control constraints without
having to resort to unverifiable CQs, see Remark 4.13.

In Sect. 5 we state the strong stationarity conditions associated to the control of
a continuous deep neural network. Finally, we include in Appendix A the proof of
Lemma 4.1, for convenience of the reader.

Notation Throughout the paper, T > 0 is a fixed final time and n ∈ N is a fixed
dimension. By ∥ · ∥ we denote the Frobenius norm. If X and Y are linear normed

spaces, X ↪→↪→ Y means that X is compactly embedded in Y , while X
d

↪→ Y means
that X is densely embedded in Y . The dual space of X will be denoted by X∗. For
the dual pairing between X and X∗ we write ⟨., .⟩X . If X is a Hilbert space, (·, ·)X
stands for the associated scalar product. The closed ball in X around x ∈ X with
radius α > 0 is denoted by BX (x,α). The conical hull of a set M ⊂ X is defined as
coneM := ∩{A ⊂ X : M ⊂ A, A is a convex cone}.With a little abuse of notation,
the Nemytskii-operators associated with the mappings considered in this paper will
be denoted by the same symbol, even when considered with different domains and
ranges. We use sometimes the notation h ! g to denote h ≤ Cg, for some constant
C > 0, when the dependence of the constant C on some physical parameters is not
relevant.

2 Preliminaries

In this sectionwe gather some fractional calculus tools that are needed for our analysis.
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Definition 2.1 (Left and right Riemann-Liouville fractional integrals) For φ ∈
L1(0, T ;Rn), we define

I γ
0+(φ)(t) :=

∫ t

0

(t − s)γ−1

'(γ )
φ(s) ds, I γ

T−(φ)(t) :=
∫ T

t

(s − t)γ−1

'(γ )
φ(s) ds

for all t ∈ [0, T ]. Here ' is the Euler-Gamma function.

Definition 2.2 (The Caputo fractional derivative) Let y ∈ W 1,1(0, T ;Rn). The
(strong) Caputo fractional derivative of order γ ∈ (0, 1) is given by

∂γ y := I 1−γ
0+ y′.

Lemma 2.3 (Fractional integration by parts, [29, Lemma2.7a]) If φ ∈ Lϱ(0, T ;Rn)

and ψ ∈ Lζ (0, T ;Rn) with ϱ, ζ ∈ (1,∞], 1/ϱ + 1/ζ ≤ 1+ γ , then

∫ T

0
ψ⊤ I γ

0+(φ) dt =
∫ T

0
φ⊤ I γ

T−(ψ) dt .

Remark 2.4 Note that the identity in Lemma 2.3 implies that I γ
T− is the adjoint operator

of I γ
0+.

Lemma 2.5 (Boundedness of fractional integrals, [29, Lemma2.1a]) The operators
I γ
0+, I

γ
T− map L∞(0, T ;Rn) to C([0, T ];Rn). Moreover, it holds

∥I γ
0+∥L(Lϱ(0,t;Rn),Lϱ(0,t;Rn)) ≤ tγ

γ'(γ )
∀ t ∈ [0, T ] (2.1)

for all ϱ ∈ [1,∞]. The same estimate is true for I γ
T−, cf. also Remark 2.4.

Lemma 2.6 (Gronwall’s inequality, [20, Lemma6.3]) Let ϕ ∈ C([0, T ];Rn) with
ϕ ≥ 0. If

ϕ(t) ≤ c1tα−1 + c2

∫ t

0
(t − s)β−1ϕ(s) ds ∀ t ∈ [0, T ],

where c1, c2 ≥ 0 are some constants and α,β > 0, then there is a positive constant
C = C(α,β, T , c2) such that

ϕ(t) ≤ Cc1tα−1 ∀ t ∈ [0, T ].

Finally, let us state a result that will be very useful throughout the entire paper.

Lemma 2.7 Let r ∈ [1, 1/(1 − γ )) be given for γ ∈ (0, 1). Then for each t ∈ [0, T ],
we have

( ∫ t

0
(t − s)(γ−1)r ds

)1/r
≤ t (γ−1)r+1

(γ − 1)r + 1
≤ T (γ−1)r+1

(γ − 1)r + 1
.
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Proof By assumption, we have (γ − 1)r + 1 > 0 and

∫ t

0
(t − s)(γ−1)r ds = t (γ−1)r+1

(γ − 1)r + 1
≤ T (γ−1)r+1

(γ − 1)r + 1

follows from elementary calculations. The proof is complete. ⊓⊔

3 The State Equation

In this section we address the properties of the solution operator of the state equation

∂γ y(t) = f (a(t)y(t)+ ℓ(t)) a.e. in (0, T ), y(0) = y0. (3.1)

Throughout the paper, γ ∈ (0, 1), unless otherwise specified, and y0 ∈ Rn is fixed.
For all z ∈ Rn , the non-linearity f : Rn → Rn satisfies

f (z)i = f̃ (zi ), i = 1, ..., n,

where f̃ : R → R is a non-smooth nonlinear function. For conveniencewewill denote
both non-smooth functions by f ; from the context it will always be clear which one
is meant.

Assumption 3.1 For the non-smooth mapping appearing in (P) we require:

1. The non-linearity f : Rn → Rn is globally Lipschitz continuous with constant
L > 0, i.e.,

∥ f (z1) − f (z2)∥ ≤ L∥z1 − z2∥ ∀ z1, z2 ∈ Rn .

2. The function f is directionally differentiable at every point, i.e.,

lim
τ↘0

∥∥∥
f (z + τ δz) − f (z)

τ
− f ′(z; δz)

∥∥∥ = 0 ∀ z, δz ∈ Rn .

As a consequence of Assumption 3.1 we have

∥ f ′(z; δz1) − f ′(z; δz2)∥ ≤ L∥δz1 − δz2∥ ∀ z, δz1, δz2 ∈ Rn . (3.2)

3.1 Mild Solutions

Definition 3.2 Let (a, ℓ) ∈ L∞(0, T ;Rn×n × Rn) be given. We say that y ∈
C([0, T ];Rn) is a mild solution of the state Eq. (3.1) if it satisfies the following
integral equation

y(t) = y0 +
∫ t

0

(t − s)γ−1

'(γ )
f (a(s)y(s)+ ℓ(s)) ds ∀ t ∈ [0, T ]. (3.3)
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Remark 3.3 One sees immediately that if γ = 1 then y ∈ W 1,∞(0, T ;Rn) and the
mild solution is in fact a strong solution of the following ODE

y′(t) = f (a(t)y(t)+ ℓ(t)) a.e. in (0, T ), y(0) = y0.

Proposition 3.4 For every (a, ℓ) ∈ L∞(0, T ;Rn×n × Rn) there exists a unique mild
solution y ∈ C([0, T ];Rn) to the state equation (3.1).

Proof To show the existence of amild solution in the general case γ ∈ (0, 1)we define
the operator

F : C([0, t∗];Rn) ∋ z 5→ I γ
0+( f (az + ℓ)) ∈ C([0, t∗];Rn),

where t∗ will be computed such that F is a contraction. Indeed, according to
Lemma 2.5, F is well-defined (since f maps bounded sets to bounded sets).Moreover,
by applying (2.1) with ϱ = ∞, and using Assumption 3.1, we see that

∥F(z1) − F(z2)∥C([0,t∗];Rn) ≤ (t∗)γ

γ'(γ )
∥ f (az1 + ℓ) − f (az2 + ℓ)∥C([0,t∗];Rn)

≤ (t∗)γ

γ'(γ )
L ∥a∥L∞(0,T ;Rn×n)∥z1 − z2∥C([0,t∗];Rn)

for all z1, z2 ∈ C([0, t∗];Rn). Thus, F : C([0, t∗];Rn) → C([0, t∗];Rn) is a con-
traction provided that (t∗)γ

γ'(γ ) L ∥a∥L∞(0,T ;Rn×n) < 1. If T γ

γ'(γ ) L ∥a∥L∞(0,T ;Rn×n) < 1,
the proof is complete. Otherwise we fix t∗ as above and conclude that z = F(z)
admits a unique solution in C([0, t∗];Rn), which for later purposes, is denoted by ỹ.
To prove that this solution can be extended on the whole given interval [0, T ], we use
a concatenation argument. We define

F̂ : C([t∗, 2t∗];Rn) ∋ z 5→ y0 +
∫ ·

t∗

(· − s)γ−1

'(γ )
f (a(s)z(s)+ ℓ(s)) ds

+
∫ t∗

0

(· − s)γ−1

'(γ )
f (a(s)ỹ(s)+ ℓ(s)) ds ∈ C([t∗, 2t∗];Rn).

Using a simple coordinate transform, we can apply again (2.1) with ϱ = ∞ on the
interval (t∗, 2t∗), and we have

∥F̂(z1) − F̂(z2)∥C([t∗,2t∗];Rn)

≤ sup
t∈[t∗,2t∗]

∫ t

t∗

(t − s)γ−1

'(γ )
L ∥a∥L∞(0,T ;Rn×n)∥(z1 − z2)(s)∥Rn ds

≤ (t∗)γ

γ'(γ )
L ∥a∥L∞(0,T ;Rn×n)∥z1 − z2∥C([t∗,2t∗];Rn)

for all z1, z2 ∈ C([t∗, 2t∗];Rn). Since t∗ was fixed so that (t∗)γ
γ'(γ ) L ∥a∥L∞(0,T ;Rn×n) <

1, we deduce that z = F̂(z) admits a unique solution ŷ in C([t∗, 2t∗];Rn). By con-
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catenating the local solutions found on the intervals [0, t∗] and [t∗, 2t∗] one obtains
a unique continuous function on [0, 2t∗] which satisfies the integral equation (3.3).
Proceeding further in the exact same way, one finds that (3.3) has a unique solution in
C([0, T ];Rn). ⊓⊔

3.2 Control-to-State Operator

Next, we investigate the properties of the solution operator associated to (3.1)

S : L∞(0, T ;Rn×n × Rn) ∋ (a, ℓ) 5→ y ∈ C([0, T ];Rn).

Proposition 3.5 (S is Locally Lipschitz) For every M > 0 there exists a constant
LM > 0 such that

∥S(a1, ℓ1) − S(a2, ℓ2)∥C([0,T ];Rn) ≤ LM (∥a1 − a2∥L∞(0,T ;Rn×n)

+∥ℓ1 − ℓ2∥L∞(0,T ;Rn)), (3.4)

for all (a1, ℓ1), (a2, ℓ2) ∈ BL∞(0,T ;Rn×n×Rn)(0,M).

Proof First we show that S maps bounded sets to bounded sets. To this end, let
M > 0 and (a, ℓ) ∈ L∞(0, T ;Rn×n × Rn) be arbitrary but fixed such that
∥(a, ℓ)∥L∞(0,T ;Rn×n×Rn) ≤ M . From (3.3) we have

∥y(t)∥ ≤ ∥y0∥ +
∫ t

0

(t − s)γ−1

'(γ )
(∥ f (0)∥ + L(∥a∥L∞(0,T ;Rn×n)∥y(s)∥ + ∥ℓ∥L∞(0,T ;Rn))) ds

≤ c1 +
∫ t

0

(t − s)γ−1

'(γ )
L M∥y(s)∥ ds ∀ t ∈ [0, T ],

with

c1 = ∥y0∥ + T γ

γ
(∥ f (0)∥ + L∥ℓ∥L∞(0,T ;Rn)),

where we used Assumption 3.1 and Lemma 2.7 with r = 1. By means of Lemma 2.6
we deduce

∥y∥C([0,T ];Rn) ≤ c(∥y0∥, ∥ f (0)∥, L,M, γ , T ) =: cM . (3.5)

Now, let M > 0 be further arbitrary but fixed. Define yk := S(ak, ℓk), k = 1, 2
and consider ∥(ak, ℓk)∥L∞(0,T ;Rn×n×Rn) ≤ M, k = 1, 2. Subtracting the integral
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formulations associated to each k and using the Lipschitz continuity of f with constant
L yields for t ∈ [0, T ]

∥(y1 − y2)(t)∥ ≤
∫ t

0

(t − s)γ−1

'(γ )
L ∥a1(s)y1(s) − a2(s)y2(s)+ ℓ1(s) − ℓ2(s)∥ ds

≤
∫ t

0

(t − s)γ−1

'(γ )
L ∥a1∥L∞(0,T ;Rn×n)∥y1(s) − y2(s)∥ ds

+
∫ t

0

(t − s)γ−1

'(γ )
L∥y2∥L∞(0,T ;Rn)(∥a1(s) − a2(s)∥ + ∥ℓ1(s) − ℓ2(s)∥) ds

≤
∫ t

0

(t − s)γ−1

'(γ )
L M ∥y1(s) − y2(s)∥ ds

+ tγ

γ
L (cM∥a1 − a2∥L∞(0,T ;Rn×n) + ∥ℓ1 − ℓ2∥L∞(0,T ;Rn)),

where in the last inequality we used (3.5) and Lemma 2.7with r = 1. Now, Lemma 2.6
implies that

∥y1 − y2∥C([0,T ];Rn) ! cM (∥a1 − a2∥L∞(0,T ;Rn×n) + ∥ℓ1 − ℓ2∥L∞(0,T ;Rn)),

which completes the proof. ⊓⊔

Theorem 3.6 (S is directionally differentiable) The control to state operator

S : L∞(0, T ;Rn×n × Rn) ∋ (a, ℓ) 5→ y ∈ C([0, T ];Rn)

is directionally differentiable with directional derivative given by the unique solution
δy ∈ C([0, T ];Rn) of the following integral equation

δy(t) =
∫ t

0

(t − s)γ−1

'(γ )
f ′(a(s)y(s)+ ℓ(s); a(s)δy(s)+ δa(s)y(s)

+δℓ(s)) ds ∀ t ∈ [0, T ], (3.6)

i.e., δy = S′((a, ℓ); (δa, δℓ)) for all (a, ℓ), (δa, δℓ) ∈ L∞(0, T ;Rn×n × Rn).

Proof We first show that (3.6) is uniquely solvable. To this end, we argue as in the
proof of Proposition 3.4. From Lemma 2.5 we know that the operator

F : C([0, t∗];Rn) ∋ z 5→ I γ
0+( f

′(ay + ℓ; az + δay + δℓ)) ∈ C([0, t∗];Rn),

is well defined since f ′(ay+ℓ; az+δay+δℓ) ∈ L∞(0, T ;Rn) for z ∈ L∞(0, T ;Rn)

[see (3.2)]. By employing the Lipschitz continuity of f ′(ay+ℓ; ·)with constant L , one
obtains the exact same estimate as in the proof of Proposition 3.4 and the remaining
arguments stay the same.

Next we focus on proving that δy is the directional derivative of S at (a, ℓ) in
direction (δa, δℓ). For τ ∈ (0, 1] we define yτ := S(a + τδa, ℓ + τδℓ), (aτ , ℓτ ) :=
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(a + τδa, ℓ + τδℓ). From (3.3) we have

( yτ − y
τ

− δy
)
(t)

= 1
τ

∫ t

0

(t − s)γ−1

'(γ )
( f (aτ (s)yτ (s)+ ℓτ (s)) − f (a(s)y(s)+ ℓ(s))) ds

−
∫ t

0

(t − s)γ−1

'(γ )
f ′(a(s)y(s)+ ℓ(s)︸ ︷︷ ︸

=:h(s)

; a(s)δy(s)+ δa(s)y(s)+ δℓ(s)︸ ︷︷ ︸
=:δh(s)

) ds

=
∫ t

0

(t − s)γ−1

'(γ )

1
τ
[ f (aτ (s)yτ (s)+ ℓτ (s)) − f ((h + τδh)(s))] ds

+
∫ t

0

(t − s)γ−1

'(γ )

( 1
τ
[ f ((h + τδh)(s)) − f (h(s))] − f ′(h(s); δh(s))

︸ ︷︷ ︸
=:Bτ (s)

)
ds

for all t ∈ [0, T ]. Since f is Lipschitz continuous with constant L we get

∥∥∥
( yτ − y

τ
− δy

)
(t)

∥∥∥ ≤
∫ t

0

(t − s)γ−1

'(γ )
L

(1
τ

∥aτ (s)yτ (s)+ ℓτ (s) − h(s) − τδh(s)∥
)
ds + ∥Bτ∥Lq (0,t;Rn) ∀ t ∈ [0, T ],

(3.7)

where q = r ′ < ∞, with r given by Lemma 2.7. Note that, in view of the directional
differentiability of f combined with Lebesgue dominated convergence theorem it
holds

Bτ → 0 in Lq(0, T ) as τ ↘ 0. (3.8)

Now, let us take a closer look at the term

1
τ

∥aτ (s)yτ (s)+ ℓτ (s) − h(s) − τδh(s)∥

= 1
τ

∥∥(a + τδa)(s)yτ (s) − a(s)y(s) − τ (aδy + δay)(s)
∥∥

=
∥∥∥a(s)

( yτ − y
τ

− δy
)
(s)+ δa(s)(yτ (s) − y(s))

∥∥∥

≤ ∥a∥L∞(0,T ;Rn×n)

∥∥∥
( yτ − y

τ
− δy

)
(s)

∥∥∥

+ τ LM ∥δa∥L∞(0,T ;Rn×n)(∥δa∥L∞(0,T ;Rn×n) + ∥δℓ∥L∞(0,T ;Rn))︸ ︷︷ ︸
=:bτ

∀ s ∈ [0, T ],

where in the last inequality we used the Lipschitz continuity of S, cf. Proposition 3.5,
with M := ∥a∥L∞(0,T ;Rn×n) + ∥δa∥L∞(0,T ;Rn×n) + ∥ℓ∥L∞(0,T ;Rn) + ∥δℓ∥L∞(0,T ;Rn).
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Going back to (3.7), we see that

∥∥∥
( yτ − y

τ
− δy

)
(t)

∥∥∥ ≤ ∥Bτ∥Lq (0,T ;Rn) + L bτ

+L ∥a∥L∞(0,T ;Rn×n)

∫ t

0

(t − s)γ−1

'(γ )

∥∥∥
( yτ − y

τ
− δy

)
(s)

∥∥∥ ds ∀ t ∈ [0, T ],

where we relied again on Lemma 2.7 with r = 1. In light of (3.8), Lemma 2.6 finally
implies

∥∥∥
yτ − y

τ
− δy

∥∥∥
C([0,T ];Rn)

! ∥Bτ∥Lq (0,T ;Rn) + L bτ → 0 as τ ↘ 0.

The proof is now complete. ⊓⊔

Remark 3.7 Note that in the case γ = 1, one obtains by arguing exactly as in the proof
of Theorem 3.6 that

S : L∞(0, T ;Rn×n × Rn) ∋ (a, ℓ) 5→ y ∈ W 1,∞(0, T ;Rn)

is directionally differentiable with directional derivative given by the unique solution
δy ∈ W 1,∞(0, T ;Rn) of the following ODE

δy′(t) = f ′(a(t)y(t)+ ℓ(t); a(t)δy(t)+ δa(t)y(t)+ δℓ(t))

f.a.a. t ∈ (0, T ), δy(0) = 0.

Proposition 3.8 (Existence of optimal solutions for (P)) The optimal control problem
(P) admits at least one solution in H1(0, T ;Rn×n) × K.

Proof The assertion follows by standard arguments which rely on the direct method
of the calculus of variations combined with the radial unboundedness of the reduced
objective

H1(0, T ;Rn×n × Rn) ∋ (a, ℓ) 5→ J (S(a, ℓ), a, ℓ) ∈ R,

the compact embedding H1(0, T ;Rn×n × Rn) ↪→↪→ L∞(0, T ;Rn×n × Rn), the
continuity of

S : L∞(0, T ;Rn×n × Rn) → C([0, T ];Rn),

cf. Proposition 3.5, and of g : Rn → R, and the weak lower semicontinuity of the
norm. ⊓⊔
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3.3 Strong Solutions

Next we prove that the state equation

∂γ y(t) = f (a(t)y(t)+ ℓ(t)) a.e. in (0, T ), y(0) = y0, (3.9)

admits in fact strong solutions, i.e., solutions that possess a so-calledCaputo derivative,
see Definition 2.2.

Definition 3.9 We say that y ∈ W 1,1(0, T ;Rn) is a strong solution to (3.9) if

I 1−γ
0+ y′ = f (ay + ℓ) a.e. in (0, T ), y(0) = y0.

The following well known result is a consequence of the identity I γ
0+ I

1−γ
0+ y′ =

I 10+y
′ = y, which is implied by the semigroup property of the fractional integrals

cf. e.g. [29, Lemma2.3] and Definition 2.1.

Lemma 3.10 A function y ∈ W 1,1(0, T ;Rn) is a strong solution of (3.9) if and only
if it satisfies the integral formulation (3.3).

Theorem 3.11 Let γ ∈ (0, 1) and r ∈ [1, 1
1−γ ) be given. For each (a, ℓ) ∈

W 1,ϱ(0, T ;Rn×n) × W 1,ϱ(0, T ;Rn), ϱ > 1, (3.9) admits a unique strong solution
y ∈ W 1,ζ (0, T ;Rn), where ζ = min{r , ϱ} > 1.

Proof Let t ∈ [0, T ] and h ∈ (0, 1] be arbitrary but fixed. Note that the existence of a
unique solution y ∈ C([0, T + 1];Rn) is guaranteed by Proposition 3.4; this solution
coincides with the mild solution of (3.1) on the interval [0, T ]. From (3.3) we have

y(t + h) − y(t) =
∫ t+h

0

sγ−1

'(γ )
f (ay + ℓ)(t + h − s) ds

−
∫ t

0

sγ−1

'(γ )
f (ay + ℓ)(t − s) ds,

which implies

∥y(t + h) − y(t)∥ ≤
∫ t+h

t

sγ−1

'(γ )
f (ay + ℓ)(t + h − s) ds

+
∫ t

0

sγ−1

'(γ )
L ∥(ay + ℓ)(t + h − s) − (ay + ℓ)(t − s)∥ ds

:= z1(t, h)+ z2(t, h).
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For z1 and z2 we find the following estimates

z1(t, h)
h

! 1
h

∫ t+h

t
sγ−1 ds ≤ tγ−1,

z2(t, h) !
∫ t

0

sγ−1

'(γ )
∥(a(t + h − s) − a(t − s))y(t + h − s)∥ ds

+
∫ t

0

sγ−1

'(γ )
∥a(t − s)(y(t + h − s) − y(t − s))∥ ds

+
∫ t

0

sγ−1

'(γ )
∥ℓ(t + h − s) − ℓ(t − s)∥ ds

!
∫ t

0

sγ−1

'(γ )
∥(a(t + h − s) − a(t − s))∥ ds

+
∫ t

0

sγ−1

'(γ )
∥y(t + h − s) − y(t − s)∥ ds

+
∫ t

0

sγ−1

'(γ )
∥ℓ(t + h − s) − ℓ(t − s)∥ ds,

where we relied on the fact that y, a, and ℓ are essentially bounded. Altogether we
have

∥∥∥
y(t + h) − y(t)

h

∥∥∥ ! tγ−1 +
∫ t

0
(t − s)γ−1

∥∥∥
ℓ(s + h) − ℓ(s)

h

∥∥∥ ds

+
∫ t

0
(t − s)γ−1

∥∥∥
a(s + h) − a(s)

h

∥∥∥ ds

+
∫ t

0
(t − s)γ−1

∥∥∥
y(s + h) − y(s)

h

∥∥∥ ds

(3.10)

for all t ∈ [0, T ] and all h ∈ (0, 1]. Let us define

Bh(t) := tγ−1 +
∫ t

0
(t − s)γ−1

∥∥∥
ℓ(s + h) − ℓ(s)

h

∥∥∥ ds +
∫ t

0
(t − s)γ−1

∥∥∥
a(s + h) − a(s)

h

∥∥∥ ds.

Since (a, ℓ) ∈ W 1,ϱ(0, T ;Rn×n) × W 1,ϱ(0, T ;Rn), and ζ = min{r , ϱ}, where r is
given by Lemma 2.7, we can estimate Bh as follows

∥Bh∥Lζ (0,T ;R) ≤ T (γ−1)r+1

(γ − 1)r + 1
+ T γ

γ'(γ )

∥∥∥
ℓ(· + h) − ℓ(·)

h

∥∥∥
Lζ (0,T ;Rn)

+ T γ

γ'(γ )

∥∥∥
a(· + h) − a(·)

h

∥∥∥
Lζ (0,T ;Rn×n)

≤ T (γ−1)r+1

(γ − 1)r + 1
+ T γ+ζ−1−ϱ−1

γ'(γ )
(∥ℓ′∥Lϱ(0,T ;Rn) + ∥a′∥Lϱ(0,T ;Rn×n)),

(3.11)
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where we relied on Lemmas 2.7, 2.5 and [21, Theorem3, p. 277]. Hence, {Bh} is
uniformly bounded in Lζ (0, T ;R) with respect to h ∈ (0, 1]. Further, the generalized
Gronwall inequality of [25, Lemma 7.1.1], see also [42, Corollary 1], applied to (3.10)
yields

∥∥∥
y(t + h) − y(t)

h

∥∥∥ ! Bh(t)+
∫ t

0

[ ∞∑

n=0

'(γ )n

'(nγ )
(t − s)nγ−1Bh(s)

]
ds

for all t ∈ [0, T ] and all h ∈ (0, 1]. Using monotone convergence theorem, we can
exchange the order of integration and summation to get

∥∥∥
y(t + h) − y(t)

h

∥∥∥ ! Bh(t)+
∞∑

n=0

'(γ )n(I nγ
0+ Bh)(t),

where we used the definition of I nγ
0+ from Definition 2.1. Applying Lemma 2.5 we

obtain

∥∥∥
y(· + h) − y(·)

h

∥∥∥
Lζ (0,T ;Rn)

! ∥Bh∥Lζ (0,T ;R) +
∞∑

n=0

'(γ )n∥I nγ
0+ Bh∥Lζ (0,T ;R)

≤ ∥Bh∥Lζ (0,T ;R) +
∞∑

n=0

'(γ )n
T nγ

nγ'(nγ )
∥Bh∥Lζ (0,T ;R)

= ∥Bh∥Lζ (0,T ;R)[1+ Eγ ,1('(γ )T γ )] ∀ h ∈ (0, 1],

where Eγ ,1(z) = ∑∞
n=0

zn
'(nγ+1) < ∞ is the celebrated Mittag-Leffler function;

note that here we used nγ'(nγ ) = '(nγ + 1). Since {Bh} is uniformly bounded in
Lζ (0, T ;R), see (3.11), we obtain that the difference quotients of y are uniformly
bounded in Lζ (0, T ;R) with respect to h ∈ (0, 1]. Hence, y has a weak derivative in
Lζ (0, T ;R) by [21, Theorem3, p. 277]. The proof is now complete. ⊓⊔
Remark 3.12 We remark that the degree of smoothness of the right-hand sides a, ℓ
does not necessarily carry over to the strong solution y (unless a certain compatibility
condition is satisfied, see Remark 3.13 below). This is in accordance with observations
made in literature, see e.g., [19, Example6.4, Remark6.13, Theorem6.27] (fractional
ODEs) and [36, Corollary2.2] (fractional in time PDEs). Indeed, for large values for
ϱ and small values of γ tending to 0, the strong solution y ∈ W 1,ζ (0, T ;Rn), where
ζ = r ∈ (1, 1/(1 − γ )) is close to 1. However, as γ approaches the value 1, one can
expect the strong solutions to become as regular as their right-hand sides. This can be
seen in the case γ = 1, where the smoothness of the strong solution improves as the
smoothness of a, ℓ does so. Note that in this particular situation the solution of (3.9)
is in fact far more regular than as in the statement in Theorem 3.11, see Remark 3.3.

Remark 3.13 (Compatibility condition) If f (a(0)y0 + ℓ(0)) = 0, then the regularity
of the strong solution to (3.9) can be improved by looking at the equation satisfied by
the weak derivative y′ and inspecting its smoothness. Since the focus of this paper lies
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on the optimal control and not on the analysis of fractional equations, we do not give a
proof here. We just remark that the requirement f (a(0)y0+ ℓ(0)) = 0 corresponds to
the one in e.g. [19, Theorem6.26], cf., also [36, Corollary2.2], where it is proven that
the smoothness of the derivative of the strong solution improves if and only if such a
compatibility condition is true.

4 Strong Stationarity

The first result in this section will be an essential tool for establishing the strong sta-
tionarity in Theorem 4.7 below, as it guarantees the existence of a multiplier satisfying
both a gradient equation and an inequality associated to a local minimizer of (P).

Lemma 4.1 Let (ā, ℓ̄) be a given local optimum of (P). Then there exists a multiplier
λ ∈ Lr (0, T ;Rn) with r as in Lemma 2.7 such that

(ā, δa)H1(0,T ;Rn×n) + ⟨λ, δa ȳ⟩Lr (0,T ;Rn) = 0 ∀ δa ∈ H1(0, T ;Rn×n),(4.1a)

(ℓ̄, δℓ)H1(0,T ;Rn) + ⟨λ, δℓ⟩Lr (0,T ;Rn) ≥ 0

∀ δℓ ∈ cone(K − ℓ̄), (4.1b)

where we abbreviate ȳ := S(ā, ℓ̄).

Proof The technical proof can be found in Appendix A.. ⊓⊔

The next step towards the derivation of our strong stationary system is to write the
first order necessary optimality conditions in primal form.

Lemma 4.2 (B-stationarity) If (ā, ℓ̄) is locally optimal for (P), then there holds

∇g(ȳ(T ))⊤ S′ ((ā, ℓ̄); (δa, δℓ)
)
(T )

+(ā, δa)H1(0,T ;Rn×n) + (ℓ̄, δℓ)H1(0,T ;Rn) ≥ 0

∀ (δa, δℓ) ∈ H1(0, T ;Rn×n) × cone(K − ℓ̄), (4.2)

where we abbreviate ȳ := S(ā, ℓ̄).

Proof The result follows from the continuous differentiability of g combined with the
directional differentiability of S, see Theorem 3.6, and the local optimality of (ā, ℓ̄).

⊓⊔

Assumption 4.3 (‘Constraint Qualification’) There exists some index m ∈ {1, ..., n}
such that the optimal state satisfies ȳm(t) ̸= 0 for all t ∈ [0, T ].

Remark 4.4 Let us underline that there is a zoo of situations where the requirement in
Assumption 4.3 is fulfilled. We just enumerate a few in what follows.

• If there exists some indexm ∈ {1, ..., n} such that y0,m > 0 and f (z) ≥ 0 ∀ z ∈ R
then the optimal state satisfies ȳm(t) ≥ y0,m > 0 for all t ∈ [0, T ], in view of (3.3).
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In particular, our ‘constraint qualification’ is fulfilled by continuous fractional deep
neural networks (DNNs) with ReLU activation function, since f = max{0, ·} in
this case, while an additional initial datum can be chosen so that y0,m > 0.

• Similarly, if there exists some indexm ∈ {1, ..., n} such that y0,m < 0 and f (z) ≤
0 ∀ z ∈ R, then the optimal state satisfies ȳm(t) ≤ y0,m < 0 for all t ∈ [0, T ]. In
both situations, the CQ in Assumption 4.3 is satisfied.

• If there exists some index m ∈ {1, ..., n} such that y0,m ̸= 0 and f (ℓ̄m(t)) = 0
for all t ∈ [0, T ], then, according to [19, Theorem6.14] the optimal state satisfies
ȳm(t) ̸= 0 for all t ∈ [0, T ]. This is the case if e.g. f = max{0, ·} and K ⊂ {v ∈
H1(0, T ;Rn) : vm(t) ≤ 0 ∀ t ∈ [0, T ]}.

Remark 4.5 We point out that Assumption 4.3 is due to the structure of the state
equation and due to the fact that constraints are imposed on the control ℓ (and not on
the control a), see Remark 4.12 below for more details. This assumption is essential
for using the purely primal optimality condition of Lemma 4.2 to derive a formulation
involving adjoint (or dual) quantities in (4.6) below. In this sense,Assumption 4.3 plays
a role similar to constraint qualifications in nonlinear differentiable programming,
which are used to prove existence of Lagrange multipliers such that the Karush-Kuhn-
Tucker system (KKT) is satisfied, see e.g. [22, Sect. 2]. In Remark 4.9 below we
will state the KKT conditions associated to our control problem in the case that f is
differentiable.

The following result describes the density of the set of arguments into which the
non-smoothness is derived in the “linearized” state equation (3.6). This aspect is crucial
in the context of proving strong stationarity for the control of non-smooth equations,
cf. [10, 30] and Remark 4.12 below.

Lemma 4.6 (Density of the set of arguments of f ′((ā ȳ+ℓ̄)i (t); ·)) Let (ā, ℓ̄) be a given
local optimum for (P) with associated state ȳ := S(ā, ℓ̄). Under Assumption 4.3, it
holds

{āS′((ā, ℓ̄); (δa, 0))+ δa ȳ : δa ∈ H1(0, T ;Rn×n)} d
↪→ C([0, T ];Rn).

Proof Let ρ ∈ C([0, T ];Rn) be arbitrary, but fixed and define the function

δ̂y(t) :=
∫ t

0

(t − s)γ−1

'(γ )
f ′(ā(s)ȳ(s)+ ℓ̄(s); ρ(s)) ds ∀ t ∈ [0, T ].

Note that δ̂y ∈ C([0, T ];Rn), in view of Lemma 2.5. We will now construct δ̂a such
that

āδ̂y + δ̂a ȳ = ρ . (4.3)

This is possible due to Assumption 4.3. Indeed, for j = 1, ..., n and t ∈ [0, T ]we can
define

δ̂a jm(t) :=
(ρ(t) − ā(t)δ̂y(t)) j

ȳm(t)
, δ̂a ji (t) := 0, for i ̸= m.
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Note that δ̂a jm ∈ C[0, T ]. Due to (4.3), δ̂y satisfies the integral equation

δ̂y(t) =
∫ t

0

(t − s)γ−1

'(γ )
f ′(ā(s)ȳ(s)+ ℓ̄(s); ā(s)δ̂y(s)+ δ̂a(s)ȳ(s)) ds ∀ t ∈ [0, T ].

By Theorem 3.6, the integral equation is equivalent to

δ̂y = S′((ā, ℓ̄); (δ̂a, 0)). (4.4)

Now, let us consider a sequence δak ∈ H1(0, T ;Rn×n) with

δak → δ̂a in C([0, T ];Rn×n). (4.5)

In view of Proposition 3.5 and Theorem 3.6, the mapping S is locally Lipschitz con-
tinuous and directionally differentiable from L∞(0, T ;Rn×n ×Rn) to C([0, T ];Rn).
Hence, the mapping S′((ā, ℓ̄); ·) : L∞(0, T ;Rn×n × Rn) → C([0, T ];Rn) is con-
tinuous, see, e.g., [35, Lemmas3.1.2 and 3.1.3]. Thus, the convergence (4.5) implies
that

δyk := S′((ā, ℓ̄); (δak, 0)) → δ̂y in C([0, T ];Rn),

where we recall (4.4). This gives in turn

āδyk + δak ȳ → ρ in C([0, T ];Rn),

in view of (4.3). Since ρ ∈ C([0, T ];Rn) was arbitrary, the proof is now complete. ⊓⊔

The main finding of this paper is stated in the following result.

Theorem 4.7 (Strong stationarity) Let r ∈ [1, 1
1−γ ). Suppose that Assumption 4.3 is

satisfied and let (ā, ℓ̄) be a given local optimum for (P) with associated state

ȳ := S(ā, ℓ̄) ∈ W 1,ζ (0, T ;Rn),

where ζ = min{r , 2}. Then there exists a multiplier λ ∈ Lr (0, T ;Rn) and an adjoint
state p ∈ Lr (0, T ;Rn), such that

p(t) = (T − t)γ−1

'(γ )
∇g(ȳ(T ))+

∫ T

t

(s − t)γ−1

'(γ )
ā⊤(s)λ(s) ds ∀ t ∈ [0, T ),

(4.6a)

λi (t) ∈ [pi (t) f ′
−((ā ȳ + ℓ̄)i (t)), pi (t) f ′

+((ā ȳ + ℓ̄)i (t))]
for a.a. t ∈ (0, T ), i = 1, ..., n, (4.6b)

(ā, δa)H1(0,T ;Rn×n) + ⟨λ, δa ȳ⟩Lr (0,T ;Rn) = 0 ∀ δa ∈ H1(0, T ;Rn×n), (4.6c)

(ℓ̄, δℓ)H1(0,T ;Rn) + ⟨λ, δℓ⟩Lr (0,T ;Rn) ≥ 0 ∀ δℓ ∈ cone(K − ℓ̄), (4.6d)
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where, for an arbitrary z ∈ R, the left and right-sided derivative of f : R → R are
defined through f ′

+(z) := f ′(z; 1) and f ′
−(z) := − f ′(z;−1), respectively.

Remark 4.8 The adjoint (integral) equation (4.6a) describes the mild solution of a
differential equation featuring the so-called right Riemann-Liouville operator [19,
Chap. 5]:

Dγ
T−(p)(t) = ā⊤(t)λ(t) f.a.a. t ∈ (0, T ), lim

t→T
I 1−γ
T− (p)(t) = ∇g(ȳ(T )), (4.7)

where

Dγ
T−(φ) := − d

dt
I 1−γ
T− (φ).

Here we recall Definition 2.1. If p is absolutely continuous, then, together with δy =
S′((ā, ℓ̄); (δa, δℓ)), it satisfies the relation in [5, Proposition2.5], which says that the
right Riemann-Liouville operator is the adjoint of the Caputo fractional derivative
(Definition 2.2). Note that δy ∈ W 1,1(0, T ;Rn); this can be shown by arguing as in
the proof of Theorem 3.11. If p has enough regularity, then I 1−γ

T− p ∈ C([0, T ];Rn)

and thus, I 1−γ
T− (p)(T ) = ∇g(ȳ(T )), in view of (4.7).

Proof of Theorem 4.7 We begin by noticing that the regularity of the state is a
consequence of (ā, ℓ̄) ∈ H1(0, T ;Rn×n) × H1(0, T ;Rn) in combination with
Theorem 3.11. From Lemma 4.1, we get the existence of λ ∈ Lr (0, T ;Rn) satis-
fying (4.1). This allows us to define an adjoint state p ∈ Lr (0, T ;Rn) such that
(4.6a), (4.6c) and (4.6d) are satisfied. Note that the Lr (0, T ;Rn) regularity of p is
a result of Lemmas 2.7 and 2.5. Thus, it remains to show that (4.6b) is true. Let
(δa, δℓ) ∈ H1(0, T ;Rn×n) × cone(K − ℓ̄) be arbitrary but fixed and abbreviate
δ̃y := S′((ā, ℓ̄); (δa, δℓ)) and f ′(·; ·) := f ′(ā ȳ + ℓ̄; āδ̃y + δa ȳ + δℓ). Note that

δ̃y = I γ
0+( f

′(·; ·)), (4.8)

see (3.6). Now, using (4.6a) and (4.8) in Lemma 2.3 leads to

∫ T

0
(ā⊤λ)(t)⊤δ̃y(t) dt =

∫ T

0
f ′(·; ·)(t)⊤

[
p(t) − (T − t)γ−1

'(γ )
∇g(ȳ(T ))

]
dt .

Thus,

∫ T

0
f ′(·; ·)(t)⊤ p(t) − (ā⊤λ)(t)⊤δ̃y(t) dt = ∇g(ȳ(T ))⊤

∫ T

0

(T − t)γ−1

'(γ )
f ′(·; ·)(t) dt

︸ ︷︷ ︸
=δ̃y(T ), see (4.8)

.

(4.9)
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By inserting (4.9) in (4.2), we arrive at

∫ T

0
f ′(·; ·)(t)⊤ p(t) − (ā⊤λ)(t)⊤δ̃y(t) dt

+(ā, δa)H1(0,T ;Rn×n) + (ℓ̄, δℓ)H1(0,T ;Rn) ≥ 0

∀ (δa, δℓ) ∈ H1(0, T ;Rn×n) × cone(K − ℓ̄). (4.10)

Setting δℓ := 0, taking into account δ̃y = S′((ā, ℓ̄); (δa, 0)) and the definition of
f ′(·; ·), and making use of (4.6c), results in

∫ T

0
f ′(·; ·)(t)⊤ p(t) − (ā⊤λ)(t)⊤δ̃y(t) dt + (ā, δa)H1(0,T ;Rn×n)

(4.6c)=
∫ T

0
p(t)⊤ f ′(ā(t)ȳ(t)+ ℓ̄(t); ā(t)δ̃y(t)+ δa(t)ȳ(t)) dt

−
∫ T

0
λ(t)⊤(ā(t)δ̃y(t)+ δa(t)ȳ(t)) dt ≥ 0 ∀ δa ∈ H1(0, T ;Rn×n).

(4.11)

Now let ρ ∈ C([0, T ];Rn) be arbitrary but fixed. According to Lemma 4.6 there exists
a sequence {δan} ⊂ H1(0, T ;Rn×n) such that

āS′((ā, ℓ̄); (δan, 0))+ δan ȳ → ρ in C([0, T ];Rn).

Thus, testing with δan ∈ H1(0, T ;Rn×n) in (4.11) and passing to the limit n → ∞
leads to

∫ T

0
p(t)⊤ f ′(ā(t)ȳ(t)+ ℓ̄(t); ρ(t)) − λ(t)⊤ρ(t) dt ≥ 0 ∀ ρ ∈ C([0, T ];Rn),

where we relied on the continuity of f ′(ā ȳ+ ℓ̄; ·) : L∞(0, T ;Rn) → L∞(0, T ;Rn),
cf. (3.2), and on the fact that λ, p ∈ Lr (0, T ;Rn). Now, by testing with ρ ≥ 0 and
by employing the fundamental lemma of calculus of variations combined with the
positive homogeneity of the directional derivative with respect to the direction we
deduce

pi (t) f ′((ā ȳ + ℓ̄)i (t); 1) − λi (t) ≥ 0 a.e. in (0, T ), i = 1, ...n.

In an analogous way, testing with ρ ≤ 0 implies

pi (t) f ′((ā ȳ + ℓ̄)i (t);−1)+ λi (t) ≥ 0 a.e. in (0, T ), i = 1, ...n,

from which (4.6b) follows. ⊓⊔
Remark 4.9 (Correspondence to KKT conditions) If (ā ȳ+ ℓ̄)i (t) /∈ N f.a.a. t ∈ (0, T )
and for all i = 1, ..., n, where N denotes the set of non-smooth points of f , then
λi (t) = pi (t) f ′((ā ȳ + ℓ̄)i (t)) f.a.a. t ∈ (0, T ) and for all i = 1, ..., n, cf. (4.6b). In
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this case, (4.1) is equivalent to the optimality system or standard KKT-conditions,
which one would obtain if one would assume f to be continuously differentiable.
These conditions are given by:

p(t) = (T − t)γ−1

'(γ )
∇g(ȳ(T ))+

∫ T

t

(s − t)γ−1

'(γ )
ā⊤(s)λ(s) ds ∀ t ∈ [0, T ),

(4.12a)

λi (t) = pi (t) f ′((ā ȳ + ℓ̄)i (t)) for a.a. t ∈ (0, T ), i = 1, ..., n, (4.12b)

(ā, δa)H1(0,T ;Rn×n) + ⟨λ, δa ȳ⟩Lr (0,T ;Rn) = 0 ∀ δa ∈ H1(0, T ;Rn×n), (4.12c)

(ℓ̄, δℓ)H1(0,T ;Rn) + ⟨λ, δℓ⟩Lr (0,T ;Rn) ≥ 0 ∀ δℓ ∈ cone(K − ℓ̄). (4.12d)

The optimality system in Theorem 4.7 is indeed of strong stationary type, as the
next result shows:

Theorem 4.10 (Equivalence between B- and strong stationarity) Let (ā, ℓ̄) ∈
H1(0, T ;Rn×n) × K be given and let ȳ := S(ā, ℓ̄) be its associated state. If there
exists a multiplier λ ∈ Lr (0, T ;Rn) and an adjoint state p ∈ Lr (0, T ;Rn), where
r ∈ [1, 1

1−γ ), such that (4.6) is satisfied, then (ā, ℓ̄) also satisfies the variational
inequality (4.2). Moreover, if Assumption 4.3 is satisfied, then (4.2) is equivalent to
(4.6).

Proof We first show that (4.6b) implies

∫ T

0
p(t)⊤ f ′(ā(t)ȳ(t)+ ℓ̄(t); ρ(t)) − λ(t)⊤ρ(t) dt ≥ 0 ∀ ρ ∈ C([0, T ];Rn).

(4.13)

To this end, let ρ ∈ C([0, T ];Rn) and i = 1, ..., n be arbitrary, but fixed.We denote
by N the set of non-differentiable points of f . From (4.6b), we deduce that

λi (t)ρi (t) = pi (t) f ′((ā ȳ + ℓ̄)i (t))ρi (t) a.e. where (ā ȳ + ℓ̄)i /∈ N . (4.14)

Further, we define N+
i := {t ∈ [0, T ] : (ā ȳ + ℓ̄)i (t) ∈ N and ρi (t) > 0} and

N−
i := {t ∈ [0, T ] : (ā ȳ + ℓ̄)i (t) ∈ N and ρi (t) ≤ 0}. Then, (4.6b) and the positive

homogeneity of the directional derivative with respect to the direction yield

λi (t)ρi (t) ≤
{
pi (t) f ′

+((ā ȳ + ℓ̄)i (t))ρi (t) a.e. in N+
i

pi (t) f ′
−((ā ȳ + ℓ̄)i (t))ρi (t) a.e. in N−

i

= pi (t) f ′((ā ȳ + ℓ̄)i (t); ρi (t)) a.e. where (ā ȳ + ℓ̄)i ∈ N .

(4.15)

Now, (4.13) follows from (4.14) and (4.15).
Next, let (δa, δℓ) ∈ H1(0, T ;Rn×n)× cone(K − ℓ̄) be arbitrary but fixed and test

(4.13) with āδ̃y + δa ȳ + δℓ, where we abbreviate δ̃y := S′((ā, ℓ̄); (δa, δℓ)). This
results in
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∫ T

0
p(t)⊤ f ′(ā(t)ȳ(t)+ ℓ̄(t); (āδ̃y + δa ȳ + δℓ)(t)) dt

−
∫ T

0
λ(t)⊤(āδ̃y + δa ȳ + δℓ)(t) dt ≥ 0. (4.16)

Then, by using (4.9) one sees that (4.16) implies

∇g(ȳ(T ))⊤δ̃y(T ) − ⟨λ, δa ȳ + δℓ⟩Lr (0,T ;Rn) ≥ 0

∀ (δa, δℓ) ∈ H1(0, T ;Rn×n) × cone(K − ℓ̄). (4.17)

Finally (4.6c)–(4.6d) in combination with (4.17) yield that (4.2) is true. Moreover, if
Assumption 4.3 is satisfied, then (4.2) implies (4.6), see the proof of Theorem 4.7. We
underline that the only information about the local minimizer that is used in the proof
of Theorem 4.7 is contained in (4.2). ⊓⊔
Remark 4.11 (Strong stationarity in the case γ = 1) If γ = 1, then the state ȳ associ-
ated to the local optimum (ā, ℓ̄) ∈ H1(0, T ;Rn×n ×Rn) belongs to W 2,2(0, T ;Rn);
this is a consequence of the statement in Remark 3.3 combined with the fact that
f (ā ȳ+ ℓ̄) ∈ H1(0, T ;Rn), since f ∈ W 1,∞(Rn;Rn), as a result of Assumption 3.1.
Moreover, by taking a look at (4.6a) we see that the adjoint equation reads

−p′(t) = ā⊤(t)λ(t) ∀ t ∈ [0, T ], p(T ) = ∇g(ȳ(T ))

for γ = 1. A close inspection of step (III) in the proof of Lemma 4.1 shows that
p ∈ W 2,2(0, T ;Rn) and λ ∈ L∞(0, T ;Rn), see (4.6b).

4.1 Some Comments Regarding theMain Result

We end this section by collecting some important remarks concerning Theorem 4.7.

Remark 4.12 (Density of the set of arguments of f ′((ā ȳ + ℓ̄)i (t); ·)) The proof of
Theorem 4.7 shows that it is essential that the set of directions into which the non-
smooth mapping f is differentiated—in the ‘linearized’ state equation associated to
(ā, ℓ̄)—is dense in a (suitable) Bochner space (which is the assertion in Lemma 4.6).
This has also been pointed out in [10, Remark2.12], where strong stationarity for a
coupled non-smooth system is proven.

Let us underline that the ‘constraint qualification’ in Assumption 4.3 is not only
due to the structure of the state equation, but also due to the presence of constraints
on ℓ. If constraints were imposed on a instead of ℓ, then there would be no need for a
CQ in the sense of Assumption 4.3. An inspection of the proof of Theorem 4.7 shows
that in this case one needs to show that

{āS′((ā, ℓ̄); (0, δℓ))+ δℓ : δℓ ∈ H1(0, T ;Rn)} d
↪→ C([0, T ];Rn).

This is done by arguing as in the proof of Lemma 4.6, where this time, one defines
δ̂ℓ := ρ − āδ̂y.
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Thus, depending on the setting, the ‘constraint qualification’ may vanish or may
read completely differently [10, Assumption2.6], but it should imply that the set of
directions into which f is differentiated -in the “linearized” state equation-is dense in
an entire space [10, Lemma2.8], see also [10, Remark2.12].

These observations are also consistent with the result in [30]. Therein, the direction
into which one differentiates the non-smoothness—in the ‘linearized’ state equation—
is the ‘linearized’ solution operator, such that the counterpart of our Lemma 4.6 is [30,
Lemma 5.2]. In [30], there is no constraint qualification in the sense ofAssumption 4.3;
however, the density assumption [30, Assumption 2.1.6] can be regarded as such. In
[16, Remark4.15] the authors also acknowledge the necessity of a density condition
similar to that described above in order to ensure strong stationarity.

Remark 4.13 (Control constraints) We point out that we deal with controls (a, ℓ)map-
ping to (Rn)n+1, whereas the space of functions we want to cover in Lemma 4.6
consists of functions that map to Rn only. This allows us to restrict n controls by
constraints (if we look at (P) as having n+1 controls mapping toRn .) Indeed, a closer
inspection of the proof of Lemma 4.6 shows that one can impose control constraints
on all columns of the control a except them-th column. This still implies that the set of
directions into which f is differentiated—in the ‘linearized’ state equation—is dense
in an entire space. The fact that two or more controls provide advantages in the context
of strong stationarity has already been observed in [26, Sect. 4]. Therein, an additional
control has to be considered on the right-hand side of the VI under consideration in
order to be able to prove strong stationarity, see [26, Sect. 4] for more details.

The situation changes when, in addition to asking that ℓ ∈ K, control constraints
are imposed on all columns of a. In this case, we deal with a fully control constrained
problem. By looking at the proof of Lemma 4.6 we see that the arguments cannot
be applied in this case, see also [10, 16, 30, 32] where the same observation was
made. This calls for a different approach in the proof of Theorem 4.7 and additional
“constraint qualifications” [11, 39].

Remark 4.14 (Sign condition on the adjoint state. Optimality conditions obtained via
smoothening)

(i) An essential information contained in the strong stationary system (4.6) is the
fact that

pi (t) f ′
−((ā ȳ + ℓ̄)i (t)) ≤ pi (t) f ′

+((ā ȳ + ℓ̄)i (t)) (4.18)

f.a.a. t ∈ (0, T ), i = 1, ..., n, see (4.6b). This is crucial for showing the implication
(4.6) ⇒ (4.2), which ultimately yields that (4.6) is indeed of strong stationary type
(see the proof of Theorem 4.10).

If f is convex or concave around its non-smooth points, this translates into a sign
condition for the adjoint state. Indeed, if f : R → R is convex around a non-smooth
point z, this means that f ′

−(z) < f ′
+(z), and from (4.18) we have

pi (t) ≥ 0 a.e. where (ā ȳ + ℓ̄)i = z, i = 1, ..., n.
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Similarly, in the concave case, p is negative for those pairs (i, t) for which (ā ȳ+ ℓ̄)i (t)
is a non-differentiable point of f .

In addition, we note that, if f is piecewise continuously differentiable, (4.18)
implies the regularity (cf. [35, Definition 7.4.1]) of the mapping pi (t) f : R → R
at (ā ȳ + ℓ̄)i (t) f.a.a. t ∈ (0, T ) and for all i = 1, ..., n, in view of [30, Lemma C.1].
See also [30, Remark 6.9] and [10] for similar situations.

(ii) By contrast, optimality systems derived by classical smoothening techniques
often lack a sign for the adjoint state (and the above mentioned regularity in the sense
of [35, Definition 7.4.1]) eventually along with other information which gets lost in
the limit analysis. See e.g. [11, Proposition2.17], [30, Sect. 4], [16, Theorem 4.4], [37,
Theorem 2.4] (optimal control of non-smooth PDEs) and [32] (optimal control of VIs).
Generally speaking, a sign condition for the adjoint state in those points (i, t) where
the argument of the non-smoothness f in the state equation, in our case (ā ȳ + ℓ̄)i (t),
is such that f is not differentiable at (ā ȳ + ℓ̄)i (t), is what ultimately distinguishes a
strong stationary optimality system from very ‘good’ optimality systems obtained by
smoothening procedures, cf. [11, Proposition2.17] and [30, Sect. 7.2], see also [16,
Remark4.15].

Remark 4.15 (The multi-data case) Let us assume that the number of input data is
larger than one and at the same time not larger than n. In this case our optimal control
problem is replaced by

min
(a,ℓ)

m∑

j=1

g(y( j)(T ))+ 1
2
∥a∥2H1(0,T ;Rn×n)

+ 1
2
∥ℓ∥2H1(0,T ;Rn)

s.t. ∂γ y( j)(t) = f (a(t)y( j)(t)+ ℓ(t)) a.e. in (0, T ),

y( j)(0) = y( j)0 , j = 1, ...,m

ℓ ∈ K,

⎫
⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎭

(4.19)

where m ∈ {2, ..., n} is fixed. Then, an inspection of the proof of Lemma 4.6 shows
that the strong stationarity result remains true provided that the system

δ̂a(t)ȳ(t) = ψ(t) ∀ t ∈ [0, T ]

admits at least one solution δ̂a ∈ C([0, T ];Rn×n) for each ψ ∈ C([0, T ];Rn×m);
here ȳ : [0, T ] → Rn×m denotes the state associated to a local optimum. The strong
stationary optimality conditions in this particular case are given by

p( j)(t) = (T − t)γ−1

'(γ )
∇g(ȳ( j)(T ))+

∫ T

t

(s − t)γ−1

'(γ )
ā⊤(s)λ( j)(s) ds ∀ t ∈ [0, T ),

(4.20a)

λ
( j)
i (t) ∈ [p( j)i (t) f ′

−((ā ȳ
( j) + ℓ̄)i (t)), p

( j)
i (t) f ′

+((ā ȳ
( j) + ℓ̄)i (t))] for a.a. t ∈ (0, T ),

(4.20b)
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(ā, δa)H1(0,T ;Rn×n) +
m∑

j=1

⟨λ( j), δa ȳ( j)⟩Lr (0,T ;Rn) = 0 ∀ δa ∈ H1(0, T ;Rn×n),

(4.20c)

(ℓ̄, δℓ)H1(0,T ;Rn) +
m∑

j=1

⟨λ( j), δℓ⟩Lr (0,T ;Rn) ≥ 0 ∀ δℓ ∈ cone(K − ℓ̄),

(4.20d)

j = 1, ...,m.

5 Application to a Continuous DNN

This section is concerned with the application of our main result to the following
optimal control problem:

min
1
2
∥y(T ) − yd∥2Rn + 1

2
∥a∥2H1(0,T ;Rn×n)

+ 1
2
∥ℓ∥2H1(0,T ;Rn)

s.t. ∂γ y(t) = max(a(t)y(t)+ ℓ(t), 0) a.e. in (0, T ),

y1(0) = 1, yi (0) = 0, i = 2, ..., n.

(a, ℓ) ∈ H1(0, T ;Rn×n) × K,

⎫
⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

(Q)

where yd ∈ Rn is fixed and the set K captures the fixed bias ordering [2], i.e.,

K := {ℓ ∈ H1(0, T ;Rn) : ℓi (t) ≤ ℓi+1(t) ∀ i = 1, ..., n − 1, ∀ t ∈ [0, T ]}.

The state equation in (Q) describes a continuous deep neural network. For a discrete
representation of this network, we refer to [4, 6].

We note that K ⊂ H1(0, T ;Rn) is a convex, closed cone. Thus, all the quantities
in (Q) fit in our general setting, cf. also Assumption 3.1. To see that the ‘constraint
qualification’ in Assumption 4.3 is fulfilled, we refer to Remark 4.4.

Hence, we can apply Theorem 4.7, which in this particular case reads as follows:

Theorem 5.1 (Strong stationarity for the control of continuous DNNs with fixed bias
ordering) Let (ā, ℓ̄) be a given local optimum for (Q) with associated state ȳ. Then
there exists a multiplier λ ∈ Lr (0, T ;Rn) and an adjoint state p ∈ Lr (0, T ;Rn),
where r ∈ [1, 1

1−γ ), such that

p(t) = (T − t)γ−1

'(γ )
(ȳ(T ) − yd)+

∫ T

t

(s − t)γ−1

'(γ )
ā⊤(s)λ(s) ds ∀ t ∈ [0, T ).

(5.1a)
λi (t) = pi (t), a.e. where (ā ȳ + ℓ̄)i > 0,

λi (t) ∈ [0, pi (t)] a.e. where (ā ȳ + ℓ̄)i = 0,

λi (t) = 0 a.e. where (ā ȳ + ℓ̄)i < 0, i = 1, ..., n,

⎫
⎪⎬

⎪⎭
(5.1b)
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(ā, δa)H1(0,T ;Rn×n) + ⟨λ, δa ȳ⟩Lr (0,T ;Rn) = 0 ∀ δa ∈ H1(0, T ;Rn×n),

(5.1c)

(ℓ̄, δℓ)H1(0,T ;Rn) + ⟨λ, δℓ⟩Lr (0,T ;Rn) ≥ 0 ∀ δℓ ∈ K − ℓ̄. (5.1d)

Moreover, (5.1) is equivalent to

(ȳ(T ) − yd)⊤ S′ ((ā, ℓ̄); (δa, δℓ)
)
(T )

+(ā, δa)H1(0,T ;Rn×n) + (ℓ̄, δℓ)H1(0,T ;Rn) ≥ 0

∀ (δa, δℓ) ∈ H1(0, T ;Rn×n) × cone(K − ℓ̄), (5.2)

where S is the control-to-state operator.

Proof The result follows from Theorems 4.7 and 4.10, by taking into account that
(4.6b) is equivalent to (5.1b) if f = max{·, 0}. Note that (5.2) is just (4.2) in this
particular setting. ⊓⊔
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Appendix A: Proof of Lemma 4.1

Proof of Lemma 4.1 We associate a state equation to a smooth approximation of the
non-differentiable function f , such that the respective solution mapping is Gâteaux-
differentiable [step (I)]. Then, by arguments inspired by e.g. [9], it follows that (ā, ℓ̄)
can be approximated by a sequence of local minimizers of an optimal control problem
governed by the regularized state equation [step (II)]. Passing to the limit in the adjoint
system associated to the regularized optimal control problem finally yields the desired
assertion [step (III)]. Although many of the arguments are well-known, we give a
detailed proof, for completeness and for convenience of the reader.
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(I) Let ε > 0 be arbitrary, but fixed. We begin by investigating the smooth integral
equation

yε(t) = y0 +
∫ t

0

(t − s)γ−1

'(γ )
f ε(a(s)yε(s)+ ℓ(s)) ds ∀ t ∈ [0, T ], (A.1)

where the differentiable function fε : R → R is defined as

fε(z) :=
∫ ∞

−∞
f (z − εs)ϕ(s) ds,

where ϕ ∈ C∞
c (R), ϕ ≥ 0, suppϕ ⊂ [−1, 1] and

∫ ∞
−∞ ϕ(s) ds = 1. Once again,

we do not distinguish between fε : Rn → Rn and fε : R → R. As in the case of its
non-smooth counterpart, fε : Rn → Rn is assumed to satisfy for all z ∈ Rn

fε(z)i = f̃ε(zi ), i = 1, ..., n

where f̃ε : R → R is a smooth function. We observe that for all z ∈ R it holds

fε(z) → f (z) as ε ↘ 0. (A.2)

Moreover,

∥ fε(z1) − fε(z2)∥ ≤ L ∥z1 − z2∥ ∀ z1, z2 ∈ Rn, (A.3)

where L > 0 is the Lipschitz constant of f .
By employing the exact same arguments as in the proof of Proposition 3.4, one

infers that (A.1) admits a unique solution yε ∈ C([0, T ];Rn) for every (a, ℓ) ∈
L∞(0, T ;Rn×n × Rn), which allows us to define the smooth solution mapping

Sε : L∞(0, T ;Rn×n × Rn) ∋ (a, ℓ) 5→ yε ∈ C([0, T ];Rn).

The operator Sε is Gâteaux-differentiable and its derivative is the unique solution of

δyε(t) =
∫ t

0

(t − s)γ−1

'(γ )
f ε

′(a(s)yε(s)+ ℓ(s))(a(s)δyε(s)+ δa(s)yε(s)+ δℓ(s)) ds

(A.4)

for all t ∈ [0, T ], i.e., δyε = S′
ε(a, ℓ)(δa, δℓ); note that here we use the notation f ε

′

for the Jacobi-matrix of f ε : Rn → Rn . By using the integral formulations (3.3)
and (A.1), Lemma 2.6 and (A.2), we obtain the convergence Sε(a, ℓ) − S(a, ℓ) →
0 in C([0, T ];Rn) as ε ↘ 0. On the other hand, by arguing as in the proof of Proposi-
tion 3.5 we deduce that Sε is Lipschitz-continuous in the sense of (3.4) (with constant
independent of ε). As a result, we have

Sε(aε, ℓε) − S(a, ℓ) → 0 in C([0, T ];Rn), (A.5)

when (aε, ℓε) → (a, ℓ) in L∞(0, T ;Rn×n × Rn).
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(II) Next, we focus on proving that (ā, ℓ̄) can be approximated via local minimizers
of optimal control problems governed by (A.1). To this end, let

Bρ := BH1(0,T ;Rn×n×Rn)((ā, ℓ̄), ρ) ∩ (H1(0, T ;Rn×n) × K), ρ > 0,

be the ball of local optimality of (ā, ℓ̄) and consider the smooth (reduced) optimal
control problem

min
(a,ℓ)∈H1(0,T ;Rn×n×Rn)

J (Sε(a, ℓ), a, ℓ)+
1
2
∥(a, ℓ) − (ā, ℓ̄)∥2H1(0,T ;Rn×n×Rn)

s.t. (a, ℓ) ∈ Bρ .

⎫
⎪⎬

⎪⎭

(A.6)

Let us recall here that

J (y, a, ℓ) = g(y(T ))+ 1
2
∥a∥2H1(0,T ;Rn×n)

+ 1
2
∥ℓ∥2H1(0,T ;Rn)

,

where g : Rn → R is a differentiable, and thus, continuous function. By the Lipschitz
continuity of Sε : L∞(0, T ;Rn×n × Rn) → C([0, T ];Rn) and the compact embed-
ding H1(0, T ;Rn×n × Rn) ↪→↪→ L∞(0, T ;Rn×n × Rn), we see that (A.6) admits
a global solution (aε, ℓε) ∈ Bρ . Since Bρ is weakly closed in H1(0, T ;Rn×n × Rn)

we can extract a weakly convergent subsequence

(aε, ℓε)⇀(̃a, ℓ̃) ∈ Bρ in H1(0, T ;Rn×n × Rn).

For simplicity, we abbreviate in the following

J (a, ℓ) := J (S(a, ℓ), a, ℓ), (A.7a)

Jε(a, ℓ) := J (Sε(a, ℓ), a, ℓ)+
1
2
∥(a, ℓ) − (ā, ℓ̄)∥2H1(0,T ;Rn×n×Rn)

. (A.7b)

Due to (A.5) combined with the continuity of g : Rn → R, it holds

J (ā, ℓ̄)
(A.7a)= J (S(ā, ℓ̄), ā, ℓ̄) = lim

ε→0
J (Sε(ā, ℓ̄), ā, ℓ̄)

(A.7b)= lim
ε→0

Jε(ā, ℓ̄) ≥ lim sup
ε→0

Jε(aε, ℓε), (A.8)
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where in the last inequality we used the fact that (aε, ℓε) is a global minimizer of (A.6)
and that (ā, ℓ̄) is admissible for (A.6). In view of (A.7b), (A.8) can be continued as

J (ā, ℓ̄) ≥ lim sup
ε→0

J (Sε(aε, ℓε), aε, ℓε)+
1
2
∥(aε, ℓε) − (ā, ℓ̄)∥2H1(0,T ;Rn×n×Rn)

≥ lim inf
ε→0

J (Sε(aε, ℓε), aε, ℓε)+
1
2
∥(aε, ℓε) − (ā, ℓ̄)∥2H1(0,T ;Rn×n×Rn)

≥ J (S(̃a, ℓ̃), ã, ℓ̃)+ 1
2
∥(̃a, ℓ̃) − (ā, ℓ̄)∥2H1(0,T ;Rn×n×Rn)

≥ J (ā, ℓ̄),

(A.9)

where we used again H1(0, T ;Rn×n × Rn) ↪→↪→ L∞(0, T ;Rn×n) and (A.5) com-
bined with the continuity of g : Rn → R; note that for the last inequality in (A.9) we
employed the fact that (̃a, ℓ̃) ∈ Bρ . From (A.9) we conclude

lim
ε→0

J (Sε(aε, ℓε), aε, ℓε)+
1
2
∥(aε, ℓε) − (ā, ℓ̄)∥2H1(0,T ;Rn×n×Rn)

= J (ā, ℓ̄).

By arguing as above we also get

lim
ε→0

J (Sε(aε, ℓε), aε, ℓε) = J (ā, ℓ̄),

which implies

(aε, ℓε) → (ā, ℓ̄) in H1(0, T ;Rn×n × Rn). (A.10)

As a consequence, (A.5) yields

yε → ȳ in C([0, T ];Rn), (A.11)

where we abbreviate yε := Sε(aε, ℓε). By classical arguments one then obtains that
(aε, ℓε) is a local minimizer for

min
H1(0,T ;Rn×n)×K

Jε(a, ℓ).

(III) Due to the above established local optimality of (aε, ℓε) and on account of
the differentiability properties of Sε, cf. step (I), we can write down the following
necessary optimality condition

∇g(yε(T ))⊤S′
ε(aε, ℓε)((a, ℓ) − (aε, ℓε))(T )

+ (2aε − ā, a − aε)H1(0,T ;Rn×n) + (2ℓε − ℓ̄, ℓ − ℓε)H1(0,T ;Rn) ≥ 0
(A.12)
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for all (a, ℓ) ∈ H1(0, T ;Rn×n) × K. Now, let us consider for t ∈ [0, T )

pε(t) =
(T − t)γ−1

'(γ )
∇g(yε(T ))+

∫ T

t

(s − t)γ−1

'(γ )
a⊤
ε (s) f ε

′(aε yε + ℓε)(s)pε(s)︸ ︷︷ ︸
=:λε(s)

ds.

(A.13)

To see that (A.13) admits a unique solution, we argue as in the proof of Proposi-
tion 3.4. From Lemma 2.5 we know that the operator z 5→ I γ

T−(a
⊤
ε f ε

′(aε yε + ℓε)z)
maps continuous functions to continuous functions, since a⊤

ε , f ε
′(aε yε + ℓε) ∈

L∞(0, T ;Rn×n). However, the first term in (A.13) is only Lr− integrable with r
given by Lemma 2.7. This means that (no matter how smooth z is) the fix point oper-
ator associated to (A.13), namely

z 5→ (T − ·)γ−1

'(γ )
∇g(yε(T ))+ I γ

T−(a
⊤
ε f ε

′(aε yε + ℓε)z)

maps only to Lr (0, T ;Rn) with r given by Lemma 2.7. Due to Lemma 2.5 we have
for all z1, z2 ∈ Lr (0, t∗;Rn) the estimate

∥I γ
T−(a

⊤
ε f ε

′(aε yε + ℓε)(z1 − z2))∥Lr (0,t∗;Rn)

≤ (t∗)γ

γ'(γ )
L ∥aε∥L∞(0,T ;Rn×n)∥z1 − z2∥Lr (0,t∗;Rn)

and by arguing exactly as in the proof of Proposition 3.4 one obtains that (A.13) admits
a unique solution pε ∈ Lr (0, T ;Rn) with r given by Lemma 2.7. This immediately
implies that λε ∈ Lr (0, T ;Rn), since f ε

′(aε yε + ℓε) ∈ L∞(0, T ;Rn×n).
Next, let (a, ℓ) ∈ H1(0, T ;Rn×n) × K be arbitrary but fixed. We abbreviate

δyε := S′
ε(aε, ℓε)((a, ℓ) − (aε, ℓε))

and

f ε
′(·)(·) := f ε

′(aε yε + ℓε)(aεδyε + (a − aε)yε + ℓ − ℓε),

which implies

δyε = I0+( f ε
′(·)(·)), (A.14)

on account of (A.4). Now, in the light of Lemma 2.3 combined with the identities
(A.13) and (A.14) we have

∫ T

0
(a⊤

ε λε)(t)⊤δyε(t) dt =
∫ T

0
f ε

′(·)(·)(t)⊤
[
pε(t) − (T − t)γ−1

'(γ )
∇g(yε(T ))

]
dt .
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Thus, we obtain

∫ T

0
f ε

′(·)(·)(t)⊤ pε(t) − (a⊤
ε λε)(t)⊤δyε(t) dt

= ∇g(yε(T ))⊤
∫ T

0

(T − t)γ−1

'(γ )
f ′(·)(·)(t) dt

︸ ︷︷ ︸
=δyε(T ), see (A.14)

.
(A.15)

Since λε = f ε
′(aε yε+ℓε)pε, we can simplify the left-hand side of the above equation

as

∫ T

0
f ε

′(·)(·)(t)⊤ pε(t) − (a⊤
ε λε)(t)⊤δyε(t) dt

=
∫ T

0
λε(t)⊤((a − aε)yε + ℓ − ℓε)(t) dt . (A.16)

Inserting (A.15) and (A.16) in (A.12) leads to

0 ≤
∫ T

0
f ε

′(·)(·)(t)⊤ pε(t) − (a⊤
ε λε)(t)⊤δyε(t) dt

+ (2aε − ā, a − aε)H1(0,T ;Rn×n) + (2ℓε − ℓ̄, ℓ − ℓε)H1(0,T ;Rn)

= ⟨λε, (a − aε)yε + ℓ − ℓε⟩Lr (0,T ;Rn)

+ (2aε − ā, a − aε)H1(0,T ;Rn×n) + (2ℓε − ℓ̄, ℓ − ℓε)H1(0,T ;Rn).

(A.17)

Setting (a, ℓ) in (A.17) to (aε ± δa, ℓε), δa ∈ H1(0, T ;Rn×n), and (aε, ℓ), ℓ ∈ K,
respectively, yields

(2aε − ā, δa)H1(0,T ;Rn×n) + ⟨λε, δa yε⟩Lr (0,T ;Rn) = 0 ∀ δa ∈ H1(0, T ;Rn×n),

(A.18a)

(2ℓε − ℓ̄, ℓ − ℓε)H1(0,T ;Rn) + ⟨λε, ℓ − ℓε⟩Lr (0,T ;Rn) ≥ 0 ∀ ℓ ∈ K.

(A.18b)

The next step is to show that pε and hence λε are bounded independently of ε. From
(A.13) we further obtain

pε(T − t) = tγ−1

'(γ )
∇g(yε(T ))

+
∫ t

0

(t − s)γ−1

'(γ )
a⊤
ε (T − s) f ε

′(aε ȳε + ℓε)(T − s)pε(T − s) ds ∀ t ∈ (0, T ].
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We abbreviate p̃ε := p(T − ·). Since ∥ f ε
′(aε yε + ℓε)∥L∞(0,T ;Rn×n) ≤ L , we have

the estimate

∥ p̃ε(t)∥ ≤ c1tγ−1 +
∫ t

0

(t − s)γ−1

'(γ )
c2 L ∥ p̃ε(s)∥ ds, t ∈ (0, T ],

where c1, c2 > 0 are independent of ε. Here we also used that {∥aε∥L∞(0,T ;Rn×n)},
{∥∇g(yε(T ))∥Rn } are uniformly bounded with respect to ε, cf., (A.10) and (A.11);
recall that g : Rn → R is continuously differentiable, by assumption. In view of
Lemma 2.6, this implies

∥ p̃ε(t)∥ ≤ C c1tγ−1, t ∈ (0, T ].

Thus, by employing again∥ f ε
′(aε yε+ℓε)∥L∞(0,T ;Rn×n) ≤ 1,wehave∥λε∥Lr (0,T ;Rn) ≤

C̃ with r ∈ (1, 1
1−γ ) given by Lemma 2.7, and we can extract a weakly convergent

subsequence

λε⇀
∗λ in Lr (0, T ;Rn).

Passing to the limit in (A.18) and using (A.10), (A.11) now yields

(ā, δa)H1(0,T ;Rn×n) + ⟨λ, δa ȳ⟩Lr (0,T ;Rn×n) = 0 ∀ δa ∈ H1(0, T ;Rn×n),

(ℓ̄, ℓ − ℓ̄)H1(0,T ;Rn) + ⟨λ, ℓ − ℓ̄⟩Lr (0,T ;Rn) ≥ 0 ∀ ℓ ∈ K.

The proof is now complete. ⊓⊔
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