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ABSTRACT

With faster wireless networks and server GPUs, offloading high-
accuracy but compute-intensive AR tasks implemented in Deep
Neural Networks (DNNs) to edge servers offers a promising way
to support high-QoE Augmented/Mixed Reality (AR/MR) appli-
cations. A cost-effective way for AR app vendors to deploy such
edge-assisted AR apps to support a large user base is to use commer-
cial Machine-Learning-as-a-Service (MLaaS) deployed at the edge
cloud. To maximize cost-effectiveness, such an MLaaS provider
faces a key design challenge, i.e., how to maximize the number of
clients concurrently served by each GPU server in its cluster while
meeting per-client AR task accuracy SLAs. The above AR offloading
inference serving problem differs from generic inference serving or
video analytics serving in one fundamental way: due to the use of
local tracking which reuses the last server-returned inference result
to derive results for the current frame, the offloading frequency
and end-to-end latency of each AR client directly affect its AR task
accuracy (for all the frames).

In this paper, we present ARISE, a framework that optimizes
the edge server capacity in serving edge-assisted AR clients. Our
design exploits the intricate interplay between per-client offloading
schedule and batched inference on the server via proactively coor-
dinating offloading request streams from different AR clients. Our
evaluation using a large set of emulated AR clients and a 10-phone
testbed shows that ARISE supports 1.7x—6.9x more clients com-
pared to various baselines while keeping the per-client accuracy
within the client-specified accuracy SLAs.
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1 INTRODUCTION

1.1 Motivation

To deliver a truly immersive and interactive experience to users,
Augmented Reality (AR) and Mixed Reality (MR) apps need to per-
form a number of challenging computer vision tasks to understand
and interact with the physical environment, such as object detec-
tion [18, 19, 41], depth estimation [45, 71], and odometry [13], at
acceptable accuracy. Furthermore, all of the tasks in the AR app
performed on each frame are latency-critical; the results for the
current frame need to be available in the current frame interval, e.g.,
16.7 ms at 60 FPS [41], as otherwise they will miss the rendering
task for the current frame.

Due to their high accuracy, Deep Neural Network (DNN) models
have been increasingly used to support these complex AR tasks
(e.g., [16, 22, 29, 30, 51, 52]). However, running state-of-the-art DNN
models on commodity mobile devices could take hundreds of mil-
liseconds or even seconds [41, 45, 60]. For example, it takes 254 ms
to run the DenseDepth [8] model on a Pixel 7 phone (on the mobile
GPU with TensorFlow Lite). While lightweight models like Fast-
Depth [59] and MobileNetV3-5SD [32] (for depth estimation and
object detection respectively) are capable of running on-device in
real-time, they fall short in accuracy; they achieve 0.35 AbsRel and
0.57 IoU on the datasets used in our evaluation (§6.2), compared to
server-grade models such as DenseDepth [8] and ByteTrack [72],
which achieve 0.12 AbsRel (lower is better) and 0.90 IoU (higher
is better). To this end, offloading, also known as edge-assisted de-
sign, has been proposed [10, 23, 41, 44], where camera frames are
uploaded to a cloud or edge GPU server for faster DNN inference.

To actually deploy AR apps based on edge-assisted AR design
requires effective edge server support for serving potentially a
large number of concurrent offloading requests of AR tasks from
many mobile clients. Instead of maintaining its own servers, a cost-
effective way is for an AR app vendor to use commercial Machine-
Learning-as-a-Service (MLaaS) [54, 58], e.g., deployed in the edge
cloud (e.g., AWS Wavelength [5], where edge servers are located
in the same city and connected to the 5G infrastructure via low-
latency links) to serve the AR clients in the vicinity. To effectively
manage cost, MLaaS services are usually powered by DNN models
under the control of service providers, e.g., one or a few models for
each AR task [11, 47]. A primary business objective of an MLaaS
provider is to increase the capacity of the cluster (i.e., the number of
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AR clients that it can serve concurrently), or provision the cluster
size for a given user base in order to maximize its cost-effectiveness.

In such a shared edge-cloud setting, the AR apps running on
the mobile clients often exhibit diversity in task accuracy require-
ments. For example, healthcare apps [31] require high accuracy
while tourism apps can get by with moderate accuracy [61]. In such
a deployment, the vendor or the users of the AR apps specify an ac-
curacy SLA for each AR task (e.g., object detection) that is required
to ensure satisfactory app QoE, and the MLaaS provider tries to
maximize the capacity of the GPU cluster in concurrently serving
multiple AR clients. In this paper, we focus on optimizing the ca-
pacity of individual servers, which is a key challenge and building
block in increasing the capacity of a cluster.! We formally state
the AR offloading inference serving problem as: Given an edge/cloud
server cluster serving offloaded inference tasks from AR clients, how
to maximize the number of clients supported by individual servers
while meeting the per-client AR task accuracy SLAs?

AR apps often perform and need to offload multiple types of
tasks. An efficient way of serving multiple types of AR tasks for a
large client base is to divide up the servers in the cluster, such that
each server serves one type of AR tasks, since such specialization
unlocks more batching opportunities, as shown in previous serving
systems [57, 67]. We follow the same design principle and each
server only serves one type of AR task.

Difference from video analytics serving. Video analytics serv-
ing (e.g. [14, 26, 33, 34, 36, 38, 40, 44, 49, 68, 73]) is similar to AR
offloading serving in that one or multiple clients offload a stream of
requests to the server for inference. However, there is a subtle but
fundamental difference between AR offloading serving and video
analytics serving: AR apps desire task results for every frame in
order to render virtual objects per frame. When the E2E offloading
latency of an offloaded frame is longer than a frame interval due to
server inference and frame transfer delay, the AR client resorts to
local tracking (detailed in §2) to derive result for the current frame
based on the last server-returned result. As a result, the E2E of-
floading latency directly affects the staleness of the server-returned
result which impacts the AR task accuracy for all the frames. Most
of the video analytics systems do not factor in the impact of E2E
offloading latency on app accuracy. While a few works take it into
consideration [27, 42], they only support serving a single client.

Difference from generic inferences serving. Compared to generic
inference serving (e.g., [9, 20, 21, 24, 37, 50, 55, 57, 62, 67]), AR
inference serving faces a significant new complication. Generic
inference serving systems assume DNN inference requests are inde-
pendent, each with its own latency deadline or accuracy constraint.
In contrast, in AR offloading serving, the stream of continuous
requests offloaded from each AR client are not unrelated: due to the
use of local tracking, for each client, the choice of which frame to
offload (offloading frequency and timing) and E2E offloading latency
of the offloaded inference directly affect the AR task accuracy of all
the frames of that client.

'"We leave cluster-wide optimizations such as load balancing and dynamic scaling as
future work.
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1.2 Our Contributions

In this paper, we present a framework that tackles this important
AR inference serving problem. We observe that the key design opti-
mization in generic inference serving systems — batched inference
— is only exploited opportunistically, since such systems assume
the inference requests are independent and have no control over
request arrivals. The above key difference of AR offloading serving,
namely, the AR task accuracy for consecutive frames is also affected
by the offloading frequency and E2E delay, also presents a unique
design opportunity — coordinating client offloading schedules to
work synergistically with batched inference on the server to maximize
the effectiveness of batched server inference while meeting per-client
accuracy SLAs. While some video analytics serving systems also
control clients’ offloading schedules [34, 38, 40, 68], they do not
coordinate client schedules with server inference; coordinating
client schedules can boost the effectiveness of batching, as requests
within a batch are from different clients.

Exploiting the above design opportunity, i.e., coordinating AR
client offloading schedules to maximize the batched server infer-
ence, however, faces several challenges: (1) there exists complex
relationship between the control knob values (client offloading
schedule and server batch size) and the accuracy of a single client;
(2) there exists interference among the effects of the control knobs
across clients, as the schedule for any client affects server batching
and hence E2E offloading latency (and accuracy) for other clients;
(3) modeling per-client accuracy, a pre-requisite for online sched-
uling, is hard as it is not only affected by the per-client offloading
schedule and server batch size, but also frame content, which can
change dynamically during the execution of an AR app.

Our proposed AR offloading inference framework ARISE (AR In-
ference Serving Engine) untangles the intricate interplay among the
control knobs across clients via a centralized but scalable scheduler
that proactively coordinates the offloading schedules of AR clients
and the batched inference on the edge server. We first develop a
novel lightweight, online accuracy estimator that estimates the AR
task accuracy for the current frame for each AR client under differ-
ent offloading frequency, E2E latency, and dynamically changing
frame content. We then design a novel scheduler that decouples
deriving per-client offloading schedules and server batching sched-
ule in two steps: (1) it first calculates a pseudo-optimal offloading
frequency per-client leveraging the accuracy estimator; (2) it then
greedily packs future offloaded requests from all clients into fewer
large batches and coordinates client requests accordingly without
violating per-client accuracy requirements.

We implemented the ARISE framework on commodity Android
phones and GPU servers. Our evaluation using a large set of emu-
lated AR clients and a small-scale testbed of 10 phones show that
compared to Clipper-like [21] and Chameleon-like [34] systems,
ARISE provides significantly higher capacity in serving AR clients,
by up to 5.2x and 6.9x for the depth estimation task and by 1.9x and
2.0x for object detection on an NVIDIA A40 GPU server.

In summary, our main contributions are as follows:

e We present, to our best knowledge, the first framework for serv-
ing concurrent edge-assisted AR clients that maximizes the serv-
ing capacity of a server while satisfying the accuracy SLAs of
originating AR apps.
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Figure 1: The offloading+local tracking paradigm, with of-
floading interval of L, and E2E offloading latency of k frame
intervals. Frames L +k to 2L + k — 1 reuse the inference result
for frame L through local tracking.

e We present an AR inference serving scheduler that proactively co-
ordinates offloading request streams from AR clients to maximize
server batching opportunities.

e We present a lightweight AR task accuracy estimator under the
commonly used offloading+local tracking based edge-assisted
design (§2).

e We implement and experimentally validate our ARISE framework
design by comparing it with various baselines including Clipper-
like and Chameleon-like systems for two representative AR tasks.

2 BACKGROUND: AR TASK ACCURACY
UNDER EDGE-ASSISTED DESIGN

2.1 The Offloading + Local Tracking Paradigm

In edge-assisted AR, even with powerful GPUs, typical DNN in-
ferences still take tens of milliseconds, failing to return the result
within the same frame interval. For example, models in Meta’s
object detection model zoo [2] have a median inference time of
52.5 ms on Tesla V100, much longer than the of 16.7 ms frame
interval needed by AR apps running at 60 FPS [41], and the result
of an offloaded frame may come back several frame intervals later.

Instead of simply using the last server-return result for the cur-
rent frame, which was for the last offloaded frame, recent edge-
assisted designs [7, 12, 18, 19, 27, 39, 41, 42, 45, 61, 63, 64, 66, 69]
have adopted the local tracking technique to generate more accu-
rate results for AR tasks including object detection, human pose
estimation, odometry, and more. Specifically, a local tracker runs
on mobile device and adjusts the DNN inference results for the
last offloaded frame f; sent back by the server to generate refined
results for the current frame f;, by analyzing the changes between
the stale frame fj and the current frame f;, as shown in Figure 1.
Such local trackers are fast and can typically finish in a fraction
of the current frame interval. Local trackers are task-specific and
often custom-designed for each type of tasks (e.g., [41, 66]).

2.2 Impact of Tracking Stride on Accuracy

While local tracking improves the accuracy of the result for the cur-
rent frame f; (compared to directly reusing the last server-returned
result), the gap between its accuracy and that of running the server
DNN model directly on f; (if we could) still widens with track-
ing stride, defined as the frame distance between f; and f, due
to increased staleness of the results for frame fj. For example, in
Figure 1, the client offloads every L-th frame, and E2E offloading
latency is k. The result for frame L (offloaded at frame interval L)
will return at frame interval L+k-1, and be used by local tracking to
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Figure 2: Accuracy drop (our accuracy SLA metric) of offload-
ing the depth estimation task relative to running the DNN
model directly, under different (L, k) combinations for two 2-
second video segments. With an accuracy SLA of 0.040, only
combinations below the red line satisfy the accuracy SLA.

generate tracked results for frames L+k, ..., 2L+k-1, which would
have tracking strides of k (min), k+1, ..., L+k-1 (max), respectively.
In scenarios where AR task accuracy can be met with less fre-
quent offloading, whether in single-client scenarios (e.g., [19, 41,
42]) or in multi-client scenarios (this paper), reduced offloading fre-
quency (L) saves server and network resources used by the client.
Furthermore, in multi-client scenarios, employing batched infer-
ence leads to variable E2E offloading latency (k) that is dependent
on the batch size. This variability in offloading frequency and E2E
latency has three immediate implications on AR task accuracy:

01: Higher offloading frequency (smaller L) improves AR
task accuracy. Offloading more frequently reduces the number of
times a stale result is used (L), which improves tracking accuracy.

02: Lower E2E offloading latency (smaller k) improves AR
task accuracy. Lower E2E offloading latency reduces the staleness
of last server-returned result used in tracking, which also improves
tracking accuracy.

03: The same accuracy SLA can be achieved by trading off
offloading frequency (L) with E2E offloading latency (k). It
follows from O1 and O2 that AR task accuracy can be improved by
reducing either the offloading frequency (L) or the E2E offloading
latency (k).

Accuracy measurements in Figure 2 corroborates our observa-
tions. We control the offloading of two 2-second video segments
(60 FPS) under different offloading frequencies and E2E offloading
latencies, and the server runs the DenseDepth [8] model for the
depth estimation task. The AR task accuracy improves with lower
offloading interval (0O1) and lower E2E offloading latency (02). It
also shows that the same accuracy SLA can be achieved by trading
off the two (03). However, the range of satisfactory L and k varies
with different video segments (contents), indicating the need for an
accuracy estimator that takes frame content into account (§4.3).

3 DESIGN OPPORTUNITIES AND
CHALLENGES

3.1 Design Opportunities

Main idea. Generic inference serving systems maximize the server
throughput while satisfying the latency or accuracy constraints
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Figure 4: Controlling offloading schedules (timing and frequency) of AR clients unlocks more batched inference opportunities
and enables server to support more clients. The top-left table lists for each client the feasible choices of E2E offloading latency
(k) and offloading interval (L) pairs due to accuracy SLA. The bottom-left table gives the maximum batch sizes that can be
tolerated by different E2E offloading latencies (k). Each blue box corresponds to one batched inference on the server.
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Figure 3: Control knobs in AR offloading serving, including
(1) offloading frequency and (2) offloading timing for each
client, and the (3) batch size for batched inference on server.

of individual requests. To this end, such systems employ adap-
tive batched inference as a main optimization technique. However,
batched inference in such systems is only exploited opportunisti-
cally, since such systems assume the inference requests are inde-
pendent and have no control over request arrivals. An AR client,
on the other hand, offloads a stream of requests, and the AR task
accuracy for consecutive frames is atfected by both the offloading
frequency and E2E delay. this key difference presents a unique de-
sign opportunity: the client offloading schedules can be coordinated to
work synergistically with batched inference on the server to maximize
the effectiveness of batched server inference while meeting per-client
AR task accuracy SLAs.

Control knobs. In generic inference serving, adaptive batched
inference is achieved by dynamically tuning one important control
knob:

e Server batch size: It controls the number of requests to group
together and perform DNN inference in a single shot. A larger
batch size improves GPU efficiency and thus server capacity. The
downside of a larger batch size is longer inference latency, which
could negatively impact the application performance or accuracy.

The adaptive batched inference technique also applies to the AR

offloading inference problem, where the choice of batch size affects

the E2E offloading latency (k).

Additionally, the offloading schedule of individual AR clients
can be dynamically adjusted via two client-side knobs (Figure 3):
e Offloading frequency: It determines how many frames each

client offloads in a period of time (L), e.g., the 3 clients in Figure 3

offload every 3rd, 3rd, and 2nd frames, respectively. Higher of-
floading frequency improves AR task accuracy (01) and allows
for relaxed E2E latency and hence a larger server batch size for a
given accuracy SLA (03).

o Offloading timing: It determines which (and hence when) frames
are offloaded, e.g., client 1 offloads its frames 0, 3, 6, etc., whereas
client 2 offloads frames 1, 4, 7, etc.. As we will see below, tuning
this knob impacts the grouping of requests into batches, and thus
the server capacity.

An example. Figure 4 gives an example on how these additional
knobs help unlock more batched inference opportunities and hence
improve the server capacity. Under a given accuracy SLA, AR clients
can trade off offloading frequency (L) with E2E offloading latency
(k) (O3). For example, we assume clients 1-3 can either offload
once every 8 frames, which allows an E2E latency of 2 frame times
(resulting in batch sizes up to 2), or once every 4 frames which
allows an E2E latency of 2.5 (batch size 3), while clients 4 and 5
have different tradeoffs due to content difference (§2).

Figure 4a shows one possible trace of generic inference serving
where all clients offload requests every 4 frame times. While 5
requests arrive at the sever at the same time, the system can only
process at most 3 (restricted by the first 3 clients” E2E offloading
latency limit) in one batch, which will finish at time 2.5. By this
point it is too late to process the other 2 requests, as they require
a maximum E2E latency of 1.5 frame times but have already been
queued for 2.5 frame times. As a result, requests from clients 4 and
5 are dropped and the server is unused from time 2.5 to 4.0.

In contrast, in an AR inference serving system, the system can
control request arrivals by adjusting each client’s offloading timing
and frequency. In Figure 4b, by shifting the first request of client 4 to
arrive at time 2.5, the server can additionally perform an inference
of batch size 1, from time 2.5 to 4.0, increasing server capacity to
support 4 clients.

Further, by controlling both request arrival timing and offloading
frequency, the server can support all 5 clients, as shown in Figure 4c.
By reducing the offloading frequencies of clients 1-3 to once every
8 frames, although this will result in requiring a tighter E2E latency
(of 2 frame times) and thus a smaller batch size of 2 for these clients,
the request arrival timing of the clients can be coordinated such
that requests from all 5 clients can be served under their batch size
constraints (and hence their accuracy SLAs).
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3.2 Design Challenges

Exploiting the above new design opportunity, i.e., jointly tuning per-
client offloading frequency and timing and server batching (control
knobs) to maximize the server capacity (objective) while meeting
the per-client accuracy SLAs, however, faces several challenges:

C1: Complex relationship between control knob values and
design goals for a single client. For each client, tuning the of-
floading frequency and batch size can affect the server capacity and
task accuracy in complex ways, as shown in Figure 5. (1) Increasing
the offloading frequency improves the task accuracy (01) and the
chance of building larger batches which indirectly increases server
capacity, but (directly) reduces the server capacity as each client
imposes more load on the server. (2) Increasing the batch size di-
rectly improves the server capacity, but incurs higher queuing and
batch inference time, which in turn results in higher per-request
EZ2E delay and thus lower accuracy (02). (3) The reduced accuracy
from larger batch size can be compensated by higher offloading fre-
quency (03), which in turn reduces the server capacity. The amount
of compensation depends on the relationship between accuracy,
EZE delay, and offloading frequency. It is challenging to determine
the optimal balance between batch size and offloading frequency.

C2: Intricate interplay among the control knobs across clients.
Further, finding the combinations of control knobs for a set of clients
becomes even more challenging as the choices for multiple clients
can interfere with each other in complex ways. (1) The latency of
a chosen batch size that is sufficient for some clients (e.g., with
lower accuracy SLAs) may be too long for others (e.g., with higher
accuracy SLAs). (2) Under local tracking based AR offloading (§2),
interference among offloading requests by different clients, due
to incompatible offloading timings, can further elongate the E2E
offloading delay and hence lower the client accuracy (Figure 5).
Consider the server is serving 10 clients and the minimum batch
sizes calculated for the 10 clients in isolation is 5. If the requests
from the 10 clients happen to arrive at the same time, the server has
to either select a batch size of 5, which meets the accuracy target
of the most stringent client, but postpones the rest 5 requests to
the next batch, causing batch-level queuing delay and violation of
accuracy constraint for those clients, or it selects a larger batch
size which violates the accuracy target of the most stringent client.
In an alternative scenario, if the requests from the 10 clients are
evenly spaced out in time, creating a batch of 5 requests will require
the first arrival request to wait for 4 more request arrival, causing
intra-batch queuing delay.
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Figure 6: The workflow of ARISE with one of the served
clients. The proactive scheduler coordinates the offloading
schedules across clients and with batched inference. The
accuracy estimator estimates task accuracy by exploiting
unique properties of local tracking.

4 ARISE DESIGN

4.1 Design Rationale

ARISE schedules client offloading requests and server batched in-
ferences to maximize the server capacity while satistying the ac-
curacy SLAs of all clients. One possible approach is letting each
client decide on its own offloading schedule in a distributed manner.
However, such a distributed approach makes it hard to tackle the
intricate interplay among the control knobs across the clients (C2).
For example, a client experiencing longer E2E request delay may
react by increasing its offloading frequency to meet the accuracy
SLA, which can lead to higher load on the server and even longer
EZ2E delay. To this end, we propose a centralized scheduler on the
server side that proactively coordinates requests from all clients
and optimizes server capacity. We also design the scheduler’s com-
plexity to be linear in the number of requests, which ensures the
scheduler is scalable to support a large number of clients. On the
other hand, to ensure all clients meet their accuracy SLAs, an accu-
racy estimator is needed for each client to work in tandem with the
scheduler. We design a lightweight accuracy estimator that runs on
each client and sends the accuracy estimates to the server. With the
accuracy estimates, the scheduler is able to calculate the accuracy
of all clients in a specific scheduling plan and ensure all clients
meet their accuracy SLAs.

4.2 Architecture Overview

Figure 6 shows the workflow of ARISE. We envision ARISE will
be deployed on the servers in a cluster, where a load balancer
is responsible for directing new clients to the servers and help
migrate extra clients that exceed the capacity of a server. Each
server’s scheduler determines whether to take up more clients or
to remove clients depending on the resource requirements of the
current clients it is serving (evicted clients are redirected by the
load balancer to other servers). As we will see shortly, frequent
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scheduler invocation (every 200 ms) allows ARISE to respond to
client arrival and departure promptly.

The rest of Figure 6 shows the workflow between the server and
one of the served clients. The server consists of a DNN inference
engine, a proactive scheduler, a data store for the schedule generated
by the scheduler, and a data store for storing client states, including
client task accuracy estimates and the timing of recently processed
batches and frames. The client is equipped with a camera capturing
frames in real time, e.g., at 60 FPS, a stored copy of the latest schedule
that dictates the frames to offload, a local tracker, and the accuracy
estimator.

Periodically (every 200 ms), the scheduler generates a schedule
for the near future, e.g,, 1 s, based on the latest client states @. The
schedule contains IDs of the frames to be offloaded by each client
and the grouping of the frames from multiple clients into batches,
and is both stored on the server and sent to the clients @. The
client offloads selected frames ®, and the server performs batched
inference of client requests @, both as dictated by the schedule.
After inference, the server updates the client state (timing of both
the batch and frames in it) for future scheduling ®, and it sends
the inference results back to each client for both local tracking and
accuracy estimation ®. The local tracker is executed for every frame
using the latest DNN results and generates result for the current
frame for use by upper level AR applications @. Finally, the accuracy
estimator of each client calculates the current accuracy estimates
based on DNN results and local tracking results for the same frame
(the one with the last server-returned result), and updates the client
states for future scheduling ©.

4.3 Accuracy Estimation

ARISE expects each client to specify its accuracy SLA according to
their application needs. In practice, the accuracy is upper-bounded
by what can be achieved in an idealistic offloading scenario where
each user is given a dedicated GPU server. Therefore, it is more
meaningful for ARISE to meet accuracy drop targets (e.g., within
each time window) relative to this idealistic scenario, which we
refer to as the reference setup. We envision ARISE users will specify
their accuracy SLAs as the accuracy drop from the reference setup.

Challenges. As suggested in 01, 02, and 03 (§2), a client’s task
accuracy is directly affected by the offloading frequency and per-
request E2E latency. In addition, even under the same offloading
frequency and EZ2E latency, the local tracker’s accuracy may vary
over time due to changing frame contents. Figure 7 shows the
accuracy drop of offloading to a dedicated GPU server under batch
size 1 and offloading interval 8 for depth estimation, with the task
accuracy measured in absolute relative error (AbsRel). We observe
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Figure 9: The estimation of accuracy drop d for frame f+L is
done by comparing two results for frame f + L, one obtained
by local tracking on server-returned result for frame f, and
one obtained by directly offloading frame f + L, whose result
comes back at frame f +L +k.

that the accuracy drop varies significantly across frames (0.007-
0.077). The detailed setup, including the dataset, DNN model, local
tracker, GPU server, and network condition, can be found in §6.1.

Key insights. We make a key observation that all the factors affect-
ing AR task accuracy mentioned above directly affect the staleness
of the latest DNN result, which in turn affects the task accuracy,
and thus a feature that captures the staleness of the DNN result
(ie., staleness of the frame the result is for) could potentially bridge
the gap between the affecting factors and resulting accuracy and
be used to develop a lightweight accuracy estimator.

We observe that tracking stride, a unique feature in AR offloading
(§2), is an ideal candidate to bridge accuracy estimation and im-
pacting factors. First, tracking stride well captures the staleness of
the DNN result. The relationship between the affecting factors and
tracking stride is straightforward, as shown in observations 01 and
02. Second, tracking stride directly correlates with the accuracy
drop. In Figure 8, we plot for a sample video the accuracy drop
compared to performing DNN inference on each frame individually.
For each line, the x-intercept corresponds to the source frame of
the local tracking, while each data point on the line corresponds to
the accuracy of local tracking for a different destination frame. We
observe that (1) The accuracy drop increases linearly with tracking
stride, which enables us to estimate the accuracy drop rate (the
slope) and multiply it with the tracking stride to get the accuracy
drop under any tracking stride. (2) The accuracy drop rate exhibits
temporal locality, e.g., the slopes of the lines for frames between
150 and 250 stay the same. This allows as to approximate the accu-
racy drop rate of the current frame by estimating that of the last
server-returned frame.

Accuracy drop estimator. We start with estimating the accuracy
drop rate, as illustrated in Figure 9. Assuming the E2E offloading
latency is k frame intervals and the offloading interval is every L
frames. Frame f is offloaded, and its result returns at f +k and is
used by the local tracker till frame f +L +k — 1 (including f +L).
Similarly, frame f +L is offloaded, and its result returns at f +L +k.
At time f +L +k the client holds both the DNN result and the local
tracker result for f+L (tracking result for frame f +L is derived from
DNN result for f), and it calculates the accuracy drop d between
the two and divides it by the tracking stride (f +L) — f = L, which
gives the slope f/L as the estimated accuracy drop rate.

We now use the accuracy drop rate to estimate the accuracy drop
with regard to the reference setup. For both the schedule being pro-
filed and the reference setup, we first estimate their accuracy drops
with regard to offline DNN inference: we first calculate the tracking
stride of each frame based on the offloading frequency (L) and E2E
offloading latency (k), and then multiply the tracking strides with
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the accuracy drop rate to get the accuracy drops compared to offline
DNN inference. Next, we calculate the accuracy drop difference
between the schedule being profiled and the reference setup, which
gives us the accuracy drop with regard to the reference setup.

4.4 Proactive Scheduling

Using the lightweight task accuracy estimator discussed above, the
scheduler tries to maximize the number of supported clients while
ensuring clients meet their accuracy SLA (expressed as accuracy
drop thresholds) by dynamically adjusting the control knobs. How-
ever, the intricate interplay among the knobs makes it complicated
to directly derive the optimal settings of all control knobs at once.
To this end, we first decouple the knobs and generate offloading
schedule per-client and serving batching plan in two steps. In Step
1, we derive the pseudo-optimal offloading frequency and batch
size for each client, since their relationship with server capacity
and task accuracy can be expressed in closed form. In Step 2, we
“fine-tune” the generated schedule by greedily packing requests
into larger batches and proactively adjusting the request arrivals
according to the batch schedule to coordinate client requests and
further improve the server capacity.

4.4.1 Step 1: Pseudo-Optimal Offloading Settings. The scheduler
first calculates the optimal offloading settings — offloading interval
and batch size — for individual clients assuming no queuing delay.
Even so, the optimal settings are hard to compute as the optimal
settings for a client need to be determined collectively by consider-
ing the states of other clients as well. This is because the accuracy
for a client depends on both the client’s offloading interval and
server batch size, while the optimal batch size in turn depends on
the optimal settings of other clients in the same batch, i.e, a cyclic
dependency. To this end, we propose a heuristic where we first
calculate the optimal settings for each client i assuming that all
clients have the same accuracy drop rate and SLA as the client of
interest. Under this assumption, all clients share the same optimal
settings, which can be obtained by solving the following equation:
e2eps+0i—1
Iolil,{ilj.')s( 1::35 /@ s.t. i Z daccs — dacepep < 0

5=E2€hy

oi

where oi, bs, and 6 represent the offloading interval, batch size,
and accuracy SLA respectively, latps and e2eps are the inference
latency (in seconds) and the end-to-end offloading latency (in frame
intervals) under a specific batch size, dacc; is the accuracy drop
under tracking stride s, and daccy,f is the accuracy drop under the
reference setup.

The above equation maximizes the number of supported clients
(pretending they are identical to client i), which equals to the server
inference throughput (1:—:‘”) divided by the offloading frequency of

each client (%), subject to the accuracy SLA, which is calculated as
the average accuracy drop across all the frames that rely on tracking
the offloaded frame, i.e., with tracking strides e2ep, to e2epg+0i-1.

4.4.2 Step 2: Greedy Request Packing and Coordination. The opti-
mal schedule calculated per client above assumes no queuing delay
and perfect batching. In practice, offloading requests of uncoordi-
nated clients may arrive at the server at any time, disrupting the
above schedule. In Step 2, we perform greedy request packing and
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Figure 10: An example of greedy request packing and coor-
dination. The “Model” table gives inference latencies of an
example DNN model under different batch size. The “Clients”
table gives the current states of the clients, including their
ID, the selected offloading interval (oi) and batch size (bs),
and the last offloaded frame (f) along with its arrival time
(at). All latencies and timestamps are in frame intervals.

coordination that explicitly coordinates the timing of client request
arrivals and batch formation. The algorithm consists of four steps:
simulate, adjust, verify, and apply (Figure 10), which are described
in detail below.

Simulate. Before packing and coordinating the client requests,
we need to first simulate the request arrivals in the near future
based on knob settings calculated in Step 1 and last frame’s arrival
time for each client. For example, in Figure 10, the last request
of client 1 is frame 6, which arrives at time 8, and the offloading
interval is 3. Thus, the next request will be frame 9 and should
arrive by time 11. As a reference, in Figure 10, the requests are also
grouped into batches similarly as how they would have been pro-
cessed by a general inference serving framework, i.e.,, opportunistic
batching [21]. For example, at time 11, only 1 request is available,
and thus a batch of size 1 is formed despite client 1 can tolerate a
batch size of 2. On the other hand, at time 17, a batch of size 2 is
formed despite 3 requests are available, since all the clients require
a maximum batch size of 2.

Adjust. As the core step of greedy packing and coordination,
we adjust both the batches and the individual requests. Algorithm 1
shows the adjust algorithm that produces the adjusted scheduling
plan. The outer loop (lines 2-11) goes through all the requests in
the near future (generated in the simulate step) and packs them into
batches; the inner loop (lines 5-8) goes through each request in
the batch and coordinates them with server batched inference. The
algorithm runs in linear time in terms of the number of requests be-
ing processed. To ensure the server resources are fully utilized, we
regroup the requests into batches greedily without considering the
arrival times of the requests (the batch size restrictions still apply).
For example, in Figure 10, the first and the second requests are now
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Algorithm 1: Request packing and coordination (adfust step)

input :list of requests R from simulate step in arrival order
completion time #; of current batched inference

output :scheduling plan P

1 i=0,f=1p

2 while i < Rlength do

// pack

3 bs = argmax_ {r.client.bs > n, Vr € R[i:i+n]};

4 batch = R[i:i+bs];

// coordinate

5 for r in batch do

6 r.arrival = ¢;

7 r.frameld = timeToFrameld(r.client, ¢);
8 end

9 P.add(batch);

10 i += bs, t += InferenceLatency(bs);
n end

grouped into the same batch that starts at time 11. Next, to resolve
any conflicts between requests and minimize the queuing delay, we
adjust the expected request arrival time and the frame ID of the
requests according to the expected start time of the batches. For ex-
ample, in Figure 10, client 1 and client 2 requests originally arriving
at time 17 are now moved forward to time 15, no longer conflicting
with frame 20 from client 3. This adjustment step minimizes both
batch-level and intra-batch queuing delays.

Verify. As the adjusted schedule affects offload timing and batch-
ing, which in turn affects task accuracy, we next verify the adjusted
schedule whether all clients still meet their accuracy SLAs, by going
through the adjusted schedule and calculating the accuracy drop
of each client using the per-client accuracy estimator. If not, we
remove one client from the server, and if yes, we add one more
client from the list of available clients (along with their state when
running on the previous server) provided by the cluster load bal-
ancer. We then repeat the simulate-adjust process until there is no
need to remove a client and adding a client is not possible.

Apply. Finally, we apply the final schedule, which grants im-
proved server capacity and meets the accuracy SLAs of all clients
at the same time, by sending it to all clients. Both client offloading
and server batched inference will follow the new schedule till the
next scheduling iteration.

Practical issues. We perform several optimizations to ensure that
the scheduler works smoothly in practice. (1) We impose a small
overlap between the old and new scheduling plans, i.e., the tail of
the old plan is the same as the head of the new plan, which ensures
clients can transition smoothly to the new plan without accuracy
degradation. (2) Due to network bandwidth fluctuation, requests
may not arrive at the exact time in the schedule. Our schedule sets
aside a grace period, e.g., 10% of the inference time for every batch
to tolerate late requests, which strikes a balance between flexibility
of the schedule and wasted server resource. (3) Network bandwidth
fluctuation may also make estimating future request arrival time
simply based on the last request unreliable. To this end, we perform
regression based on recent request arrivals of a client and predict
future request arrivals based on the regression model.
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As different AR tasks are served by different servers (§1), they
are typically scheduled independently for applications that rely on
multiple AR tasks. In certain cases, e.g., whether to execute one task
depends conditionally on other tasks [33, 57], the scheduler, which
executes at a fine granularity (200 ms), can leverage the temporal
locality of task results (§4.3) and determine whether to run the task
based on the most recent result of the dependency task.

4.5 Other Optimizations

ARISE automatically achieves pipelining between network trans-
mission and server inference in the adjust step of proactive schedul-
ing, where clients requests are regrouped to remove gaps between
batches and offloaded frames are adjusted so that they arrive right
before the batches begin execution. Furthermore, we perform JPEG
encoding on both frames and DNN results (if applicable), which is
efficient and has minimal impact on accuracy [46].

5 IMPLEMENTATION

We have implemented the ARISE server in about 2K lines of C++
code. We use TensorRT [3] as our DNN inference engine, and per-
form GPU-accelerated JPEG encoding and decoding using nvJPEG [4].
We implement two client implementations — an Android client and
an emulated client. The Android client is implemented in a mix
of Java and C++ and runs on the Android phone. The number of
Android clients that can run is limited by the phones we have. To
evaluate our system for a larger number of AR clients, we imple-
mented an emulated client, written in Python, that emulates the
behavior (including the computational latencies) of the Android
client but runs on a server. In particular, the emulated client offloads
the frames and receives the results like the real client, but emulates
the local tracker latency and performs table lookup to get the local
tracker accuracy, and hence is light-weight; a single server is able
to host hundreds of emulated clients.

6 EVALUATION
6.1 Evaluation Setup

Emulation. We run ARISE and other baselines on a server with
an NVIDIA A40 GPU. We first evaluate our system with emulated
clients. We emulate the mean and variance of dynamic 5G mmWave
(1715 + 57 Mbps downlink, 152 + 6 Mbps uplink, 14 + 2 ms RTT)
and LTE (110 + 17 Mbps downlink, 44 + 8 Mbps uplink, 32 + 5 ms
RTT) network conditions [28] for each client using the tc tool
(the clients’ network conditions are independent). We simulate the
client arrival following a Poisson process (on average 10 clients per
second). Each client randomly selects a video from the dataset (see
below) and replays frames in that video. Each experiment lasts 10
minutes. During the experiment, as the clients come and go, the
server decides whether to add or remove clients depending on the
clients’ resource requirements. While in real-world deployment,
a load balancer will help migrate the clients between servers in
the cluster, for this experiment, we simply set up another server to
serve the extra clients that exceed the capacity of the server being
measured. The average number of concurrent clients served by the
first server is measured and compared against the baselines.
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Testbed. To verify the performance of ARISE against real mobile
phones, we next evaluate our system on a small scale testbed setup
(Figure 11) that consists of 10 smartphones (7 Google Pixel 5 and 3
Google Pixel 2). All phones are connected to an 802.11ac AP, which
connects to the server through a 1 Gbps link. We still emulate
the dynamic 5G mmWave network condition on top of it. Upon
arrival, a client is assigned to one of the available phones and
an instance of the Android client implementation is started on the
phone. The phone will be free again when the client session finishes.
An arriving client is rejected when all phones are busy. The rest of
the setup are the same as above.

6.2 Evaluation Tasks

We test our system with two representative AR tasks separately:
depth estimation and object detection. Due to the lack of AR-specific
datasets, we follow the practice of recent AR systems [39, 41, 65]
and use datasets collected for the target tasks.

Depth estimation. Depth estimation is an essential AR task that
estimates the depth map — the distance of each pixel relative
to the camera — given an RGB frame. We employ the popular
DenseDepth [8] model. Figure 12 (1740 MHz) shows the amortized
DNN inference latencies (batch inference latency divided by batch
size) under different batch sizes. We use warping [15] as the local
tracker. We use a dataset generated by CARLA [25], which con-
tains 20 videos with resolution 448x128 (the input resolution of
DenseDepth?), each lasting for 70 seconds at 60 FPS with diverse
frame content and varying accuracy drop rates. We evaluate the ac-
curacy of the depth maps using the absolute relative error (AbsRel,
lower is better) [17].

Object detection. Object detection is another important AR task
that helps AR devices to understand the semantics of the surround-
ing environment. We use ByteTrack [72], a video object detection
model that provides smooth object trajectories compared to image
object detection models, as our DNN model. Figure 12 shows the
amortized DNN inference latencies. We use a Lucas-Kanade based
local tracker that estimates new bounding box locations based on
the optical flow [1]. We use videos from MOT17 [48] and evaluate
object detection accuracy using Intersection over Union (IOU).

6.3 Baselines
We compare ARISE against the following baselines.
Static. This baseline uses the same offloading interval and batch size

during the experiment and across all clients. The maximum number

“While AR device cameras usually have high resolution, the camera frames are typically
down-sampled to match the input resolution of DNN models [19, 39, 41].
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Figure 13: Average number of concurrent clients and the
standard deviation under different accuracy SLAs.

of clients it can support and the corresponding configuration values
and are determined offline based on pilot experiments that search
through the configurations, such that the averaged accuracy across
all frames for each client meets its accuracy SLA. The clients are
equipped with local trackers.

Clipper-like (dynamic batching, no dynamic offloading interval).
DNN serving systems like Clipper [21] are not directly compara-
ble to ARISE due to their focus on per-request accuracy (which
is latency oblivious) or just latency. To this end, we implement
a Clipper-like system that is enhanced with local tracking and
lightweight accuracy estimation as in ARISE. It performs dynamic
batching in the same way as in the simulate step in §4.4. However,
all clients offload at a fixed offloading interval (the value is chosen
offline in the same way as Static), since requests from the same
client are treated independently by such DNN serving systems.

Chameleon-like (dynamic offloading interval, no dynamic batch-
ing). We also implement a system that resembles video analytics
pipelines like Chameleon [34] but enhanced with local tracking.
Chameleon uses profiling-based accuracy estimation which is too
compute-intensive to scale, and thus we replace it with the light-
weight, online accuracy estimation method in ARISE. The offload-
ing interval of each client is dynamically determined based on the
accuracy estimate. However, batching is not employed.

ARISE-c. This baseline takes advantage of most techniques em-
ployed by ARISE, including lightweight accuracy estimation, dy-
namic offloading interval, and dynamic batching. However, the
server-side scheduling is done reactively, without the greedy pack-
ing in the adjust step in §4.4. Essentially, the offloading schedule
is the output of the simulate step, governed by the verify step to
ensure that the SLA is met.

Note that the first 3 baselines are “strong baselines” beyond
practical algorithms because key offline parameters are chosen
based on prior knowledge of the target workload.

Load adjustment for the baselines work as follows. For Clipper-
like, Chameleon-like, and ARISE-a, clients are added or removed
based on the presence of pending requests, i.e., a fixed number of
clients are removed when some requests are delayed till the next
batch, which cause them to miss their accuracy SLA, while more
clients are added if no requests are delayed within 400 ms. For
the Static baseline, the number of clients to support is fixed, as
discussed above.

6.4 Main Results

We first evaluate the systems with emulated clients and the A40
GPU on the depth estimation task.
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First, Figure 13 compares the number of clients supported by
different systems under 5G mmWave when all clients have the same
accuracy SLAs 0.02, 0.04, 0.06 (SLA values are picked as a fraction of
the typical range of the task’s accuracy metric), and when the SLAs
are drawn randomly from a uniform distribution of range [0.02,
0.06]. In all experiments, Static is configured with fixed offloading
interval 3 and batch size 5, while Clipper-like has a fixed offloading
interval of 3. The average accuracy for all clients meet the SLAs.
For example, in Figure 14, which plots the average accuracy drops
vs. the accuracy SLA when ARISE serves clients with accuracy SLA
drawn from [0.02, 0.06], all data points are below y = x, indicating
that ARISE meets the accuracy SLAs of all clients.

We make the following observations about Figure 13. (1) ARISE
improves over all baselines under all accuracy SLA choices by 1.7x-
6.9x. ARISE improves over ARISE-a by 1.7x-3.9x, indicating the
importance of proactive scheduling in resolving the conflicts be-
tween requests and increasing the number of clients supported by
the server. (2) On the other hand, the improvement of ARISE-a
over Clipper-like (by 1.8x-2.4x) and Chameleon-like (by 1.6x—4.0x)
shows that tuning both dynamic offloading intervals and batching
is important in improving serving performance. (3) Static performs
better than other baselines such as ARISE-a under tighter accuracy
SLAs. This is because Static’s configuration values are selected so
that the per-client average accuracy drops are with the SLA, while
all other baselines instead strive to ensure that the clients meet
their accuracy SLAs at all times (by adjusting the number of clients).
Thus, while Static allows exira delays caused by uncoordinated
requests as long as the per-client average accuracy drops are within
the SLA, the dynamic baselines without proactive scheduling try to
keep request conflicts minimal, which causes the server to be under-
utilized, as we will discuss in §6.6. (4) The ratio of average client
count between ARISE and other dynamic baselines (Clipper-like,
Chameleon-like, and ARISE-a) becomes smaller as the accuracy
SLA becomes larger, since the impact of request conflicts becomes
smaller as clients can tolerate longer E2E offloading latencies.

Impact of frame content. To study the impact of frame content
on ARISE performance, we partition the 20 videos in the CARLA
dataset into two groups of 10 videos each, one with high accuracy
drop rates (on average 0.007 per frame) and the other with low ac-
curacy drop rates (on average 0.005 per frame). We next run ARISE
with only high accuracy drop videos (hard clients), low accuracy
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drop videos (easy clients), and all videos together, respectively. Fig-
ure 15 shows the average number of clients (accuracy SLA [0.02,
0.06]) that ARISE can support. Compared to serving hard clients,
ARISE can support 50% more easy ones. In either case, ARISE dy-
namically adjusts the number of supported clients to ensure all
clients meet their accuracy SLAs.

Impact of network condition. Figure 16 shows the average number
of clients supported by each system under LTE network condition,
which entails longer network latency and different network dynam-
ics. In this experiment, Static is configured with offloading interval
3 and batch size 3 for all clients to meet the accuracy SLA (0.02),
and Clipper-like uses fixed offloading interval 3. While all systems
support fewer clients compared to running under 5G network con-
dition, ARISE still significantly improves over other baselines and
supports 2.5x-5.6x more clients, which demonstrates the robustness
of ARISE under different network conditions.

6.5 Testbed Verification

To verify that our framework works on real clients, we next evaluate
the systems on the small-scale testbed. As the number of clients
supported by some of the baselines exceeds the number of phones
we have, which makes it hard to compare between the systems,
we restrict the GPU clock frequency to 1200 MHz, and Figure 12
shows the longer batch inference latency compared to no GPU
clock frequency limit.

Figure 17 shows the number of clients supported and per-client
accuracy drops for different systems under 5G mmWave when all
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clients have an accuracy SLA of 0.02. The Static baseline is con-
figured with fixed offloading interval 3 and batch size 3, while
Clipper-like has a fixed offloading interval of 3, based on the afore-
mentioned configuration search (§6.3). While all systems ensure
that all clients meet their accuracy SLAs, ARISE supports on aver-
age 7.6 clients and significantly improves over other baselines by
2.6x-3.8x, validating that the performance gain of ARISE is simi-
lar as in the larger-scale emulation experiment. We note that the
per-client average accuracy drops of Clipper-like and ARISE-a are
only up to 0.011 and 0.013 respectively, which are far from the accu-
racy SLA of 0.02. This is due to the smaller batch sizes and shorter
end-to-end latencies as the server in both baselines try to minimize
extra delays caused by request conflicts, as we will discuss in §6.6.

System overhead. The proactive scheduler takes 0.8 ms per exe-
cution, which is negligible compared to the scheduler execution
interval of every 200 ms. The depth estimation local tracker (warp-
ing) takes 3.8 ms on Pixel 5 and 4.0 ms on Pixel 2, while the accuracy
estimator takes 2.0 ms on Pixel 5 and 2.7 ms on Pixel 2, both satis-
fying the real-time requirement at 60 FPS.

6.6 In-Depth Analysis

Benefits of proactive scheduling. The number of clients that a
server can support depends on both client offloading frequencies
and the server inference throughput, i.e,, the number of requests
the server processes in a unit time, which in turn depends on both
inference batch sizes and GPU idle times (periods when no DNN
inference is performed). While reactive and proactive scheduling
require clients to offload at similar frequencies, the server’s perfor-
mance is different due to the uncoordinated requests in reactive
scheduling. We plot the average batch size and server idle time of
ARISE vs. ARISE-a with accuracy SLA of 0.02 in Figure 18. While
both scheduling algorithms select similar batch sizes for the clients,
ARISE-a fails to reach the chosen batch sizes. In reactive schedul-
ing, requests arrivals are uncoordinated and may arrive densely at
times and sparsely at other times. When they arrive densely, the
server will remove some clients to maintain the normal batch size
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that it can handle. When they arrive sparsely, the server cannot
fill up the batch in time (and it cannot add clients quickly enough),
and the resulting smaller batch size will lead to shorter end-to-end
offloading latency and thus better task accuracy per-client. For the
same reason, ARISE-a has a much higher percentage of GPU idle
time (24.7%) compared to that of ARISE (8.8%), which is just below
the 10% grace period (§4.4).

Server adaptation analysis. To see how ARISE adapts as the
client content changes, in Figure 19 we plot the timeline of the
average accuracy drop rate across clients, the average offloading
frequencies across clients, the average batch size, and the number
of concurrent clients with a 1 second moving window. Firstly,
the average accuracy drop across clients shows high fluctuation
over time, ranging from 0.007 to 0.013, which is due to changes in
video content. Secondly, the average offloading frequency closely
follows changes of the accuracy drop rate. The batch size is also
affected by the accuracy drop rate. For example, the batch size
reaches its peak value when the average accuracy drop rate drops
to the lowest at around the 40-th second. By controlling both the
offloading frequency and batch size accordingly as client accuracy
drop rate changes, ARISE is able to dynamically adjust the number
of supported clients (bottom figure) so that the number of supported
clients is maximized while keeping accuracy drops within SLAs.

Consistency between schedule and runtime. In practice, varia-
tions such as network dynamics may cause the runtime behavior
to deviate from the generated schedule. We plot the difference be-
tween the scheduled start time and the actual start time of each
batch in Figure 20. We see that most of the differences are below 0
(but greater than -16.7 ms), meaning that the batches start a little
earlier than expected. This happens as the scheduled starting time
assumes a buffering time (10% of inference time), but can start right
away if all the expected requests for the batch have arrived. On
the other hand, only 1.6% of the batches start later than the sched-
uled time, indicating that the runtime behavior closely follows the
schedule by the proactive scheduler.

Accuracy estimation error. In Figure 21, we evaluate ARISE’s
accuracy estimator by measuring the difference between the esti-
mated and actual average accuracy drops for each video and under
different accuracy SLAs. The accuracy estimator shows minimal
errors. For example, at accuracy SLA 0.06, the maximum estima-
tion error is 0.008, which is below 15% of the accuracy SLA and
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Figure 22: Performance comparison on the object detection
task with accuracy SLA 0.2.

is sufficient for guiding scheduler decisions. Furthermore, we no-
tice that the accuracy estimator tends to be more accurate under
stricter SLAs. At accuracy SLA of 0.02, the estimation error narrows
down to between -0.002 and 0.004. This is because clients offload
more frequently under tighter SLA, which results in more recent
frames being used for accuracy estimation (§4.3), and thus smaller
estimation error.

6.7 Evaluation on Object Detection

To evaluate the generalizability of our framework, we evaluate
ARISE against the baselines on a second task — object detection
with emulated clients. Figure 22 shows the average number of
supported clients and the CDF of per-client accuracy drops with
all clients having an accuracy SLA of 0.2. The Static baseline is
configured with fixed offloading interval 5 and batch size 5, while
Clipper-like has a fixed offloading interval of 9. All baselines ensure
that all clients meet the accuracy SLA. However, ARISE is able
to support 9.6 clients on average, outperforming other baselines
by 1.9x-2.1x, which shows the generalizability of ARISE to object
detection. Compared to depth estimation, the object detection DNN
model has a higher inference latency, and the benefit of batching
diminishes faster (Figure 12).

The characteristics of DNN models have an impact on ARISE’s
tradeoff between offloading frequency and batching. For example, in
the object detection experiment in Figure 22, clients have an average
offloading frequency of every 13.0 frames, and the average batch
size is just 1.2. On the other hand, the depth estimation experiment
in Figure 17 supports similar number of clients, but the average
offloading frequency is every 4.6 frames and the average batch size
is 3.1. ARISE prefers longer offloading interval over larger batch size
in the presence of heavy DNN models, which exhibits its ability to
dynamically adjust to different task characteristics. The difference
in inference latency also explains the relatively higher number
of clients supported by Chameleon-like, which does not support
batching, compared to that in depth estimation.

7 RELATED WORK

The large amount of prior work on DNN inference serving fall into
generic inference serving, video analytics pipelines, or single-AR-
client serving.

Z. Jonny Kong, Qiang Xu, and Y. Charlie Hu

Generic DNN serving. As discussed in §3.1, the large number of
generic DNN serving systems (e.g., [9, 20, 21, 24, 37, 50, 55, 57,
62, 67]) serve requests from multiple clients but do not assume
any correlation among requests. Additionally, cluster-level DNN
serving optimizations, e.g., auto scaling [67], assignment of requests
to servers [37], and assignment of different tasks to servers [20,
37], are complementary to our work, which focuses on optimizing
individual servers.

Single-client and multi-client video analytics. Similar to AR
offloading serving, video analytics clients also offload a stream of
frames and the frames are processed for video analytics tasks, e.g.,
object detection, on the edge server. A major distinction between
video analytics serving and AR offloading serving is that video
analytics serving typically have relaxed latency requirements of
hundreds of milliseconds, i.e., analytics results on a frame do not
need to be available in the current frame interval and are optimized
for such latency-oblivious accuracy [14, 40], or are for retrospec-
tive analysis [6, 36]. Second, existing video analytics serving sys-
tems [14, 34, 35, 38, 40, 44, 49, 68, 73] focus on dynamically adjusting
client-side offloading configurations to optimize the accuracy un-
der network dynamics or server resource constraints; they do not
control server-side configurations, i.e., batch size, by coordinating
requests on the server. A few video analytic systems incorporate
local tracking, but with a focus on a single client [27, 42]; these
works can be augmented with ARISE to support multiple clients
efficiently.

Single-client AR offloading serving. Many DNN offloading sys-
tems have been proposed for a single AR client for tasks such as
object detection [18, 19, 41], human pose estimation [41], and depth
estimation [45]. Such systems assume a dedicated server is used
for each AR client.

Collaborative edge-assisted AR. A few collaborative edge-assisted
AR systems optimize AR offloading serving by an edge server [43,
53, 56, 70] by exploiting caching and serving cached results of previ-
ously offloaded frames. Such optimizations are applicable when AR
clients encounter the same scene and are orthogonal to our design.

8 CONCLUSION

A cost-effective solution to deploying popular edge-assisted AR
apps to support a large user base is to use MLaaS to serve offloaded
AR inference requests. In this paper, we presented to our knowl-
edge the first framework that addresses the AR inference serving
problem. The framework employs an online accuracy estimator
that estimates the accuracy for each AR client under various con-
figurations and an online scheduler that proactively coordinate
requests from the clients served by a server. Our evaluation using
a large set of emulated AR clients and a 10-phone testbed show
that ARISE supports 1.7x—6.9x more clients compared to various
baselines while keeping the per-client accuracy drops with the
client-specified SLA.
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