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ABSTRACT codes (LRC) [17, 22, 23, 27, 30, 52] have been proposed to re-
duce the network and/or storage I/O cost, making them (theo-
retically) superior to the classic Reed-Solomon (RS) code [45].

Complementary to these efforts, we focus on the con-
figuration sensitivity of existing erasure codes in practical
DSS in this paper. Recent research show that configurations
may affect the performance and/or reliability of various sys-
tems significantly [5, 8, 37]. For example, sub-optimal con-
figurations may lead to data corruptions on local storage
systems [13, 37], while carefully tuned configurations may
improve the performance by 9X [5]. This raises the concern
on how we should optimize EC in highly-configurable DSS
in practice.

As one step toward addressing the challenge, we build
a framework to support analyzing the impact of various
configurations on EC-based DSS thoroughly. We decouple
the storage devices from a target DSS via a remote storage
protocol [40] to enable flexible control of device states, and
orchestrate a set of activities (e.g., system configuration, fault
injection, workload execution, logging) to trigger EC opera-
tions and measure the behaviors systematically.

We apply our methodology to investigate two popular era-
1 INTRODUCTION sure CO(.ieS,. Reed-Solomon (RS) and Clay, in the widely used
Ceph distributed storage system. Our study covers a wide
range of EC-related configurations, such as various caching
schemes of DSS backend, concurrency and locality of failures,
placement group numbers, stripe units, and EC parameters.
To the best of our knowledge, many of these factors have not
been adequately addressed in previous studies. Through this
invetigation, we aim to address several research questions,
such as: What configurations might affect EC recovery time,
and to what extent? Is EC recovery time consistently the
primary bottleneck? Furthermore, apart from recovery time,
do these configurations impact storage overhead or write
amplification?

Our experimental results show that configurations can
substantially impact EC recovery time, with variations rang-
ing from 101% to 426%. Interestingly, despite Clay codes
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Erasure coding (EC) plays a crucial role in the fault toler-
ance of modern distributed storage systems (DSS). Inspired
by recent research on storage configuration, we study the
configuration sensitivity of EC in real DSS in this paper. We
systematically inject faults to trigger EC recovery under var-
ious configurations, and measure the impact on recovery
time and storage overhead quantitatively. Our results show
that configurations may affect the EC recovery time signif-
icantly (e.g., up to 426%). More interestingly, theoretically
superior codes may perform worse in DSS under certain
configurations. Also, there is a system checking period be-
fore EC recovery that accounts for 41% to 58% of the overall
system recovery time, which has been largely ignored in
previous studies. Finally, in terms of storage overhead, EC
may introduce 32.3% to 72.0% more write amplification (WA)
than the theoretical expectation, and we derive a formula
to help estimate WA more precisely. Our work suggests the
importance of considering the context of real DSS for EC
research, and we hope the methodology and findings can
contribute to a firmer footing for EC optimization in practice.

Erasure coding (EC) is an essential fault-tolerance mech-
anism widely used in modern distributed storage sys-
tems (DSS) including Ceph [7], HDFS [47], Colossus [9],
DAOS [10], and many others[16, 23, 51, 57]. Compared to
traditional replication, EC can achieve the same level of fault
tolerance with less storage overhead, trading off encoding
and decoding computations for space efficiency. Such an ad-
vantage becomes critically important as the volume of data
and the scale of storage systems keeps increasing rapidly.
Due to the prime importance, great efforts have been made
to improve erasure codes. For example, a variety of regener-
ating codes (RGC) [31, 41, 44, 46, 54] and locally repairable
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of the overall system recovery time, depending on the work-
load configuration. In essence, EC recovery may not always
be the primary bottleneck of the overall DSS recovery cycle.

In terms of storage overhead, our investigation reveals
that EC may introduce 32.3% to 72.0% more write amplifi-
cation (WA) than what is theoretically expected (i.e., § for
RS(n,k)). To facilitate the understanding, we have derived a
formula based on our experiments to more accurately esti-
mate the actual WA. In summary, our results underscore the
significance of contextualizing real DSS environments when
designing and assessing erasure codes. We anticipate that
our methodology and discoveries will inspire subsequent
configuration-aware optimizations for erasure codes and
EC-based DSS systems at large.

The rest of the paper is organized as follows: §2 introduces
the background; §3 describes the study methodology; §4
shows experimental results; §5 discusses related work; §6
concludes the paper with future work.

Table 1: Main Configurations of Ceph EC Pool

Config. Parameters
Ceph storage backend
BlueStore cache

Ceph interface

Num. of PGs in pool
EC plugin

EC technique

EC failure domain

EC device class

EC parameter

Options

BlueStore, FileStore

meta_ratio, kv_ratio, autotune, etc.
RADOS, RGW, RBD, CephFS
customized, autoscale

Jerasure, ISA, Clay, LRC, SHEC
reed_sol_van, cauchy_orig, etc.
device (OSD), host, rack, etc.

HDD, SSD

k, m (equal to n-k), d, stripe_unit, etc.

2 BACKGROUND
2.1 Erasure Coding

Erasure coding achieves fault tolerance via encoded redun-
dancy. For example, given an RS code RS(n,k) with two pa-
rameters n and k where k<n, it splits a data object into k
blocks (called data chunks/blocks), and generates n-k (or m)
blocks (called parity chunks/blocks) by encoding the orig-
inal k blocks. By distributing the n blocks to different fail-
ure domains, any n-k block failures can be tolerated and
be re-constructed from the k surviving chunks (i.e., decod-
ing or repair) with the storage overhead of  (i.e., theo-
retical amplification factor). Besides the classic RS code,
many other erasure codes have been proposed with different
tradeoffs in terms of storage efficiency, repair bandwidth,
etc [1, 11, 22, 23, 30, 41, 45, 54]. Nevertheless, how to mea-
sure their effectiveness in practical systems thoroughly is
still an open challenge [41].
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Figure 1: ECFault Overview

2.2 Distributed Storage Systems

Distributed storage systems are designed to manage data at
scale [7, 9, 10, 16, 23, 47, 51, 57]. They typically consist of
a set of nodes with different functionalities (e.g., metadata
service, object storage). We use Ceph, one of the most widely
used DSS, as a concrete example to introduce the architecture
and relevant configurations that may affect erasure coding.

A basic Ceph cluster consists of one monitor/manager
node (MON/MGR) and multiple OSD hosts (each may host
multiple OSD devices). Objects in the storage system reside in
a logical concept named pool. For better object management,
objects in a Ceph pool are further divided into placement
groups (PGs). PGs reside on one or more OSD devices and can
be overlapped on OSDs. Ceph supports multiple EC plugins,
including RS codes (via Jerasure [34] or ISA [33] libraries),
Clay codes, etc. Each object in Ceph is divided into k data
chunks and encoded into n-k parity chunks for EC. Table 1
summarizes the main configurations related to an erasure-
coded pool in Ceph. We focus on an important subset as a
starting point based on our domain knowledge, including (1)
caching (e.g., meta_ratio of BlueStore) and object distribu-
tion (e.g., number of PGs) which may affect the system I/O
path, (2) EC parameters (i.e., n and k) and basic encoding size
(i.e., stripe_unit) which can affect EC behaviors directly
(e.g., Clay’s subpacketization may be sensitive to EC chunk
size [43]), (3) failure modes which are crucial for triggering
EC recovery operations (more details in §4).

3 METHODOLOGY

Unfortunately, none of the existing tools can meet our needs
due to limitations in compatibility, dependencies, etc (See §5
for more discussion). Therefore, we design and implement
a framework called ECFault to support a systematic study.
As shown in Figure 1, given a typical DSS with three types
of nodes (i.e., DataNode, MetadataNode, and ClientNode),
ECFault can be integrated with the target DSS via three major
components (i.e., Controller, Worker, Logger):

o Controller. This component controls the overall config-
uration and execution of EC experiments on the target
DSS. It consists of three sub-modules: (a) EC Manager
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manages all EC-related configurations in an experimental
profile. For example, in case of Ceph experiments, the pro-
file specifies a variety of parameters including EC plugins
(e.g., Jerasure), EC parameters (e.g., k and n), basic encod-
ing unit size (stripe_unit), and other relevant system
features that may affect EC operations such as number
of placement groups in pool (pg_num). (b) Fault Injector
sends fault injection requests to DataNodes in a white-box
way to explore EC operations systematically and properly.
That is, the fault never goes beyond the guaranteed fault
tolerance capacity (i.e., not exceeding n — k failures within
the defined failure domain) based on the profile defined in
EC Manager. (c) Coordinator orchestrates all the activities
in the target DSS including workloads execution, fault
injection, and log collection.

e Worker. This component works on individual nodes of
the target DSS for two purposes: (a) Virtual disk provision-
ing to the DSS storage service through a remote storage
protocol to enable easy control of storage states; and (b)
DSS manipulation, which receives and applies a variety
of faults specified by the Global Controller to trigger the
EC operations in the target DSS under desired workloads
and configurations.

e Logger. This component collects various logs (e.g., I/O
events and statistics, DSS failure logs, EC recovery logs)
throughout the experiment cycle to facilitate fine-grained
measurements and in-depth analysis of potential anom-
alies and bottlenecks.

Next, we elaborate on a few key implementation details:

3.1 Virtual Disk Provisioning via NVMe-oF

EC operations are closely related to the durable states of stor-
age devices in DSS. Managing the device states efficiently is
essential for evaluating erasure codes in DSS. To this end,
we decouple the storage server nodes from the underlying
storage devices by provisioning virtual storage devices to
the target DSS through remote storage protocols [40]. Specif-
ically, we leverage nvmetcli to create a set of virtual NVMe
disks on each DataNode, and connect them to the DataNode
operating system as local devices through NVMe-oF [40]. We
provision virtual NVMe subsystems because modern DSS
are increasingly optimized for NVMe SSDs for high perfor-
mance. Therefore, NVMe-oF based disk provisioning enables
ECFault to keep up with the technology trend of NVMe-
optimized storage systems. Compared to using physical disks,
hosting virtual disks makes the control and management of
device states more flexible and efficient.

3.2 EC-aware Fault Injection

With the auto-provisioned disks and system information,
Coordinator manipulates the DSS states based on EC con-
figurations. Specifically, it sends fault injection requests to
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Workers to emulate the failure modes reported in the litera-
ture [15, 25], and thus trigger diverse EC recovery operations
for measurement. The current prototype provides two fault
levels: node and device. In terms of node failure, Fault Injector
will send requests to Workers to shutdown specified physical
or virtual machines. To emulate device failures, Fault Injector
sends requests to Workers to remove the NVMe subsystems
of specified virtual disks via nvmetcli. Moreover, the fault
injection is topology-aware. For example, concurrent device
failures can be either co-located on the same storage node or
distributed on different nodes, enabling us to explore erasure
coding recovery under different failure patterns.

3.3 System Log Collection

On each DSS server, ECFault collects both general I/O infor-
mation (via iostat [24]) and DSS-specific logs. To reduce the
network traffic of log collection, the Loggers parse the raw
log files on individual nodes locally first, classify log entries
based on keywords (e.g., decoding, failure, recovery, etc.),
and only send the most relevant ones to the Coordinator for
global sorting and merging. The log messaging between the
Coordinator and Loggers is implemented via Kafka [28].

4 CASE STUDY: CEPH

We apply our methodology (§3) to analyze Ceph, a repre-
sentative DSS supporting EC plugins. We focus on three
research questions below:

e Q1: What configurations can affect EC recovery time? To
what extent? (§4.2)

o Q2:Is EC recovery time always the bottleneck? (§4.3)

e Q3: What is the impact on write amplification? (§4.4)

4.1 Experimental Methodology

We built a Ceph (v17.2.6 Quincy) cluster on AWS EC2 [3]
for experiments, which included 31 virtual machine (VM)
instances of type m5. xlarge with 25GB network bandwidth.
Ubuntu 20.04 LTS (Linux-5.15.0-1039-aws kernel) was in-
stalled on each VM. One VM served as the MON/MGR host
while the rest were OSD hosts. Each OSD host was attached
with two 100GB General Purpose SSD (NVMe) volumes (6TB
in total). ECFault was co-located with the Ceph cluster as
shown in Figure 1. We studied two classic erasure codes
including Reed-Solomon (RS) and Clay. Unless otherwise
specified, we set EC to RS(12,9) and Clay(12,9,11), applied a
workload of 10,000*64MB object writes (comparable to previ-
ous work [41, 54]), and measured the average recovery time
of three runs.

4.2 Impact on EC Recovery Time

In this section, we first discuss the impact of three configura-
tions (i.e., Backend Cache, Placement Group, and Stripe Unit)
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Figure 2: Impact of Configurations on EC Recovery Time.

under a single OSD host failure, and then present the impact
of different failure modes.

Backend Cache. Ceph’s BlueStore backend supports three
types of cache (i.e., KV store, metadata, and data), each of
which can be configured with a ratio (total 100%). Table 2
summarizes the three configurations (i.e., C1, C2, and C3)
for this set of experiments.

Table 2: Three Caching Configurations.

ID Caching Scheme KV-ratio | Metadata-ratio | Data-ratio
C1 kv-optimized 70% 20% 10%
C2 data-optimized 20% 20% 60%
C3 | autotune (init value) 45% 45% 10%

As shown in Figure 2a, RS(12,9) configured with autotune
generates the best performance (i.e., lowest recovery time),
which verifies that the cache resizing algorithm of BlueStore
is effective. Meanwhile, Clay(12,9,11) with kv-optimized
leads to the worst performance (i.e., 11% more time to recover
compared to RS with autotune).

Placement Group. The number of placement groups (i.e.,
pg_num) is a critical configuration as it can affect the ob-
ject distribution (and thus I/O performance) directly. We set
pg_num to three values (i.e., 1, 16, 256) respectively. As shown
in Figure 2b, Clay(12,9,11) with pg_num=1 has the worst per-
formance (i.e., 135% compared to RS with pg_num=256). We
also observe that a larger pg_num leads to a faster recovery
for both codes, which is likely because objects are distributed
more evenly among OSDs with a larger pg_num.

Stripe Unit. This configuration (i.e., stripe_unit) affects
the size of the basic encoding/decoding unit of erasure
codes. We set stripe_unit to three values (i.e., 4KB, 4MB,
64MB) with pg_num=256 in this experiment. As shown in
Figure 2c, both codes are highly sensitive to stripe_unit.
For example, RS with stripe_unit=64MB is 3.29 times
slower than RS with stripe_unit=4KB. Moreover, Clay
with stripe_unit=4KB can be 4.26 times slower than the
best case. This is mainly because the subpacketization of
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Clay code can incur high overhead when the stripe unit
is small. Note that both codes show relatively high recov-
ery time when stripe_unit=64MB. This is because a larger
stripe_unit can lead to more undersized chunks, which
will be zero-padded to stripe_unit and generate additional
I/O traffic for encoding/decoding (more details in §4.4).

Failure Mode. In this experiment, we set the failure domain
to OSD and add one more SSD to each OSD host (i.e., three
OSDs in total on each host) to enable more concurrent failure
modes. As shown on the x-axis of Figure 2d, we compare
four scenarios (i.e., two/three concurrent OSD failures on
the same or different hosts). All other configurations are the
same (e.g., pg_num=256). We can see that both codes require
more time to recover when the number of concurrent failures
increases, which is expected. More interestingly, the locality
of three OSD failures may affect the relative performance
of RS and Clay: when they occur at the same host, Clay
may recover faster than RS; but when they occur at different
hosts, RS may be faster. While it is known that the main
advantage of Clay over RS (e.g., reduction of repair network
traffic) may decrease when the failure count increases [54],
we are surprised to see that the benefit may disappear with
only three concurrent failures (on different hosts), which
suggests the importance of considering the failure locality
when measuring EC.

SUMMARY. Overall, we observe that configurations may
affect the EC recovery time by up to 426%. Moreover, different
from the general beliefs [54], Clay is not necessarily better
than the classic RS, depending on the configurations.

4.3 Breakdown Analysis of Recovery

Figure 3 shows a fine-grained timeline of one entire system
recovery cycle, which covers the period from when an OSD
failure is detected (‘0’) to when the recovery finished (‘1128s’).
We divide the system recovery period into two parts: (1)
System Checking Period, which involves massive heartbeats
between MGR and other hosts, checking OSD resources,
calculating surviving chunks, among others; (2) EC Recovery
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Period, which involves the actual EC I/O operations and CPU
utilization for decoding and recovery. The System Checking
Period accounts for 53.7% of the overall system recovery time.
Moreover, we find that the percentage is dependent on the
workload size. We adjust the workload size to be the same
as previous work [41, 54] and observe that 41% to 58% of
the overall recovery time is for checking. This implies that
optimizing the EC recovery period, which has been the focus
of most existing efforts, might not be enough in practice.

4.4 Impact on Write Amplification

In this section, we discuss the impact of EC parameters (n,
k) and stripe_unit on write amplification (WA), which is
an undesirable phenomenon that can affect storage capacity,
device lifetime, system performance, etc. negatively [29, 39].
WA can occur at different layers of the storage stack, and we
focus on measuring the actual WA at the OSD level below.

Table 3: Write amplification of RS codes.

ID | Code(nk) | # | Actual WA Factor | Diff. %
J1 RS(12,9) 1.33 1.76 +32.3%
j2 | RS(15,12) | 1.25 2.15 +72.0%

Table 3 shows the WA of two RS codes with different (n,k)
but the same level of fault tolerance (i.e., 3 concurrent fail-
ures) and other configurations. We calculated the theoretical
WA of each code (i.e., %), and measured the actual storage
usage at the OSD level. We define the Actual WA Factor as
the actual storage usage divided by the write size of the
workload. We can see that the Actual WA Factor is always
larger than 7 (e.g., 72.0% more in case RS(15,12)), which is
mainly because: (1) zero-padding on undersized data chunks;
and (2) additional metadata for EC (e.g., mapping among
EC chunks). This result suggests that 7, which has been
widely used for calculating EC storage overhead, may not
be accurate enough to reflect the actual write amplification.

Note that the gap between the theoretical WA and the
actual WA may change significantly depending on (n,k) (e.g.,
from 32.3% to 72.0%), which suggests the importance of
considering EC parameters when estimating WA in prac-
tice. Moreover, based on our understanding of EC related
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configurations in Ceph, an object in an erasure coded pool
will be first divided into k data chunks of size Sypjec:/k,
where S,pjecs is the object size. If a chunk is undersized,
it will be padded to stripe_unit. On the other hand, if a
chunk is oversized, it will be further divided into Sop jecs / (k *
Sunit) (where S,,;; is stripe_unit) encoding units, and
each unit will be padded to stripe_unit. In other words,
stripe_unit is another important configuration that can
affect WA in practice. Based on such division-and-padding
policy, we derive a formula to describe the average storage
consumption for a EC chunk S.p, as follows:

Sob ject .|
k * Sunit
This formula captures the fact that due to the division-and-
padding policy, there is always a gap between theoretical and
practical WA on each EC chunk, even without considering
the extra metadata overhead. The actual WA can be further
estimated as follows:

Schunk = Sunit * |—

_nx* Schunk + Smeta
Pwg = ———

Sobject

where S,¢s, stands for the metadata size of the code stripe
for the object. Note that due to the complexity of DSS meta-
data, the value of S;,.;, may not be readily available. But
the rest of the formula can still be calculated based on the
object size Spject, EC parameter (n,k), and stripe_unit
(Sunit), which can serve as a more accurate lower bound
of WA for the EC pool compared to 7. We have validated
the effectiveness of the formula for WA estimation through
a set of experiments with a variety of object size, EC pa-
rameter (n, k), and stripe_unit, and we leave the further
refinement and theoretical proof as future work.

5 RELATED WORKS

Erasure Coding. Various erasure codes have been proposed
with different tradeoffs [27, 41, 42, 44, 46, 54], but unfortu-
nately they are mostly evaluated with limited real-world
configurations. In terms of EC measurement, OpenEC [32]
provides a unified framework for integrating EC solutions
into DSS, which is complementary to our effort.

Reliability of Distributed Storage Systems. Great efforts
have been made to improve DSS reliability (e.g., [2, 4, 14, 18,
20, 26, 35, 36, 38, 50, 58—61]). Two most relevant projects are
CORDS [14] and PFault [4], which used FUSE and iSCSI to
inject faults to DSS respectively. While excellent for their
original goals, they are largely incompatible with modern
NVMe based DSS. For example, the FUSE-based CORDS can-
not support the customized storage backends of DSS (e.g.,
BlueStore in Ceph). Moreover, they are agnostic to the vari-
ous configurations that can affect erasure coding. In addition,
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Amazon commercializes a Fault Injection Simulator (FIS) [12],
which differs from our method in multiple ways: (1) it relies
on running utility programs [49] inside the target system
to simulate faults, which can change the DSS and affect the
fidelity; (2) lacks of fined-grained EC configuration support
and orchestration; (3) relies on other AWS services (e.g., EC2,
CloudWatch). Therefore, we view them as complementary.

1/0 Profiling Tools. Many tools have been proposed for
measuring I/O performance [6, 19, 21, 48, 53, 55, 56]. For ex-
ample, Darshan [48] is a valuable tool for characterizing I/O
behavior and performance analysis in HPC systems. How-
ever, these tools cannot be used for our purpose directly
due to a number of limitations including no fault injection
capability to trigger EC recovery operations, unaware of EC
related configurations, incompatible with customized stor-
age backends, etc. On the other hand, they can potentially
be integrated with our methodology to help collect more I/O
metrics.

6 DISCUSSION AND FUTURE WORK

Inspired by recent research on system configurations, we
studied the impact of various configurations on EC-based
DSS and demonstrated the gaps between theory and prac-
tice. Our work suggests many opportunities for follow-up
research. For example, we only studied a subset of config-
urations on a single DSS, which can be extended to cover
more configurations and DSS to generate more comprehen-
sive insights. Also, the quantitative analysis on configura-
tion sensitivity could potentially help create more intelligent
mechanisms for tuning EC-based DSS automatically. Addi-
tionally, we hope to develop ECFault into an open-source
artifact to facilitate optimizing EC-based DSS in general.
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