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ABSTRACT

GitHub workflows or GitHub CI is a popular continuous integra-

tion platform that enables developers to automate various software

engineering tasks by specifying them as workflows, i.e., YAML files

with a list of jobs. However, engineering valid workflows is tedious.

They are also prone to severe security issues, which can result in

supply chain vulnerabilities. Recent advancements in Large Lan-

guage Models (LLMs) have demonstrated their effectiveness in

various software development tasks. However, GitHub workflows

differ from regular programs in both structure and semantics. We

perform the first comprehensive study to understand the effective-

ness of LLMs on five workflow-related tasks with different levels

of prompts. We curated a set of ∼400K workflows and generated

prompts with varying detail. We also fine-tuned LLMs on GitHub

workflow tasks. Our evaluation of three state-of-the-art LLMs and

their fine-tuned variants revealed various interesting findings on

the current effectiveness and drawbacks of LLMs.

CCS CONCEPTS

· Security and privacy→ Vulnerability scanners; · Software and

its engineering→ Automatic programming.
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1 INTRODUCTION

Continuous Integration (CI) or Continuous Integration and Devel-

opment (CI/CD) systems [17] play a crucial role in modern software

This work is licensed under a Creative Commons Attribution International
4.0 License.

ARES 2024, July 30śAugust 02, 2024, Vienna, Austria

© 2024 Copyright held by the owner/author(s).
ACM ISBN 979-8-4007-1718-5/24/07
https://doi.org/10.1145/3664476.3664497

development practices, automating the integration and testing of

code to ensure its reliability and security. Among the plethora of

CI platforms123, GitHub workflows or GitHub CI 4 emerges as a

front-runner due to its seamless integration within the GitHub

ecosystem, the ability to use third-party modules (i.e., Actions),

and flexibility in triggering mechanisms. Developers use GitHub

workflows by defining a pipeline or workflow, which is a YAML file

that specifies all the details (Listing 1 shows an example).

However, unlike traditional code, workflows contain a unique

blend of configuration and programming logic and can incorporate

snippets of multiple programming languages. Valenzuela-Toledo et

al. [49] demonstrated that despite the popularity of GitHub work-

flows, the process of engineering theseworkflows lacks tool support,

leading to a high incidence of errors during their development. Fur-

thermore, developers are known to use insecure practices, leading

to security vulnerabilities unique to workflows. This underscores

the complexity of generatingworkflows and the need for techniques

that can produce syntactically valid and secure workflows.

LLMs [26, 32] are igniting a revolution in the heart of the soft-

ware development realm, automating various software engineering

tasks such as coding [40], crafting test cases [51], and enriching

code with documentation [28]. Companies are embracing LLMs

at an unparalleled pace [48], making artificial intelligence-guided

development the standard in the industry. Significant research has

been conducted to assess the effectiveness of LLMs for code gen-

eration tasks and to delve into the security aspects [13, 35] of the

code they produce. The findings from these studies on effectiveness

of LLMs in generating code from a given prompt and the strategies

to engineer effective prompts have practical implications for soft-

ware development. They provide insights into how LLMs can be

harnessed effectively in real-world scenarios.

GitHub workflows, although similar in their intent, vary in struc-

ture, semantics, and format (ğ 2.1) from traditional code written us-

ing various programming languages. Also, vulnerabilities in GitHub

workflows differ from regular code-level vulnerabilities because of

the difference in the desired security properties of GitHub work-

flows [21]. OWASP has even created a new list for the Top 10 CI/CD

security risks [33] to raise awareness of CI/CD vulnerabilities. Pre-

vious studies [5, 15, 21, 27] have meticulously examined the security

1https://travis-ci.org/
2https://circleci.com/
3https://about.gitlab.com/stages-devops-lifecycle/continuous-integration/
4https://github.com/features/actions
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characteristics of the GitHub CI platform, enumerating potential

weaknesses inherent in GitHub workflows.

With the increase in their adoption, it is imperative to under-

stand the effectiveness of LLMs for workflow-related tasks. Prior

works have explored the effectiveness of LLMs on software devel-

opment. However, the difference in the structure, semantics, and

security properties of workflows raises concerns regarding the gen-

eralizability of observations made by prior works for workflows.

In this paper, we tackle this problem by evaluating the effective-

ness of LLMs on workflow-related tasks. Specifically, we intend to

evaluate the effectiveness of LLMs for:

• RQ1: Workflow Generation (ğ 4.1). How effective are

LLMs in generating workflows? How secure are these gen-

erated workflows?

• RQ2: Defect Detection in workflows (ğ 4.2). How ef-

fective are LLMs in finding different classes of defects in

workflows?

• RQ3: Defect Repair in workflows (ğ 4.3). How effective

are LLMs in repairing defective workflows?

We selected (our selection criteria in ğ 3.1) three state-of-the-art

LLMs as our subjects, i.e., GPT-3.5 [31], CodeLlama [40], and Star-

Chat [47]. We curated a large (∼400K) workflow dataset by en-

hancing an existing dataset (provided by Argus [27]) with various

prompts and syntactic defects. We created fine-tuned variants of

all our LLMs by using a small subset of our dataset. We evaluated

both off-the-shelf and fine-tuned variants for each LLM along dif-

ferent modes (i.e., 0-shot, 1-shot, etc). We organized each research

question into various tasks (details in Table 3). For each task, we

designed prompts with varying levels of detail and contextual in-

formation. For a given LLM variant (i.e., off-the-shelf or fine-tuned)

and a task, we first perform calibration on a small subset of data, i.e.,

to identify the temperature value and prompt that performs the best.

Second, we perform the final evaluation using the best-performing

configuration on the large dataset.

Our study revealed various interesting findings, such as, unlike

regular code generation tasks, LLMs requires detailed prompts to

generate desired workflows. However, LLMs have a high likelihood

of producing invalid (i.e., with syntactic errors) workflows with

detailed prompts. Also, LLMs can produce workflows with code

injection vulnerabilities. There is a significant difference in the

performance of LLMs in detecting different types of defects. Also,

fine-tuning reduced the effectiveness of StarChat for detecting syn-

tactic errors. Currently, LLMs are ineffective at repairing workflow

defects, eliciting the need for novel LLMs assisted techniques.

In summary, our contributions are as follows:

• A systematic evaluation of the capabilities of three state-of-

the-art LLMs to generate GitHub workflows and detect, and

repair different classes of defects.

• Various prompt engineering techniques aimed at optimiz-

ing the performance of LLMs across various tasks related

to GitHub workflows.

• Insights about the current state and limits of LLMs when

applied to engineering and security of GitHub workflows.

• A curated set of ∼400K workflows with various prompts

enabling future LLM research on GitHub workflows.

Our code is available at purs3lab/LLMs4GitHubWorkflows.

name: Deployment

on 1○:

q # dummy_pull:

pull_request:

branches: [main]

jobs 2○:

build 8○:

steps:

- name: Checkout Code

uses 3○: actions/checkout@v2

- name: Build the code

run 4○: make

...

test 9○:

needs 5○: build

steps:

- name: Log tests

run: |

echo "Running␣tests"

echo "Commit - ${{␣github.event.pull_request.head.sha␣

}}" 6○

q echo "Branch - ${{␣github.event.pull_request.head.

ref␣}}" 7○

✓ # echo "Branch - $BRANCH_NAME"

# env:

# BRANCH_NAME: ${{ github.event.pull_request.head.ref

}}

...

Listing 1: Example of a workflow file which is triggered

upon the creation of a pull request. The workflow builds

the submitted code and runs the existing test-suite.

2 BACKGROUND AND RELATED WORK

In this section, wewill provide the necessary background onGitHub

workflows, LLMs, and discuss related work.

2.1 GitHub workflows

GitHub workflows can be created by adding a YAML file (i.e., work-

flow file) to the .github/workflows folder in the target GitHub

repository. The Listing 1 shows an example of a workflow file

with markings representing different components. A workflow file

needs to have event triggers (which trigger the execution of work-

flow, i.e., 1○ in Listing 1), jobs ( 2○) to be executed (e.g., 8○, 9○),

where each job is a sequence of steps (e.g., 3○, 4○). A job can be

dependent on other jobs, e.g., the job test depends on build as

indicated by 5○. Each step represents a unit of work, which can be

performed either through running shell commands (e.g., 6○, 7○),

programs (e.g., 4○), invoking other modules (i.e., Actions) e.g., 3○.

A workflow starts execution when one of the triggers occurs. Each

job is independent, and all jobs execute in parallel unless there is a

dependency where a job waits for all its dependents. Within each

job, steps are executed sequentially in the order specified in the

workflow.

Several works studied GitHub workflows along various aspects,

such asmost common automation practices [8], common patterns to

perform various tasks [20], and changes made by developers over

time [49]. Valenzuela-Toledo et al. [49] highlighted the absence

of robust tools that could support GitHub workflows and detect

syntactic and functional errors at an early stage in the development

process. None of these works involve LLMs or have specifically

addressed their use for GitHub workflows.
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2.1.1 Defects in workflows. Similar to traditional programs, work-

flows can also have defects. We focus on two classes of defects: syn-

tactic errors and security vulnerabilities, specifically code injection

vulnerabilities.

Syntactic errors prevent the workflow from being executed. How-

ever, identifying syntactic errors in workflows requires complete

knowledge of workflow structure and valid values. The mere va-

lidity of YAML file does not guarantee correct workflow syntax.

For instance, in the workflow in Listing 1, changing the trigger

(i.e., pull_request) to an invalid name (say dummy_pull as indi-

cated by q) produces a valid YAML but syntactically invalid work-

flow.

Security vulnerabilities could be exploited by attackers to per-

form various malicious activities (e.g., exfiltrating repository se-

crets), leveraging the permissions assigned to the workflow causing

broader supply chain attacks [18, 45]. For instance, in Listing 1, one

of the steps (indicated by 7○) prints the source branch name of a pull

request and is prone to code injection vulnerability (indicated byq).

Note that the branch name (github.event.pull_request.head.

ref) is determined by the creator of the pull request rather than

the repository owner. An attacker can craft a branch name that

includes the desired shell command and raise a pull request. The

print command will interpret the branch name as a shell command

and execute the attacker-provided command. The✓marker shows

the correct way to print, i.e., using an intermediate environment

variable for the branch.

Security aspects of the GitHub CI platform have also been ex-

plored during prior research [16, 21, 27]. These works primarily

focus on designing static analysis tools to detect different classes

of security vulnerabilities in GitHub workflows. For instance, Mu-

ralee et al. [27] developedArgus, a static taint tracking tool aimed at

identifying command injection vulnerabilities in GitHub workflows.

However, no work tries to use LLMs for security tasks in GitHub

workflows.

2.2 Large Language Models (LLMs)

LLMs have emerged as transformative tools capable of understand-

ing and generating human-like text based on vast amounts of data

they have been trained on. To elicit better responses from LLMs,

various strategies have been formulated. Among these, instruction

fine-tuning [24, 36, 53, 55] stands out as a notable approach. This

method involves augmenting existing pre-trained models by further

training them on smaller, domain-specific, and multi-task datasets

and providing detailed instructions. Another effective strategy to

elicit better responses involves the engineering of more refined

prompts [10], i.e., prompt engineering, provided to the models. The

usage of LLMs can be broadly classified into the following three

modes [6] based on the amount of task-specific information pro-

vided:

• Zero-shot mode involves presenting the LLM with no task spe-

cific information. The expectation is that the model, leveraging its

extensive pre-training, will generate relevant outputs for entirely

novel problems.

• One-shot mode: Here, we provide a single example of the

prompt and the desired outcome. The example serves to guide

the model’s response by providing a context or template for the

task at hand.

• Few-shot mode extends the concept of one-shot mode by pro-

viding multiple labeled examples.

It is crucial to understand that the above prompting strategies are

Tuning-free prompting [23], i.e., we do not change the parame-

ters of the pre-trained LLMs.

2.2.1 Using LLMs for Automated Code Generation. Driven by the

effectiveness of LLMs, there has been significant interest in design-

ing LLMs for code-related tasks. For instance, close-source GPT-

3.5 [31] and GPT-4 [32], inheriting the capabilities of Codex [7]

designed specifically for programming tasks, have been exten-

sively utilized. Other open-source code LLMs including CodeT5[52],

CodeGen[30], StarCoder[22], CodeLlama[40], etc., have been suc-

cessively introduced, and have demonstrated remarkable perfor-

mance in software development tasks.

One of the important tasks is the text-to-code generation (i.e.,

generating code based on the natural language description). How-

ever, most works focus on programming languages such as Java,

C/C++, and Python. As mentioned in ğ 2.1, GitHub workflows are

engineered in YAML files. Only few works [37, 56] focus on us-

ing LLMs for generating YAML files. Pujar et al.[37] fine-tuned the

CodeGen LLM, and evaluated its performance in generating YAML

scripts for Ansible. Although GitHub workflows follow the YAML

syntax, they differ significantly from Ansible scripts (ğ 2.1).

2.2.2 Using LLMs for Automated Defect Detection. Many works

investigated the effectiveness of LLMs in defect detection in regular

programs. Thapa et al. [46] fine-tuned various transformer-based

language models (e.g., BERT [9], GPT-2 [38], DistilBERT [42], etc.)

on binary and multi-classification tasks using software vulnera-

bility datasets from C/C++ applications. Similarly, Gao et al. [14]

evaluated defect detection capabilities in CTF (Capture-the-Flag)

challenges and real-world applications. Fu et al. [12] introduced

LineVul, a line-level vulnerability predictor leveraging BERT to

predict the presence of vulnerabilities in a dataset composed of

C/C++ applications.

All these works focus on vulnerabilities in regular programs.

However, as we explained in ğ 2.1.1, defects in GitHub workflows

differ from those in regular programs. Furthermore, none of the

existing works try to evaluate the accuracy of the detection, i.e.,

line number of the defect. In this work, we focus on holistically

assessing LLMs capabilities to detect workflow defects.

2.2.3 Using LLMs for Automated Program Repair (APR). Sobania

et al. [44] performed a comparative evaluation of Python program

repair effectiveness of ChatGPT [31], Codex and CoCoNuT [25].

Ahmad et al. [2] employed an ensemble of LLMs, specifically Codex

and CodeGen, to automatically rectify hardware security vulnera-

bilities in Verilog. Wu et al. [54] studied the capabilities of LLMs in

Java vulnerability repair and compared them with those of deep-

learning-based APR models. However, no studies focus on CI/CD

platforms, specifically GitHub workflows, which contain a blend of

configuration steps (potentially) involving various programming

languages.



ARES 2024, July 30śAugust 02, 2024, Vienna, Austria Xinyu Zhang, Siddharth Muralee, Sourag Cherupattamoolayil, and Aravind Machiry
A

R
G

U
S 

D
at

as
et

Syntactically Valid
and Non-Vulnerable

With Vulnerabilities

Syntactically Invalid

D1T

D2T

D3T

D1F

D2F

D3F

RQ1
(Sec 4.1)

M1 M2 M3

M1F M2F M3F

RQ2
(Sec 4.2)

RQ3
(Sec 4.3)

Dataset Collection (Sec 3.2)
D

e-
du

pl
ic

at
io

n 
an

d
Fi

lte
rin

g 
(S

ec
 3

.2
.1

)

Instruction Fine
Tuning (Sec 3.3)

Off-the-shelf LLMs

Fine-tuned LLMs

Figure 1: Overview of Our Study.

3 STUDY DESIGN

The Figure 1 shows the overview of our study. We created three

GitHub workflow datasets, 𝐷1, 𝐷2, and 𝐷3 to investigate our re-

search questions. We selected three state-of-the-art LLMs and fine-

tuned them with a mixed subset of our datasets. We performed

our investigation with both off-the-shelf LLMs and their fine-tuned

versions.

3.1 LLMs Selection

We aim to select state-of-the-art LLMs that are specifically designed

for programming tasks (e.g., code completion, code generation,

defect detection, etc.). We focus on instruction-following LLMs, i.e.,

which perform a task based on provided instructions. Finally, we

should also be able to fine-tune the models, e.g., we exclude GPT-

4 [32] as we have no access to fine-tune it. Based on the above

criteria, we selected three LLMs, i.e., GPT-3.5 Turbo [31], StarChat-

𝛽 [47], and CodeLlama-7B-Instruct [40] as summarized in Table 1.

Table 1: Models considered in our studies

ID Model Model Version Parameters Context Length Provider

M1 GPT-3.5 GPT-3.5 Turbo - 4,096 tokens OpenAI

M2 StarChat StarChat-𝛽 16B 8,192 tokens Hugging Face

M3 CodeLlama CodeLlama-7B-Instruct 7B 16,384 tokens Meta

3.2 Dataset Collection

We used the GitHub workflow dataset from Argus [27], a re-

cent work that tries to find vulnerabilities in GitHub workflows.

The dataset has 2,778,483 GitHub workflows, collated over a pe-

riod from November to December 2022. The dataset also includes

7,640 GitHub workflows with manually confirmed vulnerabilities.

We split the dataset into three mutually exclusive sets:

• Dataset II (D2): This set contains an equal number of GitHub

workflows with one syntax error and workflows with no syntax

errors. Specifically, we ran actionlint [1], a syntax checker

tool to find workflows with syntax errors, and picked the same

number of syntactically valid workflows to create 𝐷2.

• Dataset III (D3): Similarly, this set contains an equal number

of GitHub workflows with at least one vulnerability and work-

flows with no vulnerabilities. We used the vulnerable work-

flows from Argus dataset and collected the same number of

non-vulnerable workflows to create 𝐷3.

• Dataset I (D1): All the remaining workflows, i.e., syntactically

valid and contain no vulnerabilities, are collected to form 𝐷1.

3.2.1 De-duplication and Filtering. We deduplicated Argus dataset

and ignored workflows with more than 1,024 tokens (2,048 tokens 5

for vulnerable workflows) considering the context length supported

by the selected LLMs and our designed prompts. Also, for 𝐷1, we

performed the following two additional filtering steps to ensure that

it contains mostly representative and realistic workflows. First, we

ignored workflows that lack names or have steps without names.

As we will discuss in ğ 3.4.1, these names are needed to create

prompts and are important to understand the objectives of work-

flows. Second, we classified workflows using structural complexity

metrics and filtered out outliers as they are not representative of

realistic workflows. We provide the details of this in our extended

report [58].

3.2.2 Fine-Tuning Dataset. We also created a fine-tuning split for

each dataset by randomly picking the same number (3,200) of work-

flows from the corresponding dataset. We capped at 3,200 as we

did not find any significant increase in effectiveness with a larger

number of workflows. For 𝐷2 and 𝐷3, we picked 1,600 positive

and negative workflows. As we will discuss in ğ 4, we used the

fine-tuning split for each dataset to create fine-tuned LLMs.

The Table 2 shows the summary of different datasets and statis-

tics of the corresponding workflows.

Table 2: Summary of the different datasets used in our study.

Datasets
Num

Workflows

Size (Bytes)

Min/Mean/Median/Max

D1 Dataset I
FT (D1F) 3,200 155/1,388/1,212/4,060

Test (D1T) 287,876 84/1,247/1,068/4,450

D2 Dataset II
FT (D2F) 3,200 55/1,362/1,147/4,338

Test (D2T) 122,640 20/1,352/1,126/4,751

D3 Dataset III
FT (D3F) 3,200 203/2,017/1,709/8,711

Test (D3T) 2,006 194/2,049/1,748/7,854

3.3 Instruction Fine-Tuning

Several works[19, 46] show the effectiveness of fine-tuning LLMs

and demonstrate that they perform better than original models. We

also used fine-tuned models as part of our study.

Fine-tuning requires a dataset of input and expected output

pairs. Specifically, for instruction fine-tuning, we need (instruction,

output) pairs, i.e., natural language instruction to perform a task

and the expected output. We created the fine-tuning dataset for

three of our tasks, i.e., Workflow Generation (T1), Syntactic Error

Identification (T2), and Code Injection Vulnerability Detection (T3)

by using the corresponding fine-tuning splits (ğ 3.2.2), i.e., D1F,

D2F, and D3F, respectively. For each task, we use the expected user

5The number of vulnerable workflows is limited.
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Table 3: Workflow-related tasks and corresponding prompts (ğ 3.4.1), and metrics (ğ 3.4.2) that are evaluated as a part of the

study.

Research

Question
Task

Prompt Engineering (ğ 3.4.1) Evaluation

Metrics

(ğ 3.4.2)

System Prompt User Prompt

Persona Output format ID Description

RQ1

Workflow

Generation

(T1)

software

engineer
```yaml <Workflow>```

P1 workflow-level information and all job IDs
Accuracy@K

BLEU score

Manual valid-

ation

P2 workflow-level information, all job IDs and all step names

P3 workflow-level information, all job IDs, all step names and all dependencies that can be used

P4 workflow-level information, all job IDs, job-level information and all step names

P5 workflow-level information, all job IDs, job-level information and step-level information

RQ2

Syntactic Error

Identification (T2)

software

engineer
<Yes or No> | line number: ...

P1 Is there a syntactic error in the following GitHub workflow? ```yaml <Workflow>```

Accuracy@K

F1 score

P2 Is there <syntactic error type> in the following GitHub workflow? ```yaml <Workflow>```

Code Injection

Vulnerability

Detection (T3)

security

engineer

No or

Yes | line number: ... | tainted

variable: ... | taint source: ...

P1 Is there any code injection vulnerability in the following GitHub workflow? ```yaml <Workflow>```

P2 Is there any <vulnerability type> in the following GitHub workflow? ```yaml <Workflow>```

P3 Is there any code injection vulnerability in the following GitHub workflow? <hint message>. ```yaml <Workflow>```

RQ3

Syntactic Error

Fixing (T4)

software

engineer
```yaml <Workflow>```

P1 Please fix syntactic errors in the following GitHub workflow. ```yaml <Workflow>```

Accuracy@K

P2 Please fix syntactic errors in the following GitHub workflow. <location>. ```yaml <Workflow>```

P3 Please fix syntactic errors in the following GitHub workflow. <location>. <error message>. ```yaml <Workflow>```

Code Injection

Vulnerability

Repair (T5)

security

engineer
```yaml <Workflow>```

P1 Please repair code injection vulnerabilities in the following GitHub workflow. ```yaml <Workflow>```

P2 Please repair code injection vulnerabilities in the following GitHub workflow. <location >. ```yaml <Workflow>```

P3 Please repair code injection vulnerabilities in the following GitHub workflow. <location>. <fix strategy>. ```yaml <Workflow>```

prompt (Table 3) as its instruction and the corresponding workflow

(T1) or defect location (T2 and T3) as the output. We use the suffix F

to indicate the fine-tuned variant of the model. For instance, GPT-

3.5F indicates fine-tuned variant of GPT-3.5 (Table 1). Note that

we used three generation tasks (instead of all five tasks) for fine-

tuning. This is because generating expected output for repair tasks

(T4 and T5) is tedious, especially when there can be multiple valid

but semantically equivalent repairs for a given defect. Nonetheless,

as shown by the recent work [53, 55], the fine-tuned models on

generation taskswill also perform better on other related but unseen

tasks. Based on this, our fine-tuned models are expected to perform

better even on unseen defect repair tasks.

3.3.1 Implementation Details. We use OpenAI’s APIs to fine-tune

the GPT-3.5. As for StarChat and CodeLlama, we utilize the Hugging

Face implementation version of the models and fine-tune each

model using the PyTorch framework with the parameter-efficient

fine-tuning (PEFT) method. The fine-tuning processes for StarChat

and CodeLlama are executed on a single NVIDIA A100 GPU with

80GB memory and on a cluster node running CentOS 7, utilizing

Slurm (Simple Linux Utility for Resource Management) as the batch

scheduler for resource and job management. Each model is fine-

tuned for 5 epochs. We mixed D1F, D2F, and D3F as the training

set and randomly selected 8,00 samples from each of D1T, D2T, and

D3T for testing, maintaining a train-to-test ratio of 8:2.

3.4 Methodology

The aim of our study is to evaluate the effectiveness of LLMs in

performing various tasks related to GitHub workflows. Our study

is organized into the following three research questions:

• RQ1:Workflow Generation:What is the effectiveness of LLMs

in generating GitHub workflows (T1)? How secure and valid are

the generated workflows?

• RQ2: Defect Detection: How effectively can LLMs detect de-

fects? Both syntactic errors (T2) and code injection vulnerabilities

(T3)?

• RQ3: Defect Repair: What is the effectiveness of LLMs in re-

pairing defects? Both syntactic errors (T4) and code injection

vulnerabilities (T5)?

The Table 3 summarizes tasks associated with each research ques-

tion. We followed the same methodology to investigate all our

research questions. Specifically, for each task and workflow, we

provide a prompt to LLMs and compare their outputs with the

expected output using various metrics (ğ 3.4.2).

3.4.1 Prompt Engineering. Several works [3, 50] show that prompts

greatly influence the effectiveness of LLMs. For each task, we cre-

ated prompts (mimicking user instructions) with varying levels of

detail describing the desired output from a LLM.

Salewski et al. [41] demonstrated that assigning a specific per-

sona (e.g., domain expert) to LLMswill result in better results. Based

on this, we create a persona prompt or system prompt for each task

that sets up the desired persona of a LLM.We prepend the system

prompt to the user prompt to create the final prompt, which we pro-

vide to LLMs. The details of the prompts are depicted in Table 3.

Our extended report [58] provides examples of the prompts and

explains every definition (e.g., vulnerability type, error message,

fix strategy, etc.) in user prompts.

User Prompts for Workflow Generation (T1). In this task, we evaluate

the capability of LLMs in generating well-formatted workflows

from a natural language description. As described in ğ 2.1, a work-

flow has a name, trigger, and set of jobs, each with a sequence of

steps. In addition, Job and Step have a name field describing its func-

tionality, e.g., łBuild the projectž. We create five types of prompts

(P1-P5) for this task, with each prompt providing more description

about the target workflow. P1 has the minimal description needed

to create the workflow, i.e., name, trigger, and the set of job IDs.

However, it does not provide any details about the steps in each

job. Meanwhile, P2 (in addition to information from P1) provides

information about the steps. Similarly, P3-P5 provides an increasing

level of detail.

User Prompts for Syntactic Error (T2) and Code Injection Vulnerability

(T3) Identification. Here, we evaluate the defect detection capability
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of LLMs. We create prompts, each of which provides more infor-

mation about the target defect. The corresponding rows in Table 3

provide more details. The basic prompt asks for the existence of the

desired defect (i.e., syntactic error or code injection vulnerability).

Other prompts provide more details about the target defect, i.e.,

specific type or hint message.

User Prompts for Syntactic Error (T4) and Code Injection Vulnerability

(T5) Repair. Here, we evaluate the defect repair capabilities of LLMs.

We provide LLMs with varying degrees of information related to

the target defect. Indicative information ranges from minimal in-

formation (i.e., defect type) to comprehensive hints, encompassing

details such as defect locations, error messages, or fix strategies.

3.4.2 Evaluation Metrics. We used the following three evaluation

metrics to assess the output produced by LLMs across various tasks.

BLEU (Bilingual Evaluation Understudy) score [34] is a value

ranging from 0 to 1, indicating how similar the candidate text is to

the reference text, with values closer to 1 representing higher simi-

larity. We use BLEU-4 (i.e., the geometric average of 1-gram, 2-gram,

3-gram, and 4-gram precision) to compare the generated workflow

with the expected workflow because of the need to preserve the

ordering of tokens.

Accuracy@K [57] enables measuring accuracy of results when

multiple (i.e., 𝐾 ) responses are provided. Specifically, given a test 𝑡

(or a sample 𝑠), we consider the responses of a LLM as a match (i.e.,

score 1) when any one of the 𝐾 responses satisfies 𝑡 (or matches 𝑠),

else we consider it as no match (i.e., score 0). We use 𝐾 = 5 in all

our experiments. For 𝑛 tests (or samples), we average the matching

score (i.e., 1 or 0) across all the 𝑛 samples to get Accuracy@K .

F1-Score [43] is calculated as a harmonic mean of precision and

recall. This score (ranging from 0-1) provides a single metric to eval-

uate binary classification. We use this to evaluate defect detection

effectiveness.

The last column of Table 3 shows the summary of metrics used

to evaluate each task.

Workflow Generation Task (T1): Here, we want to evaluate whether

the workflow generated by a LLM performs the functionality as

the expected workflow. However, precisely accessing this requires

semantic equivalence checking [29] Ð infeasible in the general case.

Instead, (i) we utilize actionlint to check that the generated work-

flow is valid (i.e., no syntactic errors), and calculate Accuracy@K to

measure correctness; and (ii) compare how similar (content-wise)

the generated workflow is to the expected workflow by comput-

ing BLEU score; and (iii) manually validate 270 randomly sampled

workflows.

Defect Detection Tasks (T2 and T3): Here, we verify two aspects:

detection capability and accuracy of the detection. Specifically, we

use F1-Score to measure detection capability and measure detection

accuracy (i.e., line number for T2, line number, tainted value and

taint source for T3) using Accuracy@K .

Defect Repair Tasks (T4 and T5): Here, we want to evaluate whether

a LLM correctly repaired aworkflow. However, automatically check-

ing whether LLMs produced the correct repaired workflow re-

quires semantic checking Ð similar to the workflow generation

task (T1). Instead, we check whether the generated workflow is

non-vulnerable and use Accuracy@K to measure the repair capabil-

ities of LLMs.

3.4.3 LLMs Configuration and Experimental Setup. As mentioned

in ğ 2.2, there are three basic modes (i.e., zero-shot, one-shot, and

few-shot) of using a LLM model. However, during our experiments

with off-the-shelf variants, we found no difference in effectiveness

between the one-shot mode and the few-shot mode.We will only

present the results of zero-shot and one-shot modes for off-the-shelf

variants. For Defect Repair Tasks, we used both zero-shot mode and

one-shot mode for fine-tuned variants, as these tasks are unseen to

the fine-tuned models. (ğ 2.2). For a given mode, the performance of

a LLM model might vary with different configurations. For every

task, we want to assess a LLM mode using its best-performing

configuration and the most effective prompt.

LLMs have a temperature parameter, indicating the desired level

of randomness. Specifically, higher temperature values indicate

a higher degree of non-determinism. The values from 0 to 1 are

recommended to prompt a LLM to produce responses that are ac-

ceptable to humans. For example, the temperature range of GPT-3.5

is from 0 to 2. However, temperature values above 0.9 make the

responses technically useless. Also, as mentioned in ğ 3.4.1, we

generate several prompts for each task.

Calibration (Identifying Effective Configuration): For a given LLM

and task, we use a small but representative subset (i.e., calibration

set (CAset)) of samples to identify which temperature and prompt

combination gives the best result. Specifically, we use 0.1, 0.3, 0.5,

0.7, and 0.9 as our temperature values and combine them with

prompts with varying levels of detail (Table 3). The best-performing

temperature value and prompt will be used to evaluate the final set of

samples.

For T1, we collected 266 workflows as our CAset. We performed

a random sampling and collected two workflows each for 133 ef-

fective combinations of complexity metrics [58], ensuring that

our CAset is representative. Also, given the large number (0.28

million) of workflows in D1T, we picked 20 workflows along each of

the 133 complexity metrics combinations as our evaluation dataset.

For T2, we randomly selected 200 workflows (100 syntactically

valid, 100 syntactically invalid) to construct our CAset and sampled

5,000 GitHub workflows (2,500 syntactically valid, 2,500 syntacti-

cally invalid) to form a larger evaluation dataset. Similarly, for T3,

we randomly selected 80 vulnerable workflows (with a total of

108 vulnerabilities), and then sampled 80 non-vulnerable GitHub

workflows to construct CAset. We utilized all remaining vulnera-

ble GitHub workflows (923 GitHub workflows with 1,586 vulnera-

bilities) and 923 non-vulnerable GitHub workflows to form a larger

evaluation dataset.

For T4, we randomly chose 200 GitHub workflows with syntac-

tic errors as our CAset and sampled an additional syntactically

invalid 2,500 GitHub workflows to constitute a larger evaluation

dataset. For T5, we randomly selected 100 and 375 GitHub work-

flows containing code injection vulnerabilities that can be fixed

within workflows to form our CAset and larger evaluation dataset,

respectively.

4 RESULTS

In this section, we present the results of the study along with our

three research questions. For each task (under a research question),

we first present the calibration results, aiming to identify the most
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Table 4: BLEU scores of workflow generation on CAset.

Model t

off-the-shelf
fine-tuned

0-shot 1-shot

P1 P2 P3 P4 P5 P1 P2 P3 P4 P5 P1 P2 P3 P4 P5

GPT-3.5

0.1 13.60 35.57 40.87 40.56 74.79 25.69 46.20 54.31 54.26 78.99 25.83 47.25 53.64 53.33 80.84

0.3 15.21 36.92 42.10 41.63 76.00 27.77 47.76 55.90 55.87 79.71 27.51 49.05 54.43 54.72 82.56

0.5 16.00 38.04 43.00 42.58 76.98 28.84 48.57 56.61 56.47 80.49 27.46 49.05 54.60 55.04 83.14

0.7 16.39 38.08 43.35 43.17 76.93 28.95 49.49 57.23 57.22 81.24 26.69 47.79 53.75 55.13 82.97

0.9 16.84 38.39 43.69 43.22 77.45 29.21 49.67 57.15 57.31 81.61 24.36 46.43 52.54 52.80 83.49

CodeLlama

0.1 15.59 35.32 40.38 41.98 74.03 36.14 51.22 55.81 57.15 79.84 25.38 45.54 51.06 53.92 82.15

0.3 17.12 37.84 42.56 44.98 75.47 37.42 52.68 57.34 58.50 81.58 27.43 48.38 53.12 56.29 83.73

0.5 17.91 37.56 43.15 45.35 76.41 37.77 53.20 57.81 59.48 82.53 27.42 48.60 52.90 56.54 84.11

0.7 17.65 37.61 42.65 44.43 75.81 38.42 53.41 57.72 58.86 81.75 26.71 47.08 53.16 55.58 83.85

0.9 16.43 36.18 40.38 41.65 73.31 37.84 51.83 55.99 57.64 81.00 25.08 45.37 51.19 53.53 83.25

StarChat

0.1 17.22 36.87 40.21 41.07 62.75 34.61 49.72 53.91 55.53 75.38 26.98 48.72 53.57 54.47 80.71

0.3 18.54 38.21 41.82 43.38 64.83 36.51 51.38 55.30 57.36 76.89 29.07 50.67 55.75 57.43 81.81

0.5 19.46 39.10 42.93 43.81 66.26 37.36 52.33 56.58 58.10 77.49 29.45 50.74 56.20 58.39 82.79

0.7 19.34 39.04 42.69 43.81 66.45 37.36 52.30 55.86 58.40 77.88 28.72 50.12 55.42 57.15 82.37

0.9 18.91 39.03 42.46 43.68 66.31 37.14 51.98 56.27 58.00 77.48 26.09 47.88 53.35 55.78 82.34

Table 5: Accuracy@K of workflow generation on CAset.

Model t

off-the-shelf
fine-tuned

0-shot 1-shot

P1 P2 P3 P4 P5 P1 P2 P3 P4 P5 P1 P2 P3 P4 P5

GPT-3.5

0.1 69.55 66.17 57.89 60.53 78.95 89.10 82.71 70.68 83.46 88.35 92.86 87.22 79.32 85.71 83.83

0.3 77.07 74.06 62.41 67.29 84.21 91.35 84.96 77.82 87.22 88.72 95.49 93.23 86.09 92.11 89.85

0.5 84.59 78.57 66.54 68.80 87.59 90.98 87.97 77.07 87.97 89.47 96.62 94.36 85.71 93.61 88.72

0.7 85.71 82.33 65.79 69.92 87.22 92.86 87.97 79.70 87.97 92.86 94.74 93.98 87.97 93.98 92.86

0.9 89.10 78.95 68.42 76.32 89.85 91.73 90.98 83.46 89.85 93.61 90.98 92.48 84.96 91.73 92.11

CodeLlama

0.1 84.09 78.41 70.83 76.52 73.11 90.91 79.55 75.00 77.65 80.45 96.21 93.18 88.26 90.91 87.12

0.3 92.42 84.85 75.76 83.33 79.17 95.49 88.35 80.08 83.83 87.97 97.73 94.70 92.05 93.94 90.91

0.5 92.80 88.64 78.03 85.23 80.30 95.49 86.47 81.95 85.71 89.47 99.24 96.21 92.05 96.21 90.91

0.7 93.56 88.26 76.14 79.92 82.58 93.98 91.73 79.70 91.35 86.09 97.73 96.97 94.32 96.21 93.18

0.9 83.71 76.52 63.64 71.97 75.76 90.98 83.83 78.20 81.58 87.59 96.97 93.94 92.80 92.80 93.56

StarChat

0.1 74.62 61.74 56.06 57.58 54.55 70.08 62.50 59.09 62.12 60.53 73.11 70.45 64.02 66.29 58.33

0.3 84.85 70.08 62.88 63.26 58.33 77.82 71.80 63.53 65.79 61.65 83.33 79.17 70.45 71.59 59.47

0.5 85.23 74.24 69.70 70.83 61.36 78.95 73.68 66.92 70.30 63.91 88.64 80.30 72.73 76.52 60.23

0.7 87.88 79.92 71.97 74.24 62.50 83.46 74.06 68.80 72.56 64.66 90.15 84.85 76.14 78.03 61.74

0.9 89.77 76.52 75.76 75.00 65.15 89.10 74.44 70.30 73.31 63.53 83.33 79.55 74.62 77.65 64.77

effective configuration for each LLM variant in each mode, i.e., (i)

off-the-shelf variants in zero-shot mode, (ii) off-the-shelf variants

in one-shot mode, and (iii) fine-tuned variants. An exception is for

T4 and T5, unseen tasks for fine-tuned variants, where we seek

the optimal configuration for fine-tuned variants in both zero-shot

and one-shot modes. Second, we present the final assessment of

each LLM mode using its most effective configuration.

4.1 RQ1: Workflow Generation

Here, we evaluate the effectiveness of LLMs in generating work-

flows. As shown in Table 3 and described in ğ 3.4.2, this research

question has one task, and we use three evaluation metrics.

4.1.1 Calibration. We use BLEU (Table 4) and Accuracy@K (Ta-

ble 5) scores for calibration.

BLEU Scores. The Table 4 shows that across all temperature (𝑡 ) val-

ues and LLMs modes. The trend of BLEU scores across different

temperature values changes across different LLMs. For GPT-3.5, the

largest temperature value of 0.9 (i.e., greater non-determinism) is

better. Whereas for CodeLlama and StarChat, temperature values of

0.5 and 0.7, respectively, are the best. Interestingly, the BLEU score

increases with more detailed prompts. This indicates that users

should provide detailed prompts to get the expected workflow. This

differs from the standard code generation tasks, where LLMs are

shown to perform well even with a very simple prompt [11]. This

is because a simple prompt can precisely describe the desired code

generation task, e.g., łgenerate sort functionž. Whereas workflows

(as explained in ğ 2.1) are sequences of steps and are hard to de-

scribe in a simple prompt. Furthermore, even for a single step, the

appropriate way to perform it depends on the target project. For

instance, a step to build a project depends on the target project, i.e.,

C/C++ (make/cmake), python (setup.py), java (ant build), etc.

More contextual information is needed to generate appropriate

steps and workflows.

Finding 1.1: Unlike for regular code generation tasks, LLMs

require detailed prompts to generate desired workflows.

Accuracy@K Scores. The Table 5 shows the trend of Accuracy@K

scores. It is interesting to see that detailed prompts do not always

improve the Accuracy@K scores. In fact, detailed prompts reduce

the Accuracy@K scores, as shown by the decrease in scores across

the P2 and P3 columns. In other words, detailed prompts result

in LLMs producing defective workflows.

Interestingly, Accuracy@K score follows a inverse bell curve

for GPT-3.5 and CodeLlama. Specifically, for low-detail prompts,

the Accuracy@K score decreases as the prompt becomes more

detailed (till P3). However, the Accuracy@K slowly rises as the

prompt becomes increasingly detailed (P4 and P5). The case is

slightly different for StarChat, whereAccuracy@K always decreases

with the increase in the details of the prompt.

The trend is different for BLEU score where detailed prompts

provide better results. Upon investigation, we found that LLMs gen-

erate smaller workflows with simpler prompts and consequently
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reduces the chances of having defects resulting in higher Accu-

racy@K score. However, simpler prompts are unlikely to generate

the desired workflows, as shown by the lower BLEU scores (Table 4).

On the other hand, detailed prompts to LLMs produce workflows

closer to the desired workflows, but the generated workflows might

have defects. Listing 2 shows two GitHub workflows generated by

fine-tuned CodeLlama. A detailed prompt (P5) produces the left

workflow, which is closer to the desired workflow6 but contains a

syntactic error (q), while a simple prompt (P1) generates the right

one which is syntactically valid but incorrect.

name: Generate Docs

on:

qpush: {branch: ’main’}

jobs:

build:

runs -on: ubuntu -latest

steps:

- name: Checkout sources

uses: actions/checkout@v2

- name: Install stable toolchain

uses: actions -rs/toolchain@v1

with:

profile: minimal

target: wasm32 -wasi

toolchain: stable

override: true

- name: Run cargo build

uses: actions -rs/cargo@v1

with:

command: doc

args: --workspace --no -deps

- name: Prepare docs folder

run: |

sudo chown -R $(whoami) target

/doc

touch target/doc/. nojekyll

- name: Deploy documentation

branch

uses: JamesIves/github -pages -

deploy -action@3 .7.1

with:

GITHUB_TOKEN: ${{ secrets.

GITHUB_TOKEN }}

BRANCH: gh -pages

FOLDER: target/doc

name: Generate Docs

on:

push:

branches:

- main

jobs:

build:

runs -on: ubuntu -latest

steps:

- name: Checkout

uses: actions/checkout@v2

- name: Set up Rust

uses: actions -rs/toolchain@v1

with:

profile: minimal

toolchain: stable

override: true

components: clippy

target: x86_64 -unknown -linux -gnu

- name: Cargo packages

uses: actions -rs/cargo@v1

with:

command: build

args: --all

- name: Publish to gh -pages

uses: crazy -max/ghaction -github -

pages@v2

with:

target_branch: gh -pages

build_dir: target/doc

Listing 2: Two GitHub workflows generated by fine-

tuned CodeLlama with 0-shot prompting at temperature 0.9.

The left workflow was generated using P5, whereas the right

one was generated by P1. The expected (i.e., ground truth)

workflow is docs.yaml6 in the neoeinstein/cj4-fadec repo.

Finding 1.2: LLMs have a high likelihood of producing invalid

(i.e., with syntactic errors) workflows with detailed prompts.

4.1.2 Final Evaluation. We selected the best configuration of each

LLM across different modes and performed our final evaluation.

The Figure 2 shows the cumulative results across different modes.

Finding 1.3: For all LLMs, the fine-tuned variant (i.e., with F suf-

fix) performs better than the corresponding off-the-shelf variant.

For all LLMs, except for StarChat, one-shot mode performs better

than zero-shot.

Effectiveness in generating expected workflows: Higher BLEU score

indicates greater similarity between the generated and expected

workflow. For off-the-shelf variants, GPT-3.5 achieves the best BLEU

6https://github.com/neoeinstein/cj4-fadec/blob/main/.github/workflows/docs.yaml
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Figure 2: Final evaluation for workflow generation

score across all the modes. For fine-tuned variants, CodeLlama has

the best BLEU scores. The left subfigure of Figure 3 shows the trend

of BLEU scores against the size (in KB) of expected workflows.

As we show in Table 2, most of the workflows are less than 4KB.

Specifically, the majority (> 85%) of workflows are less than 3KB.

For our size-related comparisons (i.e., Figure 3), we only considered

workflows up to 3KB. We can see from Figure 3 (left subfigure)

that as the workflow size increases, BLEU score initially increases

rapidly and then remains unchanged.

Finding 1.4: The ability of LLMs to generate expected workflows

does not vary much with the size of workflows.
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Figure 3: BLEU score (left) and Accuracy@K (right) against

the size (in KB) of expected workflows.

Ability to generate valid (i.e., syntactically correct) workflows: Higher

Accuracy@K score indicates a greater chance of generating valid

workflows. For off-the-shelf and fine-tuned variants, CodeLlama

achieves the best Accuracy@K score across all the modes. Un-

like BLEU scores, the Accuracy@K scores slowly decrease as work-

flow size becomes larger (right subfigure of Figure 3). This is ex-

pected as workflow size increases, LLMs need to generate more
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tokens, increasing the likelihood of generating syntactic errors

resulting in lower Accuracy@K scores.

Summary of RQ1: Although GPT-3.5 is highly likely to pro-

duce expected workflows. It might produce invalid or defective

workflows. On the other hand, CodeLlama has a lesser likelihood

of generating expected workflows but has a high probability of

generating valid workflows.

Effectiveness in generating semantically correct workflows: We want

to assess the LLMs’ capability to generate semantically correct

workflows. However, automatically determining semantic correct-

ness is impossible. We decided to perform a manual validation

by randomly sampling 30 valid workflows for each model and

mode’s best-performing BLEU configurations. In total, we manu-

ally checked 270 (30*9) workflows and determined the correctness

of each workflow, i.e., a workflow is semantically correct when all

the generated steps are semantically correct. The Table 6 shows

the percentage of generated workflows with semantic correctness

for each model. 30 samples generated by GPT-3.5 across all the

modes and CodeLlama in 1-shot mode are all semantically cor-

rect workflows. Other models also reach a high percentage. The

results indicate that generated workflows have a high semantic

correctness.

Table 6: The percentage of semantically correct workflows

among all the syntactically valid samples.

Model
off-the-shelf

fine-tuned
0-shot 1-shot

GPT-3.5 100% 100% 100%

CodeLlama 97.67% 100% 86.67%

StarChat 86.67% 93.33% 96.66%

How Secure are the Generated Workflows? Here, we want to evaluate

how secure the workflows generated by LLMs are. Specifically,

we run Argus on each of the workflows to assess the number

of syntactically valid workflows generated by LLMs that contain

security issues. The Table 7 shows the results. StarChat produced

the most number of insecure workflows while GPT-3.5 produced

the least. The Listing 3 shows an example of a workflow generated

by GPT-3.5 that has a code injection vulnerability.

name: Receive PR

on:

...

jobs:

test -pr:

runs -on: ubuntu -latest

...

- name: Set Outputs

id: set -outputs

run: q: echo ""::set -output name=is_valid::${{ steps.check -

pr.outputs.VALID }}\n::set -output name=MSG::${{ steps.

check -pr.outputs.MSG }}""

save -pr -number:

needs: test -pr

...

Listing 3: Example of a workflow generated by GPT-3.5

that has a code injection vulnerability. The output check-

pr.outputs.MSG is tainted (i.e., controlled by non-repository

owner).

Table 7: The number of syntactically valid workflows con-

taining security issues.

Model
off-the-shelf

fine-tuned Total
0-shot 1-shot

GPT-3.5 21 10 66 97

CodeLlama 26 35 213 274

StarChat 42 51 252 345

Finding 1.5: LLMs can produce workflows with code injection

vulnerabilities. Developers should be careful while using work-

flows generated by LLMs.

4.2 RQ2: Defect Detection

Asmentioned before, we are interested in LLMs’ capability to detect

two types of defects: syntactic errors and code injection vulnera-

bilities. As mentioned in ğ 2.1, detecting syntactic errors requires

reasoning about the format of workflows. In other words, a well-

formatted and syntactically valid yaml can be an invalid workflow.

As mentioned in ğ 3.4.2, we use F1-Score to measure detection ca-

pability and Accuracy@K to measure detection accuracy (i.e., line

number).

4.2.1 Syntactic Error Identification (T2). We evaluate this task using

two prompts with varying details (Table 3).

Calibration: Table 8 shows the F1-Score andAccuracy@K of different

models and their variants across different modes. Unlike Workflow

Generation Task (T1), detailed prompts (P1 v/s P2) seem to have

less effect on syntactic error detection.

F1-Score: In 0-shot mode, GPT-3.5 performs the best in detect-

ing syntactic errors with the highest F1-Score of 72.25%. The per-

formance of GPT-3.5 and CodeLlama dropped in 1-shot mode Ð

contrary to previous works [4, 39] which show that 1-shot mode

provides better performance than 0-shot mode. As expected, in GPT-

3.5 and CodeLlama, the fine-tuned variants performed better than

off-the-shelf variants. The case is different for StarChat, where the

1-shot mode of the off-the-shelf variant performs the best, even

better than the fine-tuned variant.

Accuracy@K: The detection accuracy of off-the-shelf variants fol-

lows the same trend as the detection capability. In other words, GPT-

3.5 performs the best in 0-shot mode, and 1-shot mode hurts the per-

formance of GPT-3.5 and CodeLlama but improves that of StarChat.

As expected, fine-tuned variants perform better than off-the-shelf

variants.

Final Evaluation: The Figure 4 shows the evaluation of the best-

performing configuration on the final large dataset. Overall, Star-

Chat 1-shot mode is the best at detecting syntactic errors as indi-

cated by the highest F1-Score, i.e., 100%. However, fine-tuned GPT-

3.5 has the highest accuracy. In other words, StarChat is good at

detecting whether a workflow has a syntactic error or not. But,

fine-tuned GPT-3.5 is good at detecting where (i.e., line number)

the syntactic error is. Listing 4 in our extended report [58] shows

an example where StarChat correctly identified a syntactic error

but GPT-3.5 failed.
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Table 8: Effectiveness of syntactic error detection on CAset.

Model t

F1-Score Accuracy@K

off-the-shelf
fine-tuned

off-the-shelf
fine-tuned

0-shot 1-shot 0-shot 1-shot

P1 P2 P1 P2 P1 P2 P1 P2 P1 P2 P1 P2

GPT-3.5

0.1 61.40 72.25 3.170 2.560 87.76 90.45 27.00 39.00 3.000 1.000 81.00 85.00

0.3 56.62 69.43 3.230 1.270 88.21 90.45 37.00 41.00 4.000 3.000 83.00 86.00

0.5 58.56 68.69 4.260 3.730 87.18 90.45 39.00 42.00 5.000 5.000 83.00 86.00

0.7 62.78 70.41 4.320 1.270 88.21 91.46 46.00 44.00 7.000 8.000 86.00 89.00

0.9 54.13 65.98 3.240 3.800 86.87 90.55 42.00 43.00 6.000 6.000 86.00 90.00

CodeLlama

0.1 17.09 31.88 32.00 7.270 71.97 80.37 1.000 6.000 1.000 0.000 48.00 51.00

0.3 33.09 37.42 25.21 3.740 72.80 80.75 1.000 8.000 2.000 2.000 51.00 55.00

0.5 45.16 44.30 25.21 9.090 70.39 79.64 4.000 11.00 8.000 5.000 50.00 59.00

0.7 46.05 40.99 25.81 3.850 70.18 79.82 3.000 11.00 6.000 3.000 54.00 57.00

0.9 40.25 41.51 26.45 7.340 70.94 78.57 2.000 10.00 8.000 5.000 59.00 56.00

StarChat

0.1 67.34 66.67 100.0 100.0 64.20 84.47 6.000 12.00 12.00 10.00 49.00 62.00

0.3 67.34 68.03 100.0 100.0 62.65 84.16 10.00 13.00 17.00 14.00 52.00 63.00

0.5 65.68 69.82 98.49 99.50 68.26 82.76 15.00 14.00 13.00 20.00 55.00 65.00

0.7 51.16 60.68 96.04 97.98 65.90 83.58 10.00 14.00 14.00 29.00 54.00 69.00

0.9 47.13 57.45 89.11 91.98 64.80 80.98 7.000 14.00 21.00 14.00 51.00 65.00

Table 9: Effectiveness of code injection vulnerability detection on CAset.

Model t

F1-Score Accuracy@K

off-the-shelf
fine-tuned

off-the-shelf
fine-tuned

0-shot 1-shot 0-shot 1-shot

P1 P2 P3 P1 P2 P3 P1 P2 P3 P1 P2 P3 P1 P2 P3 P1 P2 P3

GPT-3.5

0.1 7.140 17.98 80.00 1.770 0.000 24.14 93.49 92.86 99.38 0.000 0.000 8.570 0.000 0.000 3.850 86.67 89.52 89.52

0.3 7.140 20.00 78.57 0.000 0.000 25.42 92.94 92.40 99.38 0.000 0.000 9.520 0.950 0.000 9.620 86.67 90.48 90.48

0.5 9.410 21.98 79.52 0.000 0.000 24.78 92.94 92.31 99.38 0.000 0.000 12.38 0.950 0.000 12.50 89.52 91.43 91.43

0.7 2.440 17.78 81.93 0.000 6.520 25.86 92.94 92.31 99.38 0.000 0.000 9.520 0.000 0.000 12.50 88.57 93.33 89.52

0.9 11.63 17.78 79.04 5.130 0.000 27.12 93.49 93.49 99.38 0.000 0.950 12.38 0.950 0.000 12.50 90.48 96.19 90.48

CodeLlama

0.1 66.11 68.67 66.67 87.86 74.88 66.67 89.53 89.66 88.34 0.950 0.950 3.810 0.000 0.000 0.000 60.00 55.24 53.33

0.3 66.10 67.54 66.67 85.54 73.89 66.67 89.02 89.02 87.80 0.950 0.000 2.860 0.000 0.000 0.000 64.76 66.67 58.10

0.5 63.72 68.81 66.67 77.50 70.59 67.80 87.78 89.02 88.20 0.000 0.000 3.810 0.000 0.000 0.000 65.71 69.52 60.95

0.7 60.66 59.11 67.56 74.17 67.05 68.09 84.39 87.86 87.80 0.950 0.000 1.900 0.000 0.000 0.000 67.62 71.43 62.86

0.9 63.64 67.01 67.59 69.74 56.18 70.27 86.86 88.24 84.66 0.000 0.950 0.000 0.000 0.000 0.000 63.81 68.57 66.67

StarChat

0.1 66.67 66.67 66.67 72.07 87.43 72.90 94.41 93.83 96.86 0.000 0.000 1.900 12.38 17.14 20.95 68.57 68.57 64.76

0.3 66.67 66.11 66.67 72.07 89.89 72.48 94.41 95.00 96.20 0.000 0.000 0.950 18.10 19.05 25.71 74.29 76.19 65.71

0.5 66.67 67.24 65.25 76.56 84.66 73.49 93.08 93.17 95.54 0.000 0.000 2.860 12.38 22.86 28.57 78.10 75.24 68.57

0.7 66.09 64.55 65.50 77.61 88.89 73.93 93.67 93.83 97.50 0.000 0.000 2.860 12.38 16.19 25.71 73.33 77.14 72.38

0.9 59.81 56.84 60.00 74.40 84.44 75.12 91.82 92.59 97.50 0.000 0.000 1.900 6.670 10.48 26.67 80.95 78.10 74.29

Finding 2.1: Contrary to the observations for other applications,

for GPT-3.5 and CodeLlama, the 1-shot mode is less effective

than 0-shot in identifying syntactic errors in workflows. StarChat

is best at detecting syntactic errors but GPT-3.5 can accurately

identify the location of syntactic error.

0 20 40 60 80 100

GPT-3.5
0-shot

CodeLlama
0-shot

StarChat
0-shot

GPT-3.5
1-shot

CodeLlama
1-shot

StarChat
1-shot

GPT-3.5F

CodeLlamaF

StarChatF

66.18

34.7

66.16

2.41

23.24

100

91.88

81.18

82.67

41.36

7.04

11.28

3.64

3.2

21.04

87.8

63.24

64.55

F1-Score(%) Accuracy@K (%)

Figure 4: Final evaluation for syntactic error detection

4.2.2 Code Injection Vulnerability Detection (T3). As shown in Ta-

ble 3, we use three prompts to evaluate this task.

Calibration: The left part of Table 9 shows the F1-Score of code injec-

tion vulnerability detection of different models and their variants

across different modes. The fine-tuned variants perform best for

all LLMs and a given prompt. For off-the-shelf variants of CodeL-

lama and StarChat, simpler prompts (i.e., P1 and P2) provide the

best F1-Score. However, for GPT-3.5, the detailed prompt (i.e., P3)

provides the best F1-Score. For off-the-shelf variants of CodeL-

lama and StarChat, smaller temperature values (i.e., low non-

determinism) provide the best F1-Score. In contrast, higher tem-

perature (i.e., higher non-determinism) works well for GPT-3.5.

The right part of Table 9 shows theAccuracy@K of code injection

vulnerability detection of different models and their variants across

different modes on CAset. The off-the-shelf variant performs better

when receiving detailed prompts, but it has a poor performance

in pinpointing vulnerabilities across all modes. On the contrary,

the fine-tuned variant does not benefit from detailed prompts and

performs much better than the corresponding off-the-shelf variant.

Final Evaluation: The Figure 5 shows the evaluation of the best-

performing configuration on the final large dataset. Overall, fine-

tuned variants perform better, demonstrating the importance of fine-

tuning in detecting code injection vulnerabilities. The fine-tuned
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Figure 5: Final evaluation for code injection vulnerability

detection.

variant of GPT-3.5 (i.e.,GPT-3.5F) performs the best. Interestingly,

off-the-shelf GPT-3.5 performs the worst in 1-shot mode. Listing 5 in

our extended report [58] shows an example where GPT-3.5 correctly

identified a code injection vulnerability missed by other LLMs.

Summary of RQ2: Across the tested LLMs, there is a significant

difference in the effectiveness of syntactic error detection and

code injection vulnerability detection. Off-the-shelf StarChat in

1-shot mode is best at detecting syntactic errors, whereas fine-

tuned GPT-3.5 is best at detecting code injection vulnerabilities.

We also discuss the effectiveness of detection against the size of

workflows in the extended report [58].

4.3 RQ3: Defect Repair

Similar to defect detection, we focus on repairing two kinds of de-

fects: syntactic errors and code injection vulnerabilities. We use Ac-

curacy@K to assess the effectiveness of defect repair. As described

in ğ 3.3, we do not include repair examples in our fine-tuning dataset.

Hence defect repairs (T4 and T5) can be considered as unseen (but

related) tasks for LLMs.

4.3.1 Syntactic Error Repair (T4). We evaluate this task using three

prompts (P1, P2, P3) with increasing detail (Table 3).

Calibration: The Table 10 shows the Accuracy@K of different LLMs

on our calibration dataset (CAset). Across all prompts, higher tem-

peratures yield better results. This is expected as higher temperature

value allows LLMs to be more creative, consequently increasing

the likelihood of generating repaired workflow. Listing 6 in our

extended report [58] shows an example of a syntactically invalid

workflow due to the use of an invalid step name (q). In this in-

stance, setting a higher temperature value successfully corrected

the syntactic error, whereas a lower temperature setting failed to

do so.

Also, detailed prompts provide better results, as indicated by the

increasing trend across P1 to P3. For simpler prompts, i.e., P1 and

P2, fine-tuned variant of GPT-3.5 perform better on syntactic error

repair tasks (unseen tasks) than the off-the-shelf variant. However,

the case is different with CodeLlama and StarChat, where the fine-

tuned variant performed poorly. These results demonstrate that fine-

tuning GPT-3.5 on certain tasks helps in improving its effectiveness

on other unseen but related tasks. However, this is not the case

with other LLMs, where fine-tuned variants can perform poorly on

unseen (but related) tasks. Intuitively, this makes sense as GPT-3.5 is

trained on diverse datasets and has higher generalization capability.

Whereas specialized LLMs (i.e., CodeLlama and StarChat) have less

generalization capability. Our observations are in line with prior

work [53], which showed that fine-tuned large models (e.g., GPT-

3.5) generalize to unseen (but related) tasks. In contrast, smaller

models (e.g., CodeLlama and StarChat) suffer as all model capacity

is used for tasks used in fine-tuning.

Final Evaluation: The Figure 6 shows Accuracy@K of syntactic error

fixing on the large dataset. We did not include the results for fine-

tuned variants of CodeLlama and StarChat as they are extremely

poor (i.e., < 40%). GPT-3.5 in 1-shot mode performs the best across

all LLMs and their variants.
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Figure 6: Final evaluation for defect repair.

4.3.2 Code Injection Vulnerability Repair (T5). We evaluate this

task using three prompts (P1, P2, P3) with increasing detail (Table 3).

Calibration: The Table 11 shows the Accuracy@K of different LLMs

on our calibration dataset (CAset). It follows a similar pattern as re-

pairing syntactic errors, i.e., higher temperatures yield better results

across all prompts. Also, detailed prompts provide better results, as

indicated by the increasing trend across P1 to P3. Fine-tuned variant

of GPT-3.5 performs better on code injection vulnerability tasks

(unseen tasks) than the off-the-shelf variant. However, the case

is different with CodeLlama and StarChat, where the fine-tuned

variant performs poorly.

Final Evaluation: Figure 6 shows the evaluation on the final large

dataset. We did not include the results for StarChat in 1-shot mode

and fine-tuned variants of CodeLlama and StarChat since they are

extremely poor. CodeLlama in 1-shot mode performs the best across

all LLMs and their variants.
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Table 10: Accuracy@K of syntax error fixing on CAset.

Model t

off-the-shelf fine-tuned

0-shot 1-shot 0-shot 1-shot

P1 P2 P3 P1 P2 P3 P1 P2 P3 P1 P2 P3

GPT-3.5

0.1 46.50 50.00 80.50 51.27 56.85 82.23 65.00 65.50 82.50 70.53 59.26 80.65

0.3 47.50 52.50 82.50 52.79 57.87 84.77 67.00 69.50 87.00 72.63 65.08 85.48

0.5 48.50 52.50 86.00 54.31 59.90 90.86 67.50 71.00 89.00 74.21 68.78 86.56

0.7 50.00 57.00 88.50 55.33 61.42 93.40 68.50 75.50 90.00 71.21 71.43 87.63

0.9 53.00 58.00 91.50 56.85 66.50 93.91 73.00 75.50 91.00 76.32 73.54 88.17

CodeLlama

0.1 4.040 17.17 62.12 9.000 52.50 71.50 0.000 0.510 0.510 5.000 7.000 7.500

0.3 3.540 36.87 87.88 11.50 35.00 88.50 0.000 0.510 0.000 11.50 10.50 12.00

0.5 6.060 35.86 87.37 14.00 33.00 86.00 0.000 0.000 1.520 17.50 15.00 17.00

0.7 8.590 40.91 89.39 18.00 33.00 86.50 2.530 1.520 2.530 27.50 23.00 25.50

0.9 15.15 36.36 86.36 19.00 37.00 92.50 3.030 3.030 3.540 35.50 25.50 30.00

StarChat

0.1 44.44 49.49 60.10 42.00 43.50 45.00 0.000 0.000 1.010 0.000 0.500 0.000

0.3 44.44 51.01 62.12 43.50 44.00 47.00 0.000 0.510 1.010 0.000 2.500 0.000

0.5 44.95 52.02 64.14 43.50 44.50 48.50 0.000 0.510 1.010 0.000 5.000 0.000

0.7 44.44 53.54 64.65 32.50 29.50 54.00 0.000 0.510 1.520 0.500 8.000 0.000

0.9 42.42 52.02 64.65 42.00 36.50 55.00 1.520 0.000 2.530 1.000 9.000 0.500

Table 11: Accuracy@K of code injection vulnerability repair on CAset.

Model t

off-the-shelf fine-tuned

0-shot 1-shot 0-shot 1-shot

P1 P2 P3 P1 P2 P3 P1 P2 P3 P1 P2 P3

GPT-3.5

0.1 2.020 2.020 20.41 8.050 4.600 31.40 21.21 49.49 50.00 26.67 25.68 36.99

0.3 3.030 6.060 26.53 12.50 5.620 41.86 38.38 52.53 56.12 42.67 31.08 49.32

0.5 7.070 9.090 32.65 10.11 7.870 47.62 40.40 62.63 62.24 42.67 41.89 54.79

0.7 6.060 8.080 43.88 13.79 6.980 66.67 49.49 63.64 69.39 46.67 45.95 64.38

0.9 14.14 24.24 44.90 20.69 15.12 55.95 52.53 69.70 67.35 53.33 48.65 64.38

CodeLlama

0.1 36.00 48.00 26.00 33.00 62.00 41.00 0.000 0.000 0.000 0.000 0.000 1.000

0.3 35.00 52.00 36.00 46.00 73.00 60.00 0.000 0.000 0.000 0.000 1.000 1.000

0.5 35.00 42.00 38.00 46.00 72.00 67.00 0.000 0.000 0.000 0.000 1.000 1.000

0.7 32.00 44.00 50.00 47.00 59.00 67.00 0.000 0.000 0.000 0.000 2.000 3.000

0.9 45.00 60.00 45.00 48.00 57.00 68.00 0.000 2.000 0.000 4.000 4.000 7.000

StarChat

0.1 1.000 4.000 11.00 2.000 2.000 3.000 0.000 0.000 0.000 0.000 0.000 0.000

0.3 2.000 8.000 17.00 3.000 3.000 5.000 0.000 0.000 0.000 0.000 0.000 0.000

0.5 7.000 10.00 20.00 3.000 6.000 11.00 0.000 0.000 0.000 0.000 0.000 0.000

0.7 9.000 20.00 29.00 7.000 5.000 13.00 0.000 0.000 0.000 0.000 0.000 0.000

0.9 21.00 19.00 37.00 10.00 10.00 19.00 0.000 0.000 0.000 2.000 0.000 0.000

Summary of RQ3: LLMs perform well (at higher temperatures)

in repairing syntactic errors but suffers at repairing code injection

vulnerabilities. Fine-tuning CodeLlama and StarChat hurts their

performance on unseen (but related) workflow tasks.

5 THREATS TO VALIDITY

We identified the following potential (generalizability) threats to

the validity of our study.

• Generalizability to Other Tasks:We investigated three cate-

gories of tasks. However, there could be other related tasks (e.g.,

refactoring) on which the effectiveness of LLMs might differ. We

tried to handle this in RQ3 (ğ 4.3), where all the tasks are unseen

but related.

• Generalizability to Other LLMs:We have investigated three

LLMs, and the observations may not generalize to other LLMs

that are architected differently. Our datasets and experimentation

scripts will enable easy evaluation of any given LLM and compare

against our results.

• Generalizability toOtherCI platforms:We anticipate that our

observations will generalize to other CI platforms as well because

most of the CI platforms follow the same syntax (i.e., YAML) and

have a similar structure [21].

6 CONCLUSION

We perform the first large-scale study to investigate the effective-

ness of three state-of-the-art LLMs and their fine-tuned variants on

five tasks related to GitHub workflows. We curated a set of ∼400K

workflows with various prompts with varying details across differ-

ent tasks. Our study revealed various interesting findings and open

problems in using LLMs for workflows. For instance, LLMs suffer

at generating large and valid workflows. LLMs are not effective at

repairing code injection vulnerabilities.
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