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Abstract

Recently, deepfake techniques have been adopted by real-
world adversaries to fabricate believable personas (posing as
experts or insiders) in disinformation campaigns to promote
false narratives and deceive the public. In this paper, we in-
vestigate how fake personas influence the user perception of
the disinformation shared by such accounts. Using Twitter
as an exemplary platform, we conduct a user study (N=417)
where participants read tweets of fake news with (and with-
out) the presence of the tweet authors’ profiles. Our study ex-
amines and compares three types of fake profiles: deepfake-
enabled profiles, profiles of relevant organizations, and sim-
ple bot profiles. Our results highlight the significant impact
of deepfake-enabled profiles and organization profiles on in-
creasing the perceived information accuracy of and engage-
ment with fake news. Moreover, deepfake-enabled profiles
are rated as significantly more real than other profile types.
Finally, we observe that users may like/reply/share a tweet
even though they believe it was inaccurate (e.g., for fun or
truth-seeking), which could further disseminate false infor-
mation. We then discuss the implications of our findings and
directions for future research.

Introduction

Recently, abundant evidence from FBI and research groups
shows that deepfake profiles are on the rise in social media
platforms, engaging disinformation campaigns (Anderson
2019; Bond 2022; Krebs 2022; FBI 2021). Deepfake refers
to deep learning models that can synthesize high-quality me-
dia content such as images, text, audio, and video (Mirsky
and Lee 2021). Such synthetic content is now used to cre-
ate fake social media profiles on platforms such as Twit-
ter, Facebook, and LinkedIn (Anderson 2019). For example,
deepfake-enabled profiles were created, posing as journal-
ists or military personnel during the recent Ukraine-Russian
War, to spread false narratives (Banerjea 2022). Similarly,
deepfake-enabled profiles were also used in a series of cam-
paigns aiming to manipulate the U.S. election (FBI 2021;
Nimmo et al. 2019) and connect with U.S. government offi-
cials (Satter 2019).

There are key advantages for adversaries to use deepfake
content to create fake personas. First, deepfake photos/text
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are highly unique, meaning they cannot be easily reverse-
searched by image search engines such as Google and Tin-
Eye (Adikari and Dutta 2014) or detected by the conven-
tional similarity-based detectors (Xiao, Freeman, and Hwa
2015). Second, it is easy to automatically customize the per-
sona using deepfake algorithms with respect to the fake per-
son’s gender, age, ethnicity, and professional background.
Third, the quality of deepfake-generated images/text can be
high, making them hard to identify by humans (Nightingale
and Farid 2022).

As deepfake profiles are becoming more prevalent, in this
study, we seek to understand how deepfake can be used
to create social media personas (that impersonate insid-
ers/experts) and their impact on disinformation campaigns.
We noted that recent works have started to investigate how
humans perceive deepfake content (e.g., photos, text) (Fosco
et al. 2022; Groh et al. 2022; Ternovski, Kalla, and Aronow
2021). A key difference is that prior works mainly study
deepfake content in isolation—our study focuses on their
impact on downstream tasks (i.e., disinformation campaign)
where deepfake content (i.e., images) is carefully integrated
into a social media persona which is then used to post false
information. The most closely related work is a recent study
from Mink et al. (Mink et al. 2022), which integrates deep-
fake photos and text into LinkedIn profiles to evaluate users’
trust towards them. However, this study is still focusing on
the trust of the crafted profiles themselves instead of investi-
gating the downstream task of disseminating false informa-
tion using such profiles.

To close these gaps, we design a study to examine whether
and how a deepfake-enabled profile would change users’
perceptions of a piece of disinformation posted by the pro-
file. We focus on Twitter since it has been one of the most
targeted platforms by disinformation campaigns and deep-
fake profiles (SSCI 2017). We have three research questions:

• RQ1: Do participants increase their perceived accuracy
of tweets if deepfake profiles were also presented com-
pared to showing the tweets only?

• RQ2: Do participants increase their engagement with the
tweets if deepfake profiles were also presented compared
to showing the tweets only?

• RQ3: Compared with other types of fake profiles, are
deepfake profiles harder to detect by participants? What



are the primary factors that participants consider when
assessing the profiles?

We answer these questions by conducting an online user
study with N=417 participants recruited from the Prolific
platform (Prolific 2022). During the study, we emulate the
process of users reading a piece of information on a tweet,
followed by checking the tweet author’s profile. We manip-
ulate two main variables (1) the presence of a profile, i.e.,
whether the profile is presented alongside the tweet, and (2)
the profile type, under a within-subject design. Regarding the
profile type, we construct three groups of fake profiles. The
first group contains deepfake profiles posing as journalists.
For comparison, the second group contains profiles of rel-
evant organizations which are also commonly used in real-
world disinformation campaigns (Wong 2020; Marr 2020).
For example, given a piece of fake news on COVID-19, the
profiles would take on the guise of a healthcare organiza-
tion. The third comparison group contains simple bot pro-
files that do not contain a photo or detailed personal infor-
mation (i.e., “simplefake”). Note that our goal here is not
to compare deepfake content with non-deepfake content;
instead, we seek to study this type of emerging deepfake-
enabled profiles observed in practice, in comparison to other
well-known types of fake profiles.

Key Findings. Our study leads to several important find-
ings. First, we found that showing a deepfake-enabled or or-
ganization profile to users can significantly increase the per-
ceived accuracy (and engagement) of the tweeted informa-
tion, compared with showing the tweet alone. Simplefake,
however, had the opposite effect. This indicates the effec-
tiveness of using deepfake-enabled/organization profiles for
disseminating disinformation. Second, interestingly, we ob-
served that 12.9% of the participants decided to engage with
a tweet (e.g., through “like”, “comment”) even though they
rated the tweet as inaccurate. By analyzing their open re-
sponses, we found the users were engaging with the tweets
in an attempt to verify or refute disinformation, to make fun
of it, or to save/bookmark the tweet. However, such implicit
sharing may further spread disinformation to other users.
Third, deepfake-enabled profiles were perceived to be the
most real, compared with other types of profiles (i.e., or-
ganization and simplefake profiles). Further analysis shows
that the deepfake profile photos did not raise wide suspicion.

In summary, this study takes the first step towards un-
derstanding deepfake-enabled social personas and their im-
pact on downstream attacks. The result shows that deepfake-
enabled profiles pose a real threat in the context of disinfor-
mation dissemination. More work is needed to design and
test effective countermeasures and intervention strategies.

Background and Related Work

Disinformation. The term “disinformation” involves false
information coupled with a deliberate intention to deceive
an audience (Wu et al. 2019). Misinformation refers to infor-
mation that is false or incorrect, including human errors (Wu
et al. 2019). We will use disinformation (instead of misinfor-
mation ) in our study since we only examine fake news and
fake personas with the intent to deceive the audience.

Deepfake and Human Perception. Deepfake is a com-
bined word of “deep learning” and “fake” (Mirsky and Lee
2021), which refers to synthetic media (e.g., images (Wang
et al. 2020), text (Fagni et al. 2020), and videos (Lyu 2020))
forged by deep learning methods. Recent studies have ex-
amined whether users can distinguish human-created media
from deepfakes, including text (Everett, Nurse, and Erola
2016), images/videos (Nightingale and Farid 2022), and au-
dio (Mukhopadhyay, Shirvanian, and Saxena 2015). The
results showed participants cannot effectively differentiate
them (Ternovski, Kalla, and Aronow 2021; Groh et al. 2022;
Korshunov and Marcel 2020). These initial efforts provided
a preliminary understanding of the human perception of
deepfake, but they only focused on the isolated deepfake
content (e.g., standalone images) and did not explore the
downstream consequences within specific attack contexts.

Deepfake and Social Network Profiles. Recently, re-
searchers further explored whether deepfake images and text
can be used to create believable social media personas (Mink
et al. 2022), and studied what would make a real user pro-
file trustworthy (Ma, Neeraj, and Naaman 2017). Finally, re-
searchers have mixed real and fake profiles to assess users’
decision-making (Kenny et al. 2022; Jakesch et al. 2019).
These studies are focused on the profile-level assessment
without exploring their impact on downstream attacks (e.g.,
disinformation campaigns), which is the focus of our paper.

Disinformation Judgment and Sharing. The use of deep-
fake profiles in disinformation campaigns is a recent trend.
To the best of our knowledge, this phenomenon is not well
understood yet, and our study aims to fill in the gap.

When judging (dis)information online, a key factor is per-
ceived source credibility (Vraga and Bode 2017; Seo et al.
2022). Perceived credibility can be based on declarative
information (e.g., a person’s expertise, institutional affilia-
tion), or the absence of conflicting interests (Petty and Ca-
cioppo 1986). Since it is difficult to evaluate the credibility
of sources in the digital age (Marsh and Yang 2017), users
are likely to use simple cues in the context (e.g., cues of
expertise) to make judgments about the source’s credibil-
ity. In our study, we propose to examine whether and how
the presence of user profiles (which act as the information
source) affects users’ judgment of disinformation to advance
the current understanding of this problem.

Another related direction is to understand the sharing be-
havior of disinformation online (Talwar et al. 2019). Exist-
ing research often focused on explicit sharing decisions on
news (Epstein et al. 2022; Yaqub et al. 2020). However, in
practice, online users may have implicit news sharing via
“like” and “comment” for social purposes. With these con-
siderations, our study will examine users’ engagement with
disinformation (covering “comment”, “like”, “share”, and
“retweet”) and explore how the presence of deepfake pro-
files affects users’ engagement choices. We consider these
engagement factors in part because of Twitter’s recommen-
dation algorithm that determines what a user sees based on
the perceived popularity of a piece of content, which fur-
ther affects information dissemination. Content that receives
more user engagements (e.g., likes, replies) is more likely to
be shown to other users’ news feeds (Twitter 2023).
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Figure 1: Example tweet and profiles.

Methodology

To answer our research questions, we conduct an online
study where participants examine three pieces of fake news,
along with three different types of social media profiles (pre-
sented as the senders of the tweets), using a within-subject
design. This means each participant will examine all three
profile types (and three pieces of fake news), in a random-
ized order. 1 We do not include real news or real profiles
because “using fake profiles to promote real news” or “us-
ing real profiles to promote real news” are not part of the
real-world threat model. We design our study around Twit-
ter because it has been one of the most targeted platforms
by disinformation campaigns (SSCI 2017). To minimize dis-
tracting factors, we focus on fake news related to COVID
because (1) it is an important global issue that affects all
people around the world and (2) it has also become a po-
larized topic targeted by disinformation (Hart, Chinn, and
Soroka 2020). During the study, participants answered ques-
tions about the accuracy of the tweeted information, their
engagement with the tweets, and the perceived fakeness of
the profiles. We also examine participants’ political views
and their prior knowledge of and experience with COVID.

Constructing User Profiles and Tweets

On Twitter, users can read tweets from their personal or pub-
lic news feeds. An example tweet is shown in Fig. 1 (a).
Upon reading a tweet, users may also click on the icon of
the tweet author to further examine the tweet author’s pro-
file (Fig. 1 (b)). Our study is mainly to emulate this process.

Profile Type Stimuli. We construct three profile types.
First, we generate deepfake-enabled profiles posing as jour-
nalists. This is motivated by a series of real-world campaigns
where journalist profiles with deepfake photos are used to
spread fake news (Banerjea 2022; Gleicher and Agranovich
2022; Anderson 2019; Nimmo et al. 2020). In the case of

1We chose to use a within-subject design to reduce the influ-
ences/errors associated with the individual participants’ differences
(e.g., their knowledge of and the ability to detect fake news). We
will discuss the limitation later in the paper.

COVID-19, it makes sense for these attackers to choose jour-
nalists as a preferred persona since journalists are commonly
perceived as reliable sources of information (Hayes, Singer,
and Ceppos 2007). Second, for comparison, we construct a
known type of fake profiles posing as health organizations
relevant to COVID-19 fake news. Health organizations, such
as CDC or WHO, use social media to push content to on-
line audiences. There were real-world campaigns that used
similar organization profiles to spread disinformation (Wong
2020; Marr 2020). Recent works have shown that organi-
zations (compared with individuals) are perceived as more
credible sources (Vraga and Bode 2017; Vraga, Bode, and
Tully 2022), and thus can serve as an up-to-date comparison
baseline. Third, as another baseline, we construct “simple-
fake” profiles that mimic automatically generated bots with
minimal profile information, which is also commonly ob-
served in practice (Thomas et al. 2013).

We want to emphasize that our goal is not to compare
deepfake content with non-deepfake content within a pro-
file. Instead, we focus on such emerging deepfake-enabled
personas observed in practice (as a whole), in comparison to
other well-known types of fake profiles. For brevity, in the
rest of the paper, we will use “deepfake profiles” to refer to
deepfake-enabled social personas or profiles.

Fig. 1 (b) shows an example profile for each group. Each
profile is constructed with (1) a text template (e.g., name,
Twitter handle, bio, link), and (2) a profile photo. Table 1
summarizes the constructed profiles. The full set of profile
screenshots and profile templates are available in our sup-
plementary materials (Ruffin et al. 2024).
(1) Deepfake Profiles: We create three profile templates
that pose as journalists. The names on the templates are
randomly chosen using name generation software (Works
2022). The Twitter handle and the link in the bio are formed
in relation to the names. The bio for each template is crafted
to sound generic but also mimic a reputable American jour-
nalist that follows COVID-related news. We use a deepfake
model (Photos 2019) to generate deepfake human faces as
profile photos. To minimize the potential biases introduced
by specific profile photos, we include a diverse set of pho-
tos: we use the deepfake model to randomly generate 16 im-



Figure 2: Study methodology (within-subject). We show the study process from a participant’s perspective.

Group Text Template Profile Photo Profiles

Deepfake 3 journalist 16 human faces 16
(2 genders ×
2 ages × 4 races)

Organization 3 health org. 3 org. logos 3

Simplefake 3 generic 0 profile photo 3

Table 1: Profile setups.

ages with a full combination of two gender groups (male and
female), two age groups (old and young) and four ethnicity
groups (Black, White, Asian, and Latino). The 16 photos are
randomly paired with the three profile templates to generate
16 profiles. We specifically make sure the gender displayed
on the photo matches that of the profile name.
(2) Organization Profiles: Given the context of COVID fake
news, we construct three organization profiles that pose as
organizations related to public health. We select three lo-
gos (Vecteezy 2022) as profile photos. The names are chosen
to sound general and yet related to public health. The Twitter
handles and links in the bio are formed in relation to the cho-
sen names. The bio information is crafted to sound generic
but authoritative with respect to COVID-related issues.
(3) Simplefake Profiles: We create three profile templates, all
of which have blank profile photos. The names on these pro-
files are randomly selected using the same name generation
software (Works 2022). The Twitter handles are formed ac-
cording to the selected name. The bio information for each
template is designed to mimic a generic bot profile that con-
tains grammatical errors or typos. These profiles do not con-
tain a link in the bio.

As shown above, for each profile condition, we create a
pool of slightly varied profiles, to reduce the risk of bias
toward one specific profile, in line with prior work (Kenny
et al. 2022). For all three profile conditions, we keep other
profile fields the same, e.g., location, and date of joining
Twitter. The location is chosen based on where we recruit
our participants (i.e., the United States). Finally, we set the
number of “following” and “followers” based on existing
measurement studies (Gurajala et al. 2016). The main con-
sideration is that fake profiles usually have a high following-
to-follower ratio. Simplefake has more “following” than
other profiles, to mimic a typical bot behavior.

Tweets: Fake News Stimuli. We first collect a sam-
ple of COVID-related fake news from fact-checking web-
sites including Snopes.com, PolitiFact.com and
FactCheck.org. From a collection of 40 pieces of fake
news articles, we select three stories that are recent and have
been verified to be false:
Tweet 1: “The Centers for Disease Control and Prevention
has amassed the largest collection of human DNA data in
history through COVID-19 PCR tests.” (Reyes 2022)
Tweet 2: “On Dec. 28, 2021, three days before her death,
Betty White said ‘Eat healthy and get all your vaccines. I
just got boosted today.”’ (Emery 2022)
Tweet 3: “There’s a positive correlation between higher
mask usage and COVID-19 deaths.” (Settles 2022)

Experimental Design

The experiment manipulates two variables: (1) whether a
profile is presented alongside the tweet; and (2) the type
of profile being presented, using a within-subject design. In
the following, we describe the study process from a par-
ticipants’ perspective using Fig. 2, and explain our design
choices. The detailed question list is available in the supple-
mentary materials (Ruffin et al. 2024).

Rating Tweets After a participant reads and signs the con-
sent form and a brief introduction to the study, the partici-
pant starts with step w of Fig. 2. The goal of this step is to
understand how the manipulated factors (i.e., the presence
of the profile and the type of the profile) influence users’ rat-
ing of the information accuracy of and engagement with the
presented news (tweets).

As shown in Fig. 2, one participant will examine three
tweets (Tweet 1, 2, and 3), and the tweets are randomly
paired with three profile types (deepfake, organization, and
simplefake). The participant first examines a page where
we only present the tweet (i.e., “without-profile” condition).
When presenting the tweet alone, we have blurred other ar-
eas (e.g., the tweet author’s photo) to control the influence of
other stimuli. This simulates the scenario where users only
browse tweets from the news feed (e.g., their personal feed)
without clicking on the tweet author’s profile.

After that, the participant moves to the next page, where
the tweet is presented alongside the tweet author’s profile
(i.e., “with profile” condition). On this page, all the areas
are unblurred. This process is within-subject, as it simulates



the process that a user first reads a tweet from the news feed
and then clicks on the tweet author’s icon to check out their
profile. Under both pages, participants answer the same set
of two questions (with minor wording changes, see below).

• Q1: Information accuracy. “On a scale from 1 to 5, af-
ter looking at this tweet [tweet and profile], how accurate
do you think it is?” The answer is recorded on a five-point
scale: very inaccurate (1), somewhat inaccurate (2), nei-
ther accurate nor inaccurate (3), somewhat accurate (4),
and very accurate (5).

• Q2: Engagement. “After looking at this tweet [tweet
and profile], in what way would you engage with it?”
As a single-choice question, the answer is recorded from
“no engagement”, “like”, “retweet”, “reply”, “external
share”, and “prefer not to say”.

After reviewing the first tweet and profile set, participants
will move on to repeat the procedure with two more tweet-
profile sets. To make sure a participant does not view any re-
peated profiles or tweets, we have ensured that (1) the three
profiles cover all three profile types and (2) the three news
stimuli are randomly paired with the three profile types. To
further reduce the influences of the ordering effect, we have
randomized the order in which the three types of profiles ap-
pear. Given a participant and one of the three profile types,
the profile is randomly selected from the profile pool for the
corresponding profile type to reduce bias. In summary, in
step w, each participant will go through six pages, i.e., with
the profile being present or absent for three profile types.

Rating Profiles After step w, this participant will move to
step x to further examine the three profiles (the same pro-
files used in step w). The order of the profile appearance is
randomized. They will answer one question for each profile:

• Q3: Profile authenticity. “On a scale from 1 to 5, does
this profile appear fake?”. We use a five-point scale: def-
initely fake (1), more fake than real (2), I’m not sure (3),
more real than fake (4), definitely real (5).

After that, we further ask the participant to rate the impor-
tant profile features (e.g., name, profile photo, bio) that have
affected their determination. We ask this question for each
profile after the participants rate the authenticity (Q3) of all
three profiles to avoid priming.

• Q4: Profile features. “Which profile feature(s) helped
you to determine whether or not the user shared accurate
news? (Check all that apply)”.

Exit Questions In the last step (step y), we collect de-
mographic information of the participant (age group, gen-
der, and education level) and ask additional questions about
their frequency of listening to COVID news, political views,
experience with Twitter, experience with photo editing soft-
ware, and COVID vaccination status. In addition, we mea-
sure the participant’s propensity of trust toward the infor-
mation on Twitter. Finally, to ensure the reliability of the
obtained data, we have one attention question where partici-
pants give open-ended answers describing their personal ex-
periences with fake profiles in everyday use of social media.

Follow-up Questions Added After Pilots We did a small
pilot run (N=20) before launching the actual study to val-
idate the overall survey design. By analyzing the data, we
observed an interesting phenomenon: some participants had
rated a tweet as very inaccurate or somewhat inaccurate but
still decided to engage the tweet in various ways. As such,
we added two additional questions to the main study pro-
tocol to understand the reasons behind user decisions. The
two questions are placed after participants complete step w

in Fig. 2 so that the questions would not affect their answers
to Q1 and Q2 (rating tweets).

• Q5: Recollection. “In this survey, have you rated any
tweets as Very/Somewhat Inaccurate and still decided to
Like, Reply, Retweet, or Share the inaccurate tweets?”.
This question prompts users to recall their decisions.

• Q6: Reason to engage. “If you answered ‘Yes, I have’
to the previous question, can you explain why?” This
question is open-ended.

Recruitment

We recruited participants from Prolific between July and Au-
gust 2022. We recruited participants from the U.S. who had
a Minimum Approval Rating of 95%. Participants’ results
were excluded if they failed to give a meaningful answer to
the attention check question (manually verified by the au-
thors). Out of 424 responses, only 7 were filtered. In total,
we had N=417 valid responses for the final version of the
study2. Overall, participants’ ages are between 18-50+ with
a median of 30-39 years old; 48.44% identified as male,
48.44% as female, and 3.12% as non-binary or other. The
survey takes a median of five minutes to complete, and each
participant is compensated $1.40 for their time.

Results

Perceived Information Accuracy

We start with RQ1 regarding the perceived accuracy of the
tweet. Recall that we have two manipulated factors: (1) pro-
file type and (2) whether the profile is presented alongside
the tweet (referred to as “presence of profile”). As shown in
Fig. 3, presenting the profile together with the tweet either
increases or decreases the mean value of the perceived tweet
accuracy rating, depending on the specific profile type.

To quantify the effect, we first construct an overall model
to capture both factors with an ANOVA test (Norman 2010).
We use a linear mixed-effects regression (or LMER) model

with the lme4 package in R (Bates et al. 2011). We choose
LMER (instead of linear regression) because LMER can
model random effects, allowing for non-independence be-
tween measured outcomes3 (Montgomery, Peck, and Vining

2Using G*Power (Faul et al. 2009), we run a post-hoc power
analysis for small effect size (Cohen’s f =0.1) with a 2×3 within-
subject design, and an alpha of 0.05, our sample (N=417) achieved
a power of 0.99.

3We specified the value for each option in the accuracy evalu-
ation (and later for authenticity evaluation too) and the space be-
tween scales is the same. Thus, we chose LMER rather than Cu-
mulative Link Mixed Models (or CLMM) for the analysis.



Figure 3: Perceived tweet accuracy rat-
ing: mean and standard error.

Figure 4: % of Participants who selected
“no engagement” towards the tweet.

Figure 5: Perceived profile authenticity
rating: mean and standard error.

Organization Deepfake Simplefake

Variable β p β p β p

Intercept -0.517 0.11 -0.527 0.089 -0.577 0.058

Presence of Profile (Reference = w/o Profile)
w/ Profile 0.278 <0.001*** 0.101 0.0175* -0.492 <0.001***

Table 2: Effect of the presence of profile on tweet accuracy. We build one LMER model for each profile type. For each LMER,
we compare the effect of showing profile (i.e., w/ profile) with not showing profile (i.e., w/o profile) on the perceived tweet
accuracy. Significance is denoted by *** (p < 0.001), ** (p < 0.01), and * (p < 0.05).

2001). In our case, we have repeated measurements (in terms
of participants and tweet messages), and thus this modeling
is most appropriate. We model the tweet accuracy rating as
the dependent variable and take the 2-way interaction be-
tween the two factors profile type and presence of profile as
the fixed effect. To account for the within-subject design and
the tweets used across conditions, we take the participant ID
and tweet ID as the random effect,4 which is similar to that
used in prior work (Pennycook et al. 2021).

ANOVA Results. Using this LMER model, we first report
the ANOVA results, including the F values and p values.
We report the degree of freedom with Satterthwaite approx-
imation. For the β slopes of mixed-effect analyses, we will
report them later during the post-hoc analysis. We assume
an α = 0.05 for significance in hypothesis testing for this
and the following sections (i.e., significant if p < 0.05).

The modeling results confirm the observed trend. First,
profile type has a significant effect on the perceived tweet
accuracy (F(2,2083) = 47.40, p < 0.001). Second, the pres-
ence of profile does not have a significant effect overall
(F(1,2083) < 1.0, p = 0.34), but the interaction result indi-
cates that this effect is significantly different under different
profile types (F(2,2083) = 35.30, p < 0.001).

Post-hoc Analysis. The ANOVA result motivates us to run
a post-hoc analysis to quantify the exact effect of the pres-
ence of profile under different profile types. The goal is to
reveal whether the presence of a profile has a significantly
positive or negative effect, for each of the profile types. Since
we are not comparing the relative differences between pro-
file types, for this analysis, we construct three LMER mod-

4Each participant has a unique user ID, and each tweet is as-
signed to a unique tweet ID. They were part of the repeated mea-
surements and thus treated as the random effect.

els, one for each profile type. The dependent variable is the
tweet accuracy rating, and the presence of profile is the fixed
effect. Participant ID and tweet ID are still random effects.
In Table 2, we present the estimates β (regression coeffi-
cients) and p values for each model. First, for “organization”
profiles, showing the profile alongside the tweet (compared
with showing the tweet alone) has significantly improved the
perceived tweet accuracy (β = 0.278, p < 0.001). As shown
in Fig. 3, the mean accuracy is increased from 2.48 to 2.76
with the profile present. Second, the presence of “deepfake”
profiles also has a positive and significant effect (β = 0.101,
p < 0.05). The mean increases from 2.47 to 2.57 when the
profile is present. Third, “simplefake” profiles have the op-
posite (negative) effect as they significantly decrease the per-
ceived tweet accuracy (β = −0.492, p < 0.001). The mean
accuracy decreases from 2.43 to 1.94. This also explains
why the presence of profile does not have a significant over-
all effect, since the effects under each profile type may can-
cel each other.

The result answers RQ1: the perceived tweet accuracy
is increased when a relevant/reputable profile (organization
or deepfake) is presented compared with showing the tweet
alone. However, the perceived accuracy decreases when the
presented profile is a simple bot profile. Such results are
in line with prior research showing a positive influence of
source credibility on persuasion (Petty and Cacioppo 1986).

User Engagement with Tweets

To investigate RQ2, we analyze user responses to the ques-
tion regarding their engagement method with the presented
tweet. Participants can choose one of the six options: “like”,
“reply”, “external share”, “retweet”, “no engagement”, and
“prefer not to say.” We conservatively coded “prefer not to
say (NTS)” to the negative category (i.e., no-engagement).



Organization Deepfake Simplefake

Variable β p β p β p

Intercept -14.287 <0.001*** -9.155 <0.001*** -9.055 <0.001***

Presence of Profile (Reference = w/o Profile)
w/ Profile 4.763 0.001*** 1.146 0.011* -2.404 <0.001***

Table 3: Effect of the presence of profile on engagement.

As shown in Fig. 4, over 80% of the participants across
all conditions chose “no engagement.” Comparing different
conditions, Fig. 4 shows that presenting profiles (compared
with showing tweets alone) either increases or decreases the
rate of no-engagement, depending on the profile type.

To quantify the effect, we run a similar model as be-
fore. For simplicity, we present users’ decisions as a bi-
nary variable with two possible values “engagement” (coded
as 1) and “no-engagement” (coded as 0). We evaluate this
as a binary variable because all engagement types (regard-
less of intention) can potentially increase the popularity of
the tweet on the platform (Twitter 2023). We construct a
logistic mixed-effects regression model using the user en-
gagement decision as the dependent variable. We choose
logic regression considering the binary nature of the de-
pendent variable. Similar to before, we take the 2-way in-
teraction between the two factors profile type and presence
of profile as the fixed effect and participant ID as the ran-
dom effect to account for the multiple measurements from
a participant. We have simplified the random effect struc-
ture (by excluding Tweet ID) since the more complex model
would not converge well even after we optimized the pa-
rameters using the all fit function (Singmann et al. 2015).
This may be a less accurate model, but it gives reliable re-
sults (Brown 2021). We find the main effects of profile type
(χ2

(2) = 10.68, p = 0.005) and its interaction with the pres-

ence of profile (χ2
(2) = 10.66, p = 0.005) are significant.

We perform the same post-hoc analysis using presence
of profile as the fixed effect. As shown in Table 3, the ef-
fect is similar to that of the perceived tweet accuracy. The
likelihood of users deciding to engage with the tweet is
significantly higher when presenting organization profiles
(β = 4.763, p = 0.001) compared with presenting the tweet
alone. This corresponds to the result in Fig. 4, which shows
the percentage of “engaging” participants increases from
11.43% to 19.18%. The same observation applies to deep-
fake profiles, which also increase the likelihood of engage-
ment (β = 1.146, p < 0.05). The percentage of participants
who chose to engage after seeing the profile increases from
14.15% to 17.27%. The effect is negative for simplefake
profiles as they decrease the likelihood of user engagement
(β = −2.404, p < 0.05). The percentage of engaging par-
ticipants decreases from 13.43% to 9.83%.

While “no engagement” is the most selected option, we
further analyze the other choices made by participants when
they decided to engage with the tweet. We find that “like”
was chosen the most across conditions (see the figures in
the supplementary materials for a detailed breakdown (Ruf-

fin et al. 2024)). For organization/deepfake profiles, when
a profile is presented, the percentage of participants that
chose “like” is also increasing, going from 5.76% to 9.59%,
and 5.04% to 6.71%, respectively). This is not true for sim-
plefake, which decreases from 5.28% to 3.80%. We also
compare the time that participants spent on answering Q1
and Q2. No statistical differences are obtained across condi-
tions except that participants spent a shorter time when they
viewed the tweet again with profile (β = −3.11, p = 0.005).

Overall, the results answer RQ2: the engagement of tweet
increases when a profile of authority (organization and deep-
fake) is presented, compared with showing the tweet alone.
However, engagement decreases when the presented profile
is a simple bot profile.

Why Do Users Engage Inaccurate Tweets?

During the engagement analysis, we observe an interesting
phenomenon: users may decide to like/reply/share/retweet
a tweet even if they believe the tweet is inaccurate. More
specifically, in step w, out of 417 participants, 54 (12.9%)
of them at least once decided to engage with the tweet that
they rated as “very inaccurate” or “somewhat inaccurate.” In
the previous analysis, we code user engagement decisions
into “engagement” and “no-engagement” for ease of anal-
ysis. Here, we provide a more in-depth analysis of differ-
ent engagement types and study the user motivations behind
their engagement decisions.

To understand why, in our survey, we first ask participants
to recall their accuracy decisions and engagement choice se-
lections (Q5) and then ask those who recalled their engaging
with disinformation to explain their reasons (Q6). Among
these 54 participants who engaged with inaccurate tweets
in step w, 37 (68.5%) correctly recalled their accuracy and
engagement decisions and answered Q6 to explain their rea-
sons. The remaining 17 (31.5%) couldn’t recall or believed
they didn’t do so and thus did not answer Q6. Surprisingly,
another 17 participants answered Q6 even though they did
not engage with inaccurate tweets (the number is also 17,
by incident), including 8 people who did not engage with
any tweet and 9 people who only engaged with tweets rated
“accurate.” In total, we got 54 responses from Q6. As a com-
parison, for participants who did not engage with inaccurate
tweet, most of them correctly recalled their decisions from
step w (242/251=96.4%).

We do a thematic analysis (Braun and Clarke 2012) to all
the 54 responses but mark the results from the participants
who made recall errors on engagement (8) or accuracy (9).
To develop a code book, two authors independently code the
responses (Strauss and Corbin 1997) in the opposite order.



Profile Authenticity Rating Tweet Accuracy Rating

Variable β p β p

Intercept 0.365 <0.001*** -0.427 0.101

Profile Type (Reference = Deepfake)
Organization -0.422 <0.001*** 0.188 0.009**
Simplefake -1.170 <0.001*** -0.641 <0.001***

Table 4: Effect of profile type. We construct a LMER model to compare the effect of different profile types on profile authenticity
(left). Then, we construct a similar LMER model to compare the effect of profile types on tweet accuracy rating (right).

The initial inter-coder agreement via Cohen’s Kappa is 0.86,
indicating a high agreement. Two coders and the remaining
authors resolve the four disagreed items to improve the code
book. Then the two coders use the updated code book to
analyze responses in opposite order again. We identify two
major themes and two extra themes, each of the themes in-
volves different user engagement actions.

Seek More Information. Twenty participants (37.0%, 1
made recall error on engagement and 2 on accuracy) ex-
plained that they seek further information, such as sources
from where the tweeted message comes, to verify the infor-
mation veracity. For example, P44 responded, “I replied to
one of them to ask why.” Moreover, P62 explained that “I
have liked some of the tweets I thought were inaccurate to
‘save them’ and go back to the tweet after doing my own
research/fact-checking.”

Refute Disinformation. 13 participants (24.1%, 1 made
recall error on accuracy) revealed that they actively refute
the false information either to let the poster know the truth
(e.g., “Sometimes you need to speak some sense into people
when they are incredibly wrong (P72).”) or to avoid dissemi-
nating false information among other people (e.g., “Because
if I see something so blatantly false I feel like I have to re-
ply a response that sows seed of doubt and hope that people
would think twice about false information (P323).”)

We also observe two extra themes in a small percentage
(about 8.4% on average) related to reasons for sharing in-
accurate tweets. First, five participants chose to share in or-
der to having fun. For example, P199 said, “I would share
them to Reddit to make fun of the inaccuracies” and P173
replied, “I thought the ‘CDC collecting human DNA’ was
very ‘conspiracy theory’ heavy so I marked that I would ex-
ternally share it to my sister who always likes a laugh at
conspiracies, but I would not have interacted with it at all in
the app in hopes to not boost [its] popularity.” Second, four
participants chose to share because they thought the tweets
were consistent with their beliefs (e.g., “Their idea[l] goes
along with my beliefs (P388).” And “There are certain topics
that I believe (they) are real and true. (P398)”). Such results
are not surprising since these four participants believed the
tweets were “accurate” initially.

Overall, the result suggests that users have diverse reasons
for liking, replying, or retweeting/sharing a tweet. Such ac-
tions should not be automatically treated as a signal of the
user agreeing with (or supporting) the message in the tweet.

Perceived Profile Authenticity

Next, we explore RQ3 regarding the perceived authenticity
(fake or real) of a profile.

Authenticity Rating. Fig. 5 shows that profiles of authority
(organization and deepfake) have a higher rating compared
with simplefake. To quantify the effect, we again construct
a LMER model where we take the authenticity rating as the
dependent variable and take profile type as the fixed effect.
To account for the within-subject design, we take participant
ID as the random effect. We use the “deepfake” condition as
the intercept (reference) because we are interested in com-
paring deepfake with other profile types.

The model confirms that the main effect of profile type
is significant (F(2,834) = 154.42, p < 0.001). As shown
in Table 4 (left), simplefake (2.19) is considered signifi-
cantly less real compared with deepfake (3.36, β = −1.170,
p < 0.001). Surprisingly, organization profiles (2.94) are
also considered to be less real compared with deepfake
(β = −0.422, p < 0.001).

This observation is slightly different from the profile ef-
fect on perceived tweet accuracy for RQ1. As shown in
Fig. 3, the mean value of the tweet accuracy rating for or-
ganization profiles (2.76, when the profile is presented) is
higher than that of the deepfake (2.57). To confirm the sig-
nificance, we again run LMER as a post-hoc analysis. We
take the tweet accuracy rating as the dependent variable and
the profile type as the fixed effect (tweet ID and partici-
pant ID as the random effect like before). The results are
shown in Table 4 (right). To make the result comparable,
we also use the “deepfake” condition as the reference. The
results confirm that when presenting organization profiles
with the tweet, the perceived tweet accuracy rating is signif-
icantly higher than the reference when presenting deepfake
profiles (β = 0.188, p < 0.01). We also observe that when
presenting the simplefake profiles with the tweet, the per-
ceived tweet accuracy rating is significantly lower than the
reference (β = −0.641, p < 0.001).

These analyses return two main findings. First, it answers
RQ3 that participants consider deepfake profiles to be more
real than other profile types. Second, we observe an interest-
ing difference between deepfake and organization profiles:
deepfake is considered more real than organization profiles,
but organization profiles are more effective in increasing the
perceived tweet accuracy compared with deepfake profiles.
We will further discuss this at the end of the paper.



Org. Count, % Deepfake Count, % Simplefake Count, %

Bio 272, 25% Bio 322, 32% Bio 307, 33%
Link 247, 23% Link 231, 23% Photo 233, 25%
Name 182, 17% Photo 168, 16% Tw Handle 114, 12%
Tw Handle 182, 17% Name 123,12% Name 96, 10%
Photo 133, 12% Tw Handle 123, 12% Link 83, 9%
others 81, 7% others 54, 5% others 92, 10%

Total 1097, 100% Total 1021, 100% Total 925, 100%

Table 5: Profile features that influence the information accuracy. Features are sorted based on participants’ selection.

Additionally, we noticed participants spent different time
evaluating fake profiles (F(2,2085) = 14.49, p < 0.001).
Compared to deepfake profiles, they spent a shorter time on
the simplefake profiles (β = −1.26, p < 0.001) and the or-
ganization profiles (β = −0.84, p < 0.001), respectively.

Influencing Factors. To address the second part of RQ3,
we asked participants to specify the factors they considered
when evaluating the profiles. Among the six options, more
than half of them selected “bio,” “links in profile,” and “pro-
file photo” across conditions (see Table 5). Although partic-
ipants examined “bio” the most regardless of profiles, Chi-
squared test showed that the selection ratios varied (χ2

(2) =

15.67, p < 0.001). Specifically, “organization” presented
a significant difference from “deepfake” (p < 0.001), and
“simplefake” (p < 0.05), respectively. While most partici-
pants also looked into “links in profile” for the organization
and deepfake profiles, they relied more on “profile photo”
(or the lack of photo) when evaluating simplefake profiles.

We also noticed that, when evaluating organization pro-
files, participants considered more features (a total of 1097)
compared to the other profiles, especially simplefake (925).
Also, all the features were more evenly selected for organi-
zation profiles (i.e., participants relied on relatively fewer
features for examining the deepfake and simplefake pro-
files). Combining this result with the profile authenticity
rating and time spent, the implication is that it is difficult
for participants to evaluate deepfake profiles, and they have
failed to detect the critical feature (e.g., profile photo, 16%)
for the deepfake evaluation.

Exploratory Analyses

We conducted an exploratory analysis to understand whether
individual differences (including political views, photo edit-
ing software experience, propensity to trust the informa-
tion on Twitter, and prior knowledge of and experience with
COVID) had an impact on the obtained results. We did not
obtain any extra statistically significant results due to the
added factors except the main effects of political views and
trust propensity. Due to the space limit, we put the details in
our supplementary materials (Ruffin et al. 2024).

Discussion and Conclusion

In this paper, we conduct an online study examining human
perceived information accuracy in fake news (RQ1) and en-
gagement with fake news (RQ2) as a function of the pres-
ence of a fake profile and the profile type (RQ3). Our results

show that the effect of a fake profile depends on the profile
type. When the tweets were presented along with the fake
profiles, participants decreased the information accuracy rat-
ing for the simplefake but increased their accuracy rating for
the organization and deepfake profiles. A similar effect is
observed for user engagement with the tweets. Comparing
deepfake with organization profiles, we found that deepfake
profiles were perceived to be more real than organization
profiles, while organization profiles have a higher impact
on increasing the perceived accuracy of their tweets. Below,
we discuss the possible reasons behind our observations and
their implications.

Fake Profiles and Fake News Are Associated but Dif-
ferent. In practice, deepfake profiles have been used in
the context of social engineering (Satter 2019) and dis-
information campaign (Banerjea 2022; FBI 2021; Nimmo
et al. 2019, 2020). Notably, our study provides empirical evi-
dence showing the significant impact of displaying such pro-
files (i.e., combining deepfake images with an insider/expert
persona) on participants’ accuracy rating of and engage-
ment with disinformation. Since we focus on such deepfake-
enabled profiles as a whole, we do not intend to attribute
this impact solely to the use of deepfake images. We be-
lieve that our work is just a preliminary step to exploring
the impact of deepfake-enabled personas in the context of
downstream attacks. Other elements of the profile can also
be generated using deepfake techniques. For instance, deep-
fake videos can be used as “evidence” to be shared together
with the fake news by the social media persona (Köbis,
Doležalová, and Soraperra 2021). In addition, models such
as ChatGTP (OpenAI 2022) and Bard (Pichai 2023) can
generate high-quality texts, which can be used to generate
profile bios and tweets, and even allow fake personas to
have a live chat with victim users. Future work may exam-
ine a deepfake orchestration combining different techniques,
which could result in more advanced attacks.

Another interesting observation is that deepfake-enabled
profiles’ impact (compared with organization profiles) var-
ied under different tasks. While participants’ perceived ac-
curacy rating of disinformation was more influenced by the
organization profile, they rated the deepfake profiles as more
real. One possible explanation is that human information
processing and the consequent performance are task depen-
dent (Monsell 1996). When the fake profile itself was pre-
sented, participants carefully examined the features embed-
ded within the profile (i.e., system 1, analytic) (Kahneman



2011) to assess profile authenticity. However, when the pro-
file was presented along with the tweet message, the partici-
pants’ primary goal was to evaluate the veracity of the tweet
message. Thus, the fake profile was secondary to their evalu-
ation (i.e., system 2, heuristic). They might have taken some
embedded features (e.g., relevant organizations or reputable
individuals) as heuristic cues (Gigerenzer and Gaissmaier
2011) to make the assessment, as suggested by the shorter
time when viewing tweets again with a profile. Therefore, to
have a comprehensive understanding of humans’ suscepti-
bility to deepfake and disinformation, we must consider eco-
logically representative tasks during the study design.

User-initiative Correction Can Lead to Implicit Informa-
tion Dissemination. Some participants decided to engage
with tweets even that they rated as very/somewhat inaccurate
in an attempt to verify or refute the disinformation. Such re-
sults are in line with recent work that shows user-initiated
correction of COVID-19 false information played a large
role in social media platform (Bode and Vraga 2021). Also,
our results point out the nuanced challenges of such user-
initiative correction, that is, users may have unintentionally
disseminated the information when interacting with or at-
tempting to correct the false information.

For example, one participant “liked” a tweet to save the
tweet to their profile (so that they can easily find it after
seeking external verification of the information). However,
currently liking a tweet would also increase the perceived
popularity of the tweet, contributing to its dissemination.
Nevertheless, the correction initiators (e.g., users) might not
have been aware of such unexpected consequences. To fa-
cilitate more effective user-initiated correction, lightweight
interventions on social media platforms can be considered.
For example, when online users attempt to reply to a piece of
a false story, the platforms could present a pop-up screen to
inform the possible propagation of disinformation through
such engagement. Meanwhile, the platforms could recom-
mend alternative actions (e.g., private communication) to
mitigate the risks. However, the proposed solutions require
more research to examine before potential implementation.

Countermeasures: Combining Deepfake Detection with
User Intervention To defend against this threat, we be-
lieve that technical solutions such as automated detection
methods should be the front line of deepfake defense. So-
cial media platforms should try to detect deepfake-enabled
profiles to prevent them from reaching online users. For ex-
ample, recognizing this threat, LinkedIn recently announced
that they are using deepfake detection models to screen
the profile photos of newly registered accounts (Rodriguez
2022). However, deepfakes are constantly and rapidly evolv-
ing (Hussain et al. 2021; Mirsky and Lee 2021), and existing
automated detection methods may not be able to prevent all
deepfake-based profiles from reaching end users. This is also
evidenced by the fact that many fake accounts have bypassed
such detection (Krebs 2022).

As such, it is also necessary to equip online users with
the appropriate knowledge and skills to recognize deepfake
profiles. Possible interventions include user training or dis-
playing warnings on suspicious content. Previous studies
have trained participants to examine different deepfake ar-

tifacts and found that the training improved participants’ de-
tection rate of deepfake photos/videos (Mink et al. 2022;
Tahir et al. 2021). Yet both studies also reported an “implied
fake” effect for the real photos or videos (e.g., people are
more likely to accuse real photos as fake after training), rais-
ing the challenges of designing effective training strategies.
Recently, researchers also revealed different susceptibilities
of algorithm-based deepfake detection (e.g., informed by
perceptual properties) and human-based detection (e.g., in-
formed by contextual information) (Groh et al. 2022; Kor-
shunov and Marcel 2021). Thus, future work could consider
the integration of technical- and human-aspect solutions for
deepfake detection and mitigation.

Choice of Fake News Topic. A limitation of our study is
that we only examined fake news related to COVID-19. We
chose this topic because it is an important global issue that
has affected people around the world and it has been a po-
larized topic targeted by disinformation (Hart, Chinn, and
Soroka 2020). Also, deepfake-enabled profiles were found
in COVID-19-related disinformation campaigns. For exam-
ple, Facebook identified deepfake-enabled accounts used
to promote false narratives about the origins of COVID-
19 (Lyons 2021). Another related concern is that partici-
pants’ prior knowledge of COVID-19 and related news may
have influenced our results; however, we did not find sta-
tistically significant influences from these factors (see sup-
plementary materials (Ruffin et al. 2024)). Future work can
extend our study methodology to study the impact of fake
personas in spreading disinformation on other news topics.

Other Limitations. First, interval validity. To control the
stimuli during the study, we only presented one tweet for
each profile, and the tweets were focused on three pieces
of fake news (without including truthful news). Future work
may consider including more historical tweets in a profile to
study their impact. Moreover, to control for participants’ in-
dividual differences, we chose a within-subject design where
each participant reviewed all three pieces of news and three
types of profiles. It’s possible participants may have antic-
ipated the second/third rounds of stimuli viewing after the
first round and thus paid more/less attention. To counter
this ordering effect, we have randomized the order in which
participants viewed the tweets and profiles to reduce the
bias. Furthermore, in our study, we asked users questions
about the information accuracy of the news, which may have
primed users to check the news more carefully than they
would do otherwise (Pennycook et al. 2021). This effect is
applied to all experiment conditions and thus is unlikely to
affect our conclusion.

Second, external validity. Our study is focused on the
Twitter platform and COVID-19. Further research is needed
to explore whether the findings generalize to other social
media platforms and other new topics. Third, ecological va-
lidity. We presented participants with mock-up interfaces.
Although we tried to make the stimuli as tangible as pos-
sible, they might have offered different experiences to the
participants. Fourth, our study is focused on users from
the United States (so that they are familiar with the sub-
jects/topics of the selected fake news). Further studies are
needed to explore how the results generalize to news and



participants from other regions of the world. Fifth, our par-
ticipants were recruited from Prolific online (Tang, Birrell,
and Lerner 2022). Users recruited online may not be rep-
resentative of the general U.S. population (e.g., skewed to
younger and more educated populations) (Redmiles, Kross,
and Mazurek 2019; Kang et al. 2014).

Broader Perspective, Ethics and Competing Interests.
Our study was reviewed and approved by our Institutional
Review Board (IRB). We asked for informed consent from
participants at the beginning of the study. We did not col-
lect personally identifiable information (PII) from the par-
ticipants. Participants can withdraw their data at any time
after completing the survey. While our study involves show-
ing fake news to users, we believe the potential risk is min-
imal, as a recent study shows that misinformation research
studies in general do not significantly increase participants’
long-term susceptibility to misinformation used in the exper-
iments (Murphy et al. 2020). In the meantime, the benefit of
the study is to provide a deeper understanding of the impact
of fake social personas in disinformation campaigns, and re-
sults can help to inform effective countermeasures. The ben-
efit outweighs the potential risk.
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