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Abstract— The focus of this brief is behavior modeling for
pilots of unmanned aerial systems. The pilot is assumed to
make decisions that optimize an unknown cost functional. The
cost functional is estimated from observed trajectories using
a novel inverse reinforcement learning (IRL) framework. The
resulting IRL problem often admits multiple solutions. In this
brief, a recently developed IRL observer is adapted to the pilot
behavior modeling problem. The observer is shown to converge to
one of the equivalent solutions of the corresponding IRL problem.
The developed technique is implemented on a quadcopter where
the pilot is a surrogate linear-quadratic controller that generates
velocity commands for set-point regulation of the quadcopter.
Experimental results demonstrate the ability of the developed
method to learn equivalent cost functionals.

Index Terms— Inverse optimal control, inverse reinforcement
learning (IRL), pilot behavior modeling.

I. INTRODUCTION

GIVEN the widespread use of small unmanned aerial
systems (sUASs), quadcopters in particular, the need to

manage flights efficiently at low altitudes arises as that airspace
is cluttered and turbulent. Cooperative piloting is necessary for
the guidance of these quadcopters to prevent air-to-air and air-
to-obstacle collisions. Piloting a small quadcopter in a windy
and obstacle-laden environment is a difficult task for pilots to
manage without assistance. We envision a pilot-assist system
that recommends paths to the pilots that are personalized
to suit their preferences and skill levels. To develop such
a system, pilot performance is modeled in terms of a cost
functional that is learned by analyzing the control inputs of the
pilot. The learned cost functional can then be paired with the
existing optimal control techniques to generate personalized
path/trajectory recommendations. Such optimization is not
discussed in this brief; this study exclusively focuses on
the cost functional estimation component of the envisioned
recommendation system.

Taking inspiration from [1], [2], and [3], we hypothesize
that the skill level and the preferences of a quadcopter pilot are
encoded in a cost functional. We then model the pilot-aircraft
system as an optimal control problem and aim to recover the
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said cost functional using flight logs that record the commands
of the pilot and the resulting trajectories of the quadcopter.

Inverse reinforcement learning (IRL) is a popular tool for
obtaining the cost functional of an expert by measuring their
input commands and the resulting behavior of the controlled
system. IRL methods, such as [4], [5], [6], [7], [8], [9], [10],
[11], [12], [13], [14], [15], [16], and [17], are developed
under the assumption that the decisions of the said expert
are optimal or near optimal with respect to the unknown
cost functional. A general characteristic of such methods is
that they require multiple trajectories and are computationally
complex, making them unsuitable for online, real-time imple-
mentation. To address the IRL problem in a real-time and
online setting, methods, such as [18], [19], [20], and [21], have
been developed. These methods are typically model-based and
use a single continuous trajectory to learn the cost functional of
an expert. A notable result is obtained in [22], where an online
and model-free approach is developed that utilizes a neural net-
work to solve the IRL problem in the presence of adversarial.
However, this method only identifies the state penalty matrix
and is unable to identify the control penalty matrix.

This brief is focused on the development of an IRL formu-
lation of the pilot modeling problem and an adaptation of the
of the regularized history stack observer (RHSO) developed
in [23] to solve the resulting IRL problem. It is shown in [24]
that IRL problems that have a product structure have multiple
linearly independent solutions. Since the linearized model of a
quadcopter decouples lateral and longitudinal dynamics, it has
a product structure. As a result, implementation of IRL to
estimate cost functionals of quadcopter pilots requires meth-
ods that are suited for IRL problems with multiple linearly
independent solutions.

The method developed in [23] is an online IRL method that
is capable of identifying the true cost functional of the pilot,
up to a scaling factor, if the IRL problem has a unique (up
to a scaling factor) solution, and an equivalent solution (that
is, a cost functional that results in the same feedback matrix
as the expert), if the IRL problem admits multiple linearly
independent solutions. The key contribution of this brief is a
reformulation of the pilot behavior modeling problem in the
framework of IRL, where the control inputs of the pilot are
velocity commands that are executed by an onboard autopilot.
The reformulation allows for the use of the IRL method
developed in [23], with minimal modification, to estimate a
cost functional that models the performance of the pilot.

II. INVERSE REINFORCEMENT LEARNING

This section describes the IRL algorithm used to estimate a
cost functional that is equivalent to the cost functional of the

1063-6536 © 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 

Authorized licensed use limited to: Rushikesh Kamalapurkar. Downloaded on August 05,2024 at 16:09:53 UTC from IEEE Xplore.  Restrictions apply. 

https://orcid.org/0009-0008-6184-2419
https://orcid.org/0000-0001-9963-5361


2 IEEE TRANSACTIONS ON CONTROL SYSTEMS TECHNOLOGY

pilot. The algorithm is similar to [23], with minor modifica-
tions to account for availability of full state measurements. The
pilot-controlled system is assumed to be a linear time-invariant
system of the form

Ẋ (t) = AX + BU (1)

where X ∈ R12 is the state, U ∈ R4 is the control input,
A ∈ R12×12 is the system matrix, and B ∈ R12×4 is the control
effectiveness matrix. Motivated by [1], [2], and [3], the pilot
is assumed to employ an optimal controller that minimizes the
cost functional

J (X0,U (·)) =

∫
∞

0

(
X (t)⊤ Q X (t)+ U (t)⊤ RU (t)

)
dt

(2)

where X (·) denotes the system trajectory under the control
signal U (·), starting from the initial condition X0, Q ∈ R12×12

is an unknown positive semidefinite matrix, and R ∈ R4×4 is
an unknown positive-definite matrix.

Assumption 1: The pair (A, B) is stabilizable, and
(A,

√
Q) is detectable.

Stabilizability of (A, B) and detectability of (A,
√

Q) are
needed for the optimal controller to exist. Linearized models
of quadrotors, including the one used in the experiments
presented in Section IV, are stabilizable. In particular, the
Popov–Belevitch–Hautus (PBH) test in [25, Th. 14.3] can be
used to show that the pilot model developed in Section III
satisfies the stabilizability condition in Assumption 1. In the
experiments, the pilot is assumed to penalize translational
position errors and heading errors, and the resulting pair
(A,

√
Q) is shown to satisfy the detectability condition.

The algebraic Riccati equation (ARE)

A⊤S + S A − SBR−1 B⊤S + Q = 0 (3)

of the optimal control problem described by (1) and (2) can be
solved to yield the optimal policy of the pilot, given by u =

−KEPx , where KEP = R−1 B⊤S. The objective is to estimate
the unknown matrices Q and R online and in real time using
the known system matrices, A and B, and measurements of
X and U .

The IRL problem, as formulated above, is ill-posed in
general. That is, given A, B, and measurements of X and
U , there can be infinitely many linearly independent triplets
(Q, R, S), with respect to which the measured state and
control signals are optimal. In particular, the linear system
in the pilot modeling problem [see (24)] is comprised of two
decoupled systems. If the penalty matrices Q and R are also
decoupled, for example, diagonal, then the corresponding IRL
problem can be shown to admit multiple linearly independent
solutions [24].

To formulate a well-posed problem, an equivalent solution
is sought according to the following definition.

Definition 1 [23]: Given ϖ ≥ 0, a triplet (Q̂, Ŝ, R̂) is called
an ϖ -equivalent solution of the IRL problem if∥∥∥A⊤ Ŝ + Ŝ A − ŜB R̂−1 B⊤ Ŝ + Q̂

∥∥∥ ≤ ϖ

and optimization of the performance index J , with Q = Q̂
and R = R̂, results in a feedback matrix, K̂ p := R̂−1 B⊤ Ŝ,
that satisfies ∥∥∥K̂ p − KEP

∥∥∥ ≤ ϖ.

A. Regularized History Stack Observer
The following development is a special case of the RHSO

developed in [23], where the system state is measurable. In the
experiment, state estimates generated by an on-board Kalman
filter are utilized.

If Assumption 1 is met and if the state and control tra-
jectories, X (·) and U (·), respectively, of the quadcopter, are
optimal with respect to the cost functional in (2), then there
exists a matrix S, such that the matrices Q, R, A, B, and S
satisfy the Hamilton–Jacobi–Bellman (HJB) equation

X⊤ (t)
(

A⊤S + S A − SBR−1 B⊤S + Q
)

X (t) = 0 (4)

and the optimal control equation

U (t) = −R−1 B⊤SX (t) (5)

for all t ∈ R≥0.
Given measurements of the state, X , control signal, U , and

estimates Q̂, R̂, and Ŝ of Q, R, and S, respectively, (4) and (5)
can be used to develop an equivalence metric that evaluates
to zero if the estimates constitute an equivalent solution.
Furthermore, if a collection of measurements of X and U meet
the data-sufficiency conditions outlined in Definition 2, then
satisfaction of (4) and (5) for all measurements can be shown
to result in a ϖ -equivalent solution with ϖ = 0 (see the proof
of Corollary 1).

Since scaling of a cost functional results in another equiv-
alent cost functional, equivalent cost functionals can only be
identified up to a scaling factor. To fix the scale, the (1, 1)
element of R̂, denoted by r1, is selected to be equal to
one. In particular, the RHSO generates an equivalent solution
(Q̂, R̂, Ŝ) of the IRL problem using

˙̂W = KW6
⊤

(
6u −6Ŵ

)
(6)

where KW is a symmetric positive-definite learning gain
matrix. To facilitate a comparison with the HSO in [18],
we select KW = (6⊤6 + ϵ I )−1. When ϵ = 0, the RHSO
reduces to the HSO. In (6), Ŵ = [Ŵ⊤

S , Ŵ⊤

Q , (Ŵ
−

R )
⊤
]
⊤, where

ŴS ∈ R78, ŴQ ∈ R78, and ŴR ∈ R10 are weights that
satisfy (ŴS)

⊤σS(X) = X⊤ ŜX , (ŴQ)
⊤σQ(X) = X⊤ Q̂ X ,

(ŴR)
⊤σR1(U ) = U⊤ R̂U , and σR2(U )ŴR = R̂U , respec-

tively, and the vector Ŵ−

R is a copy of ŴR with the first
element, r1, removed. The basis functions are given by

σS (X) = σQ (X)

:=

[
X2

1, 2X1 X2, 2X1 X3, . . . , 2X1 X12 X2
2, 2X2 X3,

2X2 X4, . . . , X2
11, . . . , 2X11 X12, X2

12

]⊤
(7)

σR1 (U ) :=
[
U 2

1 , 2U1U2, 2U1U3, 2U1U4,U 2
2 , 2U2U3,

2U2U4,U 2
3 , 2U3U4,U 2

4

]⊤
(8)

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 

Authorized licensed use limited to: Rushikesh Kamalapurkar. Downloaded on August 05,2024 at 16:09:53 UTC from IEEE Xplore.  Restrictions apply. 



IEEE TRANSACTIONS ON CONTROL SYSTEMS TECHNOLOGY 3

and

σR2 (U ) =


U⊤ 01×3 01×2 0

U1e2,4
(
U⊤

)(−1) 01×2 0
U1e3,4 U2e2,3

(
U⊤

)(−2) 0
U1e4,4 U2e3,3 U3e2,2 U4

 (9)

where U (− j) denotes the vector U with the first j elements
removed and ei, j denotes a row vector of size j , with a one
in the i th position and zeros everywhere else. The matrices
6 ∈ R165N×165 and 6u ∈ R165N , referred to collectively as
the history stack, are constructed as follows:

6 :=


σδ (X (t1) ,U (t1))
σ1u (X (t1) ,U (t1))

...

σδ (X (tN ) ,U (tN ))

σ1u (X (tN ) ,U (tN ))

 , 6u :=



−U 2
1 (t1) r1

−2U1 (t1) r1
0m−1×1

...

−U 2
1 (tN ) r1

−2U1 (tN ) r1
0m−1×1


where N is the number of time instances selected for storage,
and the functions σδ and σ1u are given by
σδ (X,U )

=

[
(AX + BU )⊤ (∇XσS (X))⊤

(
σQ (X)

)⊤ (
σ−

R1 (U )
)⊤]
(10)

and
σ1u (X,U ) =

[
B⊤ (∇xσS (X))⊤ 04×78 2σ−

R2 (U )
]

(11)

where σ−

R2 is a copy of σR2 with the first column removed
and σ−

R1 is a copy of σR1 with the first element removed.
Corollary 1, which guarantees convergence of (6) to an

equivalent solution, relies on the error metric 1 := 6u −6Ŵ
and its time derivative

1̇ = −6KW6
⊤1 (12)

along with the following data informativity condition adopted
from [23].

Definition 2: The signal (X,U ) is called finitely informa-
tive (FI) if there exists a time instance T > 0, such that for
some {t1, t2, . . . , tN } ⊂ [0, T ]

Span {X (ti )}N
i=1 = Rn,

Span
{

X (ti ) X (ti )⊤
}N

i=1
=

{
Z ∈ Rn×n

|Z = Z⊤

}
, and

6u ∈ Range (6) . (13)

In addition, for a given ϵ > 0, if min{eig(χχ⊤)} > ϵ

and min{eig(Z Z⊤)} > ϵ, where χ := [X (t1), . . . , X (tN )],
Z := [uvec(X (t1)X⊤(t1)), . . . , uvec(X (tN )X⊤(tN ))] ∈

R(n(n+1)/2)×N , and uvec(X (ti )X⊤(ti )) ∈ R(n(n+1)/2) denotes
vectorization of the upper triangular elements of the symmetric
matrix X (ti )X⊤(ti ) ∈ Rn×n , then (X,U ) is called ϵ-FI.

To implement the developed observer, a method to select
the time instances t1, . . . , tN is needed. The convergence result
summarized in Corollary 1 relies on the existence of a time
instance T ≥ 0, such that the three conditions in Definition 2
are met. As such, any data selection algorithm that ensures the
satisfaction of those three conditions can be used to implement
the developed observer. In this brief, a data selection method
that minimizes the condition number of KW = 6⊤6 + ϵ I

is utilized. Minimization of the condition number of 6⊤6 +

ϵ I improves the accuracy of matrix inversion in the update
law (6) and improves the convergence rate of 1 in (12).

The matrices 6u and 6 contained in the history stack are
recorded at specific time instances according to the following
procedure. Both matrices are initialized as zero matrices. Data
are then added to the matrices at a user-selected sampling
interval until they are filled. Then, a condition number min-
imization algorithm similar to [26] is used to replace old
data with new data, where replacement is carried out only
if the post-replacement condition number of 6⊤6 + ϵ I is
lower than its pre-replacement condition number. Due to the
replacement procedure, the time instances ti corresponding
to data stored in the history stack are piecewise constant
functions of time.

Corollary 1: If the state and control signals X (·) and U (·)
are ϵ-FI, for some ϵ > 0 and if there exist a constant
0 ≤ R <∞, such that the matrix R̂(t), extracted from Ŵ (t),
is invertible with ∥R̂−1(t)∥ ≤ R for all t ≥ T , where T is
the time instance introduced in Definition 2, then the matrices
Q̂, Ŝ, and R̂, extracted from Ŵ , converge to a 0-equivalent
solution of the IRL problem.

Proof: The proof, included here for completeness, is a
slight modification of the proof of [23, Ths. 7 and 10].
Applying [23, Th. 7] with K4 = I , it can be concluded that
along the solutions of (6), limt→∞1(t) = 0. Note that the
error metric 1 can be expressed using the basis functions
in (9), (10), and (11) as

1 =


σ ′
δ (X (t1 (t)) ,U (t1 (t)))

σ ′
1u
(X (t1 (t)) ,U (t1 (t)))

...

σ ′
δ (X (tN (t)) ,U (tN (t)))

σ ′
1u
(X (tN (t)) ,U (tN (t)))

 Ŵ ′

where Ŵ ′
:=

[
Ŵ⊤

S Ŵ⊤

Q Ŵ⊤

R

]⊤
,

σ ′
1u
(X,U ) =

[
B⊤ (∇xσS (X))⊤ 04×78 2σR2 (U )

]
,

and
σ ′
δ (X,U )

=

[
(AX + BU )⊤ (∇XσS (X))⊤

(
σQ (X)

)⊤
(σR1 (U ))⊤

]
.

Using the fact that σ ′
1u
(X (ti (t)),U (ti (t)))Ŵ ′(t) =

R̂(t)K̃ P (t)X (ti (t)), where K̃ P (t) := K̂ p(t) − KEP, it can be
concluded that∥∥∥K̃ P (t) X (ti (t))

∥∥∥
≤

∥∥∥R̂−1 (t) σ ′
1u
(X (ti (t)) ,U (ti (t))) Ŵ ′ (t)

∥∥∥ . (14)

Given any ϖ > 0, if min{eig(χ(t)χ(t)⊤)} > ϵ,
then there exists c > 0, independent of t , such that
∥K̃ P (t)X (ti (t))∥ ≤ (ϖ/c), for all i = 1, . . . , N , implies
∥K̃ P (t)∥ ≤ ϖ . Select T large enough such that for all
t ≥ T , ∥1(t)∥ ≤ ϖ/(2cR). Then, for all i = 1, . . . , N ,
∥σ ′
1u
(X (ti (t)),U (ti (t)))Ŵ ′(t)∥ ≤ ϖ/(cR), which implies

∥R̂−1(t)σ ′
1u
(X (ti (t)),U (ti (t)))Ŵ ′(t)∥ ≤ ϖ/(2c). From (14),

it follows that ∥K̃ P (t)X (ti (t))∥ ≤ (ϖ/c), and as a result,
∥K̃ P (t)∥ ≤ ϖ . Since ϖ was arbitrary, limt→∞ K̂ p(t) = KEP.
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The function σ ′
δ can be expressed as

σ ′
δ (X (ti (t)) ,U (ti (t))) Ŵ ′ (t)

= X⊤ (ti (t)) M̂ X (ti (t))+ g
(

K̂ p (t) , KEP

)
(15)

where the function g satisfies1 g = O(∥K̃ P (t)∥) and

M̂ (t)=
(
A⊤ Ŝ (t)+ Ŝ (t) A− Ŝ (t) B R̂−1 (t) B⊤ Ŝ (t)+ Q̂ (t)

)
.

Using the triangle inequality∣∣∣X⊤ (ti (t)) M̂ (t) X (ti (t))
∣∣∣

≤

∣∣∣σ ′
δ (X (ti (t)) ,U (ti (t))) Ŵ ′

∣∣∣ + ∣∣∣g (
K̂ p (t) , KEP

)∣∣∣ .
(16)

Since limt→∞ K̂ p(t) = KEP, limt→∞1(t) = 0, and
|σ ′
δ(X (ti (t)),U (ti (t)))Ŵ

′
| ≤ ∥1(t)∥, given any ε > 0, the

bound in (16) implies that there exists T ≥ 0, such that for all
t ≥ T and for all i = 1, . . . , N , |X⊤(ti (t))M̂(t)X (ti (t))| ≤ ε.

Similar to the proof of [23, Corollary 10],
if min{eig(Z(t)(Z(t))⊤)} > ϵ,∀t ≥ T , then given ϖ > 0, one
can construct an ε > 0, such that |X⊤(ti (t))M̂(t)X (ti (t))| ≤ ε,
for all i = 1, . . . , N , implies that ∥M̂(t)∥ ≤ ϖ . Therefore,
limt→∞ ∥M̂(t)∥ = 0, which completes the proof of the
corollary.

III. FORMULATION OF THE PILOT PERFORMANCE
MODELING PROBLEM IN AN IRL FRAMEWORK

A. Problem Statement

This study concerns a quadcopter sUAS with an onboard
autopilot being flown by a human pilot via desired velocity
commands. That is, from the perspective of the human pilot,
the control input is the desired linear velocities of the quad-
copter and the desired yaw rate. The human pilot is asked to
regulate the aircraft to the origin, starting from a nonzero initial
condition. The objective is to find a best-fit cost functional,
such that a controller that optimizes the cost functional results
in trajectories that are similar to those observed under human
control.

In this proof-of-concept study, we assume that the human
pilot can observe the full state of the quadcopter, and the
experimental study utilizes supervisory LQR controllers as
surrogates in lieu of human pilots. The control commands sent
to the aircraft by the LQR surrogates, along with the full state
of the quadcopter, are used to learn the cost functional of
the surrogate pilot using the RHSO. Since the IRL problem
formulated in this section admits multiple solutions, we seek
an equivalent cost functional, according to Definition 1.

B. Quadcopter Model

To implement the developed model-based IRL method,
a linearized quadcopter model, with velocity commands as
the input, and the actual position, velocity, orientation, and
angular velocity as the output, needs to be developed. Such
a model depends on the autopilot being used to stabilize the
aircraft, and as such, knowledge of the autopilot algorithm is

1For a positive function g, f = O(g) if there exists a constant M such
that ∥ f (x)∥ ≤ Mg(x),∀x .

required to complete the model. Note that identification of the
autopilot is not the focus of this study. We assume that the
autopilot is able to track the commanded velocities and aim
to model the cost functional of the surrogate LQR pilot that
generates velocity commands.

The model used in this study closely follows the
development in [27], [28], and [29]. The state variables of
the model are

X :=
[
x, y, z, ẋ, ẏ, ż, φ, θ, ψ, φ̇, θ̇ , ψ̇

]⊤
where x , y, and z are the translational positions; ẋ , ẏ, and ż
are the translational velocities; φ, θ , and ψ are the roll, pitch,
and yaw angular positions, respectively; and φ̇, θ̇ , and ψ̇ are
the roll, pitch, and yaw rates, respectively. The control input
is given by

U :=
[
ẋd , ẏd , żd , ψ̇d

]⊤
where ẋd , ẏd , and żd are the desired translational velocities
and ψ̇d as the desired yaw rate. The translational dynamics
of a quadcopter are described in the north, east, and down
(NED) coordinate frame by [27]

m

ẍ
ÿ
z̈

 =

 0
0

mg

 + RM

 0
0

−F

 − kt

ẋ
ẏ
ż

 (17)

where kt is the aerodynamic drag, m is the mass, g is the
acceleration due to gravity, and RM is the rotational matrix
where small angle approximations result in

RM =

 1 φθ − ψ θ + φψ

ψ φθψ + 1 θψ − φ

−θ φ 1

 . (18)

The thrust, F , applied by the autopilot is a proportional
controller

F = mg + mkp13 (ż − żd) . (19)

The rotational motion of the quadcopter is described by [29]
and [28]

φ̈ Ixx = θ̇ ψ̇
(
Iyy − Izz

)
+ lτ1,

θ̈ Iyy = φ̇ψ̇ (Izz − Ixx )+ lτ2, and

ψ̈ Izz = θ̇ φ̇
(
Ixx − Iyy

)
+ τ3 (20)

where Ixx , Iyy , and Izz are the moments of inertia, and τ1,
τ2, and τ3 are torques designed as

τ1 = kp21 (φd − φ)− kd1 φ̇,

τ2 = kp22 (θd − θ)− kd2 θ̇ , and

τ3 = kd3

(
ψ̇d − ψ̇

)
. (21)

The desired angles φd and θd commanded by the autopilot
are given by[
θd
φd

]

=

 arctan
(

kp12 (ẏd − ẏ) sinψ + kp11 (ẋd − ẋ) cosψ
g + kp13 (żd − ż)

)
arctan

(
cos θd

kp11 (ẋd− ẋ) sinψ−kp12 (ẏd− ẏ) cosψ
g + kp13 (żd − ż)

)


(22)
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Fig. 1. Block diagram that summarizes the developed RHSO framework for
pilot behavior modeling.

where kp11 , kp12 , kp13 , kp21 , kp22 , kd1 , kd2 , and kd3 are control
gains of the autopilot. The desired angles are simplified using
the small angle approximation and a linear approximation of
the inverse tangent function [30] to yield

θd =
π

4

(
kp12 (ẏd − ẏ) ψ + kp11 (ẋd − ẋ)

g + kp13 (żd − ż)

)
and

φd =
π

4

(
kp11 (ẋd − ẋ) ψ − kp12 (ẏd − ẏ)

g + kp13 (żd − ż)

)
. (23)

Linearizing (17) and (20) about the origin, while using (19),
(21), and (23), yields the linear system

ẍ = −gθ −
kt

m
ẋ,

ÿ = gφ −
kt

m
ẏ,

z̈ = kp13 (żd − ż)−
kt

m
ż,

φ̈ =
b1πkp21kp12 (ẏ − ẏd)

4g
− b1kd1 φ̇ − b1kp21φ,

θ̈ =
b2πkp22kp11 (ẋd − ẋ)

4g
− b2kd2 θ̇ − b2kp22θ, and

ψ̈ = b3kd3

(
ψ̇d − ψ̇

)
(24)

where b1 = (l/Ixx ), b2 = (l/Iyy), b3 = (1/Izz), and l is the
length of the quadcopter arm.

As shown in Fig. 1, given measurements of the state
variables, i.e., translational positions [x, y, z], translational
velocities [ẋ, ẏ, ż], angular positions [φ, θ, ψ], angular veloc-
ities [φ̇, θ̇ , ψ̇], and the control variables, i.e., the desired
velocities [ẋd , ẏd , żd ] and yaw rate [ψ̇d ] commanded by the
surrogate LQR pilot, we aim to find an equivalent solution
(Q̂, Ŝ, R̂) of the IRL problem according to Definition 1.
The developed RHSO algorithm for IRL is summarized in
Algorithm 1.

IV. EXPERIMENTS

Experimental results obtained using the developed RHSO,
implemented on a quadcopter, are presented in this section.
The pilot is assumed to be a surrogate LQR controller that
mimics velocity commands sent by a remote controller to
a quadcopter. The velocity commands are treated as desired
velocities that are executed by the onboard autopilot. The
pilot behavior modeling problem is reformulated as an IRL
problem, and the ability of the developed IRL method to learn

Algorithm 1 One Time Step of the RHSO Algorithm. In the
Algorithm, 6i and 6i

u Denote the i th Block of 165 Rows

of 6 and 6u , Respectively, s(t) =
[
σδ (X (t),U (t))
σ1u (X (t),U (t))

]
, and

su(t) =

−U 2
1 (t)r1

−2U1(t)r1
0m−1×1



an equivalent solution of the IRL problem using measurements
of the quadcopter state and the velocity commands sent by the
surrogate LQR controller is demonstrated.

A. Hardware

A custom-built quadcopter using the PX4 flight stack is
utilized for the experiments. The drone frame is built using an
XILO Phreakstyle Freestyle frame kit, and the flight control
unit is a Holybro Kakute H7 that is connected to a ground
control station through Wi-Fi. The position and the orientation
of the quadcopter are captured through a motion capture
system (OptiTrack), and the angular velocity and the accel-
eration are measured from an onboard inertial measurement
unit (IMU). Data from both sensors are fused using a Kalman
filter to generate estimates of the state of the quadcopter.
The model parameters for this setup are l = 0.107642 m,
Ixx = 0.002261 kg m2, Iyy = 0.002824 kg m2, Izz =

0.002097 kg m2, kt = 0.01, g = 9.81 m/s2, m = 0.579902 kg,
kp11 = −5.25, kp12 = −5.25, kp13 = 3, kp21 = 3.5, kp22 = 3.5,
kp23 = 0.35, kd1 = 0.4, kd2 = 0.4, and kd3 = 0.1.

To demonstrate the applicability of the developed frame-
work to typical quadcopter deployment scenarios where the
autopilot is proprietary and unknown, this experiment utilizes
the default PX4 autopilot, which is different from the autopilot
employed in the model [i.e., see (22)]. While the PX4 autopilot
is able to track the velocity inputs sent by the surrogate pilot,
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the performance of the real quadcopter employing the PX4
autopilot is substantially different from the performance of a
simulated quadcopter employing the autopilot in (22).

To ensure that the closed-loop model presented in
Section III fits the closed loop model of real quadcopter,
the proportional and derivative gains in (22) are manually
adjusted, so that the trajectories of the model in Section III,
employing the autopilot in (22), and the real quadcopter,
employing the default PX4 autopilot, under velocity com-
mands sent by the surrogate LQR pilot are as close to each
other as possible.

B. Controller Implementation

The quadcopter is controlled via an off-board ground control
station that implements the surrogate LQR pilot. The objective
of the pilot is to return the quadrotor to the origin starting from
a given known initial condition using velocity and yaw rate
commands. The surrogate pilot implements the control policy
that optimizes the cost functional in (2), assuming the linear
closed-loop quadrotor model given in (24), with2

Q = diag ([9.57, 6.91, 2.84, 0, 0, 0, 0, 0, 11.68, 0, 0, 0]) and
R = diag ([9.57, 3.48, 14.40, 0.17]) . (25)

The pairs (A, B) and (A,
√

Q) are confirmed to satisfy the
stabilizability and detectability conditions in Assumption 1
using PBH tests in [25, Ths. 14.3 and 16.6], respectively.

The cost functional is designed under the assumption that
the surrogate LQR pilot only penalizes the state variables
corresponding to the translational position and the heading.
To reduce the number of unknown parameters, the sparsity
structure of Q and R is assumed to be known, and only the
nonzero elements of Q and R are estimated. As a result, the
number of unknown parameters in Q is reduced from 78 to 4,
and the number of unknown parameters in R is reduced from
9 to 3, resulting in a total of 85 unknown parameters.

To satisfy the FI condition in Definition 2, the ground
control station adds an excitation signal onto the velocity
commands generated by the surrogate pilot before they are sent
to the autopilot. As a result, the final commanded velocity is

Ucmd = Uexc + U (26)

where U = −KEP X is the command generated by the
surrogate pilot and Uexc is the excitation signal. It is assumed
that the excitation signal is known, and as a result, the true
velocity commands generated by the surrogate pilot are also
known to the learner. The fact that such excitation signals
are commonly utilized in popular drone software packages
during an autotune process for PID controllers [31] motivates
their use in this work.

C. Methods

A total of 13 repeated trials are performed to gauge the
performance of the developed IRL technique. In each of
the 13 experiments, the quadcopter is started at a randomly

2The notation diag(v) represents a diagonal matrix with the elements of
the vector v along the diagonal.

Fig. 2. Position and heading of the quadcopter in one of the 13 experiments.

generated hover point contained within the operating area.
The surrogate LQR pilot then commands the quadcopter to
fly to the origin with a z-offset equal to the desired flight
height. To ensure that the measured costs are representative
of the infinite horizon cost, the controller is run for a time
horizon of 200 s, which is more than four times the observed
time constant of the surrogate LQR controller. The excitation
signal Uexc is composed of four sets of 75 sinusoidal signals.
Each set spans a frequency range from 0.001 to 10 Hz, with
a varying frequency and a magnitude of 0.03.

Since the regressor 6 is a nonlinear function of the states,
relationships among persistence of excitation, number of fre-
quencies in the excitation signal, and number of unknown
parameters, well established in linear systems theory, do not
apply to this problem. Using the sufficient conditions devel-
oped for linear regressors as a heuristic guideline, the number
of frequencies in the excitation signal is initially selected to be
equal to the number of unknown parameters and tuned using
trial and error. The magnitude of the excitation signal is also
selected using trial and error in simulation. A larger magnitude
excitation signal typically results in a smaller condition num-
ber of 6⊤6+ϵ I . However, larger excitation magnitudes result
in longer quadcopter trajectories, which require a larger flight
arena. The excitation signal selected above was tuned using a
quadcopter simulator to ensure a sufficiently small condition
number for 6⊤6+ ϵ I while keeping the quadcopter confined
within the flight arena available in the laboratory.

The RHSO is implemented with regularization parameter
ϵ = 0.002, and data are collected at a sampling rate of 0.08 s
using the condition number minimization algorithm described
in Section III. The initial guesses for the unknown weights are
randomly generated to be normally distributed in the interval
[−5, 5].

D. Results and Discussion

The experimental results obtained from one of the 13 flight
tests are shown in Figs. 2–6. The position of the quadcopter as
a function of time is shown in Fig. 2, and the linear velocity
of the quadcopter as a function of time is shown in Fig. 3.
The quadcopter holds position at the origin with a z-offset of
1.5 m, and the velocity appears noisy due to the excitation
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Fig. 3. Linear velocity and yaw rate of the quadcopter in one of the
13 experiments.

Fig. 4. Log-scale plot of the norm of 1 as a function of time in one of the
13 experiments.

Fig. 5. Log-scale plot of the induced two-norm of the error between the
estimated feedback gain and the surrogate pilot’s feedback gain as a function
of time in one of the 13 experiments.

signal. The convergence of 1 to zero (Fig. 4),3 combined
with the convergence of K̂ p to KEP (Fig. 5) indicates that the
developed technique is able to obtain an equivalent solution
(per Definition 1) to the IRL problem. The experimental results
are, thus, consistent with Corollary 1.

Figs. 4 and 5 demonstrate that while the feedback policy of
the surrogate LQR pilot is estimated correctly, the estimated
cost functional is substantially different from the cost func-
tional of the surrogate LQR pilot. This behavior is expected,
because the underlying IRL problem has multiple equivalent
solutions. As indicated by Fig. 7, the cost functional recovered
from the data in each of the 13 experiments converges to
different equivalent solutions. The particular equivalent solu-
tion recovered in each run depends on the initial guess of the
unknown weights used in that run. From the 13 experiments,
it is evident that the RHSO finds equivalent solutions for the

3The notation ∥·∥ is used to denote the Euclidean norm when applied to a
vector and the Frobenius norm when applied to a matrix.

TABLE I
RHSO AND THE HSO [18] ARE EVALUATED BY COMPARING THE MEAN

AND COVARIANCE OF THE INDUCED TWO-NORM OF K̂ p − KEP FOR
THE 13 TESTS

Fig. 6. Plot of the induced two-norm of the error between Q̂ (blue) and Q,
and R̂ (red) and R as a function of time in one of the 13 experiments.

Fig. 7. Norm of the error between Q and Q̂, and R and R̂ obtained at
t = 200 s in the 13 experiments.

pilot modeling problem. It is observed in Table I that the
convergence of the estimated solution to an equivalent solution
is much faster in the quadcopter pilot modeling application
than the simulation results presented in [23]. We postulate
that the faster convergence can be attributed to the added
excitation signal increasing the information content of the data.
Furthermore, as evidenced by Table I, the original history stack
observer (HSO) in [18] diverges in this experiment. In contrast,
the RHSO converges to an equivalent solution. The divergence
of the HSO can be attributed to nonuniqueness of solutions of
the underlying IRL problem, which results in singularity of
the matrix 6⊤6.

Selection of the interval used to add data to the history
stacks involves important trade-offs. Longer intervals allow
larger changes in two subsequent recorded data points, result-
ing in a lower condition number of 6⊤6 + ϵ I , whereas
shorter intervals allow for faster population of the history
stacks, which results in better utilization of excitation naturally
present during the transient response of the system, especially
for problems where addition of an excitation signal is not
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feasible. The tuning of the RHSO also requires selection of an
ϵ to ensure invertibility of 6⊤6 + ϵ I . Large values of ϵ were
observed to slow down the convergence rate, a phenomenon
for which the authors presently lack an explanation.

V. CONCLUSION

The experimental results demonstrate the ability of the
RHSO to consistently learn an equivalent solution for the
cost functional of a surrogate LQR pilot. The estimated cost
functional reproduces the feedback matrix of the surrogate
pilot. The robustness of the algorithm to changes in initial con-
ditions is demonstrated through convergence obtained using
randomly generated setpoints and initial guesses for unknown
weights.

In solving the pilot modeling problem, the pilot is assumed
to be an optimal controller that has full state information and
transmits velocity commands to the quadcopter. The results
of this brief indicate that this assumption is acceptable for
the case where the pilot is a surrogate LQR controller. Further
experimentation with human pilots will be required to establish
the validity of this assumption in a real-world scenario.

The assumption that excitation signals can be designed so
that they do not interrupt a human pilot from performing
their mission is reasonable but requires careful tuning of the
excitation signal so it does not become a nuisance. Validation
of the assumption that a human pilot behaves like a determinis-
tic LQR controller needs further experimentation with human
pilots. Future research will focus on experimentation involving
human pilots where the developed IRL method will be used
to replicate their performance by learning cost functionals
equivalent to the ones being minimized by them. Future
work will also involve possible extensions of the developed
framework to nonlinear systems and probabilistic models of
pilot behavior.
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