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We generalize the notion of pathwise viscosity solutions, put forward by
Lions and Souganidis to study fully nonlinear stochastic partial differential
equations, to equations set on a sub-domain with Neumann boundary con-
ditions. Under a convexity assumption on the domain, we obtain a compar-
ison theorem which yields existence and uniqueness of solutions as well as
continuity with respect to the driving noise. As an application, we study the
long time behaviour of a stochastically perturbed mean-curvature flow in a
cylinder-like domain with right angle contact boundary condition.
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1. Introduction. The focus of this paper is the Neumann problem for the equation given
by

an du=F(D*u, Du,u,x,t)dt +Y_ H'(Du)-d¢' inQx(0,T],
: i=1

Du-n=0 on 32 x [0, T],

where Q Cc R? is a given subdomain, F : S? xRYIxRxRYx[0,T]— R is degenerate
elliptic, H : R? — R™ is sufficiently regular, and ¢ : [0, T] — R™ is a fixed continuous path.
We provide more precise assumptions in what follows.

In the case when ¢ is sufficiently regular (say C'), this equation is covered by the classical
framework of Crandall-Lions viscosity solutions (e.g., [5]). Our interest in this paper is to
treat the “rough” case, where we only assume that { is a continuous function, so that 20
does not make sense as a pointwise function (this is also known as the “stochastic” case, since
a major motivation is to apply the theory for cases when ¢ is the realisation of a stochastic
process such as Brownian motion, which is naturally an irregular object).

These equations were introduced in a series of works by Lions and Souganidis [21-24],
who explained how to extend the theory of viscosity solutions to deal with such irregular
terms; see [32] for a comprehensive overview. A number of applications were also discussed
in these works, among them the level-set formulation of the motion of hypersurfaces when the
dynamics are perturbed by a stochastic noise (this includes in particular the case of stochastic
mean curvature flow). Other recent developments include the analysis of qualitative behavior,
for instance, long-time behavior, regularity/regularization by noise, and finite/infinite speed
of propagation [9, 11, 12, 25]; the construction of numerical schemes [30]; and applications
to stochastically perturbed mean curvature flow [26, 33].

Several new tools and techniques are required to extend the already well-developed vis-
cosity solution theory to the setting of equations driven by rough multiplicative noise. Many
of the aforementioned works take advantage of the spatial homogeneity of the Hamiltonians
H' and the translation invariance of the spatial domain, which is taken to be the whole space
R or the torus. Some recent works treat equations in which this homogeneity is broken by
considering x-dependent Hamiltonians [8, 28, 29]. The treatment of equations with (x, t)-
dependence is by now standard in the classical viscosity solution theory, with well-posedness
holding under quite general structural assumptions on the nonlinearities. By contrast, if the
noise coefficients ' in (1.1) depend on x, the analysis must be completely revisited on ac-
count of the wild behavior of the term d¢. As a consequence, quite particular restrictions are
put on the Hamiltonians in those works, for instance a separated structure 2(Du) + f(x), or
a “metric” structure in which H is scalar valued, convex, and coercive.

The main purpose of the present paper is to further the scope of the pathwise viscosity
solution theory to “inhomogenous” settings, by considering in particular the Neumann prob-
lem for (1.1) on a subdomain € C R¢. To our knowledge, this is the first treatment of fully
nonlinear SPDEs with boundary conditions (apart from the periodic boundary conditions on
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the torus, which may be recast as a problem on the whole space). In analogy to the setting
of x-dependent Hamiltonians, many of the simplifications that are used in the analysis of the
homogenous problem on the whole space are no longer available. We are able to prove well-
posedness results that are, while new and sufficiently general for the applications we have in
mind, somewhat more restrictive than in the standard, “nonrough” setting. The most notable
such restriction is that we only treat convex €2. The Hamiltonian, meanwhile, require certain
structural assumptions.

Boundary value problems for (deterministic) fully nonlinear equations are by now a classi-
cal topic. In particular, the definition of Neumann boundary conditions in the viscosity sense
goes back to Lions [18], who obtained a comparison principle for first-order equations. This
was then extended by various authors to more general cases, such as second-order equations
(in particular of geometric type) and fully nonlinear boundary conditions, see for instance
[1-3, 14, 16, 17].

The Neumann boundary condition for (1.1) is relevant for the case of geometric equations,
in which case the level sets of the solutions # model the motion of hypersurfaces with a
prescribed normal velocity that is rough in time. The imposition of the boundary condition is
then equivalent to requiring that the contact angle of the hypersurface with the boundary be a
right angle.

1.1. Well-posedness results: Method of proof and main difficulties. 'We define a notion of
(sub/super) solution for the boundary value problem (1.1). Following the Lions—Souganidis
theory, we make use of specific test functions in order to deal with the singularity of d¢.
Crucially, just as in the classical viscosity solution theory, the boundary condition has to be
understood in a weak sense (see the discussion at the beginning of Section 2.3 below). We
show that our definition is consistent with the classical one when ¢ is C', and satisfies a
stability property under half-relaxed limits.

We then proceed to prove well-posedness results for this notion of solution. The domain 2
is assumed to be C! and convex (see below for a discussion of this second assumption), and
F is taken to satisfy “standard” assumptions from the theory of viscosity solutions, which
encompass, for example, the nonlinearity arising from the level-set equation for mean cur-
vature flow. As is usual in the Lions—Souganidis theory of “rough” viscosity solutions, the
Hamiltonian H requires more assumptions than in the classical case. We assume either that
H e C? with D?H bounded, or each H' is equal to a difference of convex functions, a con-
dition which is introduced already in [22]. In the latter case, we also need some stronger
conditions: either €2 is a half-space, the convexity of 2 satisfies a nondegeneracy condition
(see (4.9) below), or H is radial. A polynomial growth assumption for H is needed as well;
in this paper, we assume quadratic growth for simplicity, but this can be generalized (see
Remark 4.1 below).

We then prove the following:

e Comparison: if u and v are respectively a sub- and super-solution of (1.1), then
sup  {u(x, 1) —v(x,1)} < supfu(x,0) —v(x,0)}.
(x,)ex[0,T] xeQ
e Continuity with respect to the noise: if, for n € N, (u”), <y are solutions of (1.1) driven
by given signals ¢" € C([0, T],R™) which converge uniformly, as n — oo, to ¢ €
C ([0, T],R™), then u" iy locally uniformly, where u is a solution of (1.1) corre-
sponding to ¢.
These statements imply the existence of a unique solution to the initial value problem for
(1.1) for arbitrary continuous ¢ and initial datum ug. As is usual in the viscosity solution

theory, the proof of the comparison principle also yields some additional information on the
solutions. For instance, we also obtain in the case where F' is independent of (u, x, t):
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e Spatial continuity: if ug is uniformly continuous, any solution u of (1.1) is uniformly con-
tinuous in x, with a modulus which does not depend on ¢.

e Monotonicity in the path variable: if the H? are convex and, ¢'(0) = ¢2(0) and ¢! < ¢% on
[0, T'], then the corresponding solutions satisfy ul <u?onQ x[0,T].

In order to explain the specific difficulties and the need for our assumptions, due to the
presence of both the boundary condition and the irregularity of ¢, we describe now the strat-
egy of proof for the comparison principle. As usual in the viscosity solution theory, we double
the variables and apply maximum principle arguments to a quantity of the form

sup {M(x5 t) - U()’, t) - q)(xv Y, t)}
X, yEQ
for well-chosen test functions ®. The fact that ¢ is irregular means there is little flexibility in
choosing @, and, in order to “cancel out” the rough term in the dynamics, ® must be smooth
in the (x, y)-variable and a solution of the doubled equation

m
(1.2) d® =Y (H (Dx®) — H'(-Dy®)) - d¢'.
i=1
The family of test functions that we use are indexed by two small parameters §, & > 0,
which each play a different role. We will have, roughly,

lx — y|?
26

where dg is the signed distance to €2. Thus, § corresponds to a penalization outside of the di-
agonal, and the e-term ensures that the test function is a strict super-solution of the boundary
condition on 9€2. A large part of this work is devoted to constructing a test function @ that
solves (1.2), while also behaving as in (1.3) on a sufficiently long time interval.

The main difficulty is that the time interval on which the desired constraints hold shrinks
with 8, and, therefore, in the well-posedness proofs, we take first ¢ — 0 and then § — 0.
This is contrary to the classical setting, where the parameters are balanced in some way. It
is for this reason that we must assume €2 is convex, and why we can only deal with the case
of the homogeneous Neumann boundary condition. Note, in particular, that, if 2 is convex,
then x — |x — y|?/28 is always a super-solution of the homogenous Neumann boundary
condition.

The construction of the test functions (®s ¢)s.c~0 is determined by the precise assumptions
on the Hamiltonian H. When H € CZ, their analysis, via the method of characteristics, is
rather straightforward (see Section 3).

In the case when each H' is a difference of convex functions, we use C l’1—regular test
functions defined by Hopf-type formulae, in which case proving that they satisfy all the prop-
erties that we need requires a more involved analysis. To explain the difficulty, let us assume
for simplicity here that m =1 and H is convex. Then a candidate for the test function ®s .,
defined for ¢ in a neighborhood of some fixed ¢y € [0, T'], is

(1.3) O(x,y, 1)~

+ edq(x) + edq(y),

IpI? e oV
sup {(p+u)-x—<p—v)-y—67—ew (—)—evf (—)
(1.4) p.u,veRd € €

&= ) (H(p+ 1) — H(p—v)) — y(H(p+u) + H(p v))}.

Here, y > 0 is some small parameter and 1 is a certain uniformly convex regularization of
the signed distance function to €2 (see (2.2) below).
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In view of the uniform concavity in (p, u, v) of the function inside the supremum, one
can check that (1.4) is C''! in (x, v) and solves (1.2) as long as |¢; — ¢4,| < y. The main
difficulty is in proving that this test function is a supersolution of the boundary condition, for
an appropriate choice of y depending on §. As it turns out, however, this may not necessarily
be the case, even when ¢; = ¢y,.

We overcome this issue by “pushing” the supremum (p, u, v) attained in (1.4) in a con-
venient direction. This is done by adding to | p|2 /2 some convex function £(p). The precise
choice of £(p) depends on the more particular cases described above, that is, when 2 is a
half space or nondegenerately convex, or when H is radial. The precise construction of the
test functions, and the proofs of their specific properties, are laid out in Section 4.

1.2. Long-time behavior for stochastic mean curvature flow. As an application of our
comparison and stability estimates, we study the qualitative long-time behaviour of a stochas-
tically perturbed mean-curvature flow in a convex cylinder-like domain 2 = D x R. Namely,
we consider a bounded hypersurface I'(¢#) C €2 which satisfies a right angle boundary condi-
tion on d€2 and evolves according to the normal velocity

V(t)=—k +dB(t),

where « is the mean curvature and B = (B(?));>0 is a scalar Brownian motion. We show that,
for large times, I" is arbitrarily close in the Hausdorff distance to a (possibly fat) hyperplane
of the form D x [a + B(t),b + B(t)] (see Section 7 below for the precise results). This
result is an extension of a deterministic result obtained by Giga, Ohnuma, and Sato [13]. In
fact, our proof crucially relies on their result, which we combine with the stability properties
of the level set PDE to obtain our convergence (in particular, both the spatial modulus and
monotonicity results are needed). Note that the presence of the noise term allows to slightly
improve their result, since they only obtained convergence in Hausdorff distance under an
additional condition. Similar results have also been obtained in the stochastic PDE literature
in the simpler case of periodic graphs and by different methods in [6, 7].

1.3. Organization of the paper. In Section 2, we introduce some preliminary objects,
state the main assumptions, and define the notion of viscosity solution to (1.1). Section 3
is devoted to the proof of the comparison principle when H is smooth (C?). The case of
nonsmooth H is dealt with in the following sections: in Section 4, we define a family of
test functions and derive their properties, and in Section 5 we use these results to prove
the well-posedness theorems. The case of geometric equations requires a slightly different
family of test functions to deal with the singularity in the second-order part of the equation,
and is treated in Section 6. In Section 7 we apply our results to the long-time behaviour of
a stochastically perturbed mean curvature flow in a domain. Section 8 contains a discussion
of some possible extensions and open questions. Finally, in the Appendix, we prove some
auxiliary results from the pathwise viscosity solution theory used throughout the paper, such
as consistency and stability properties.

1.4. Notation. We denote by - the usual scalar product in R and | - | the associated
Euclidean norm.

S? is the space of d x d symmetric matrices, equipped with the norm | X| :=
max|y|=1 |Xv - v|. Id is the identity matrix (its dimension will be clear from the context).

Given a convex function ¥ : RY — R, we let v (x) be its sub-differential at a point x €
R4, and Y*(p) = sup,cgre ({p, x) — ¥ (x)) its convex conjugate.

We let Df, D? f denote respectively the gradient and Hessian of a function f. If the ar-
guments of f are (x,t), Df and D?f will always be understood as being only w.r.t. the x
variable.
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| - lloo,4 is the supremum norm for functions defined over a set A.

(BYUSC(A), (B)LSC(A), (B)UC(A) are respectively (bounded) upper semi-continuous,
lower semi-continuous and uniformly continuous from A to R. F*, F, are the upper and
lower semi-continuous envelope of a function F (there is a minor clash of notation with the
convex conjugate, which one we mean will be clear from the context).

We let Co([0, T],R™) ={¢ € C([0, T],R™) s.t. £(0) = 0}.

2. Preliminaries.

2.1. The domain. We assume throughout that

@.1) Q c R? is convex and open with a Cl-boundary, and
) the outward normal n(x) is uniformly continuous in x € 9€2.
At times, we will impose a stronger convexity assumption on 2 (see (4.9) for instance).

In view of (2.1), there exists ¥ : R4 — R such that

¥ € C*(R?) is convex, | DY |l + | D*¥ ], < 00,
(2.2) infiyr = —1, | ‘lirgl_ ¥ (x) =-+o00 and
Dy (x)-n(x)>1 forall x € 09.

Indeed, let p : R — R be the signed distance function to €2, negative in the interior of Q
and positive in the exterior. Then we may take ¥ to be a regularization (by convolution with
a standard mollifier, e.g.) of the function 2(p v —1). If € is unbounded, the penalization

property for large x can be ensured by adding a term of the form &,/1 + |x|?, with ¢ taken
sufficiently small that the desired inequality on 92 is still satisfied by .

The global bounds on the gradient and Hessian of i in (2.2) imply that its convex conju-
gate satisfies

Y™ is finite only in a fixed compact set K C ]Rd, and, for some fixed x > 0,
Dzw* > k1d in the sense of distributions on K.

(2.3) l

2.2. The nonlinearity F. The second order dependence in the equations will be deter-
mined by a function F satisfying

FecC(s?,RYR,R?, [0, 7))

2.4)
is uniformly continuous in (r, x, ¢) for bounded (X, p),
r—F(X,p,r,x,t)
2.5
is nonincreasing for all (X, p, x,t) € S? x RY x R? x [0, T,
and

forall R, C > 0, there exists wg ¢ : [0, 00) — [0, 00)
such that lim wg c(r)=0
r—0t

and,forallp,qeRd,—R§r§s§R,x,yeRd,te[0,T],8,n>0,
and X, Y € S¢ satisfying

(2.6) C(ld 0 X 0\ Cc/Hd - d 0
6 \0 Id 0 -Y d \-Id 1Id 0 Id
we have F (X, p,r,x,t) — F(Y,q,s,y,1)

- <|x—y|2+|p—q|2
<wgr.c ;

+(1+|p|+|q|)|x—y|+<s—r>+n).
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The condition (2.6) is a general assumption on the coupled dependence of F on the derivative
variables (X, p) and the environment variables (x,?). Such a requirement is usual in the
theory of fully nonlinear second order equations; cf. [5], (3.10), (3.14). One difference is that
the modulus in (2.6) accounts for different values in the gradient variable p.

We note our assumptions encompass all “standard” examples of nonlinearities that we
list now, referring to [5] and the references therein for details. For instance, (2.6) is clearly
satisfied if F is independent of p and x, nondecreasing in X € S¢, and nonincreasing in u,
or, more generally for F with a separated dependence, that is, if F is given, for Fy and F
satisfying appropriate conditions, by

FX,p,r,x,t)=F1(X,r,t)+ Fo(p,r, x,1).
A more nontrivial example of coupling is given by
F(X,p,x,t)=trla(p,x,1)X],

where a = oo’ for some o € CO!(RY x R?; R?*™). Finally, other examples can be gener-
ated by observing that (2.4)—(2.6) are closed under the inf and sup operattions. That is, if
(Fup)aca,pes satisfy the assumptions uniformly in o and B, then the same is true for

it 50D Fas 309 I0f Fup.

Later in the paper, motivated by geometric examples in which F has a singularity at p =0,
we allow for F to be discontinuous at p = 0. Although general dependence on all variables
can be treated with similar assumption to those above, for brevity and simplicity of presenta-
tion, we focus then on F depending only on X and p, which still allows for the treatment of
the nonlinearity arising from perturbed mean curvature flow, that is,

F(X, p) = tr[(ld . pﬁzp)x]

2.3. Definition of solutions. An important feature in the study of fully nonlinear equa-
tions on domains is the need to understand the boundary conditions in a weak sense. Indeed,
consider the initial value problem

oju = |0xu| in(—1,1) x [0, T],
2.7) oxu-v=0 ond(—1,1) x[0,T], and

u(x,0)=x in(—1,1)
(here v(1) =1 and v(—1) = —1). It turns out that the unique viscosity solution (obtained, for
instance, from a vanishing viscosity limit) is given by u(x, ) = min{x + ¢, 1}, which does

not satisfy the Neumann condition at the left endpoint —1. Instead, on the boundary {—1, 1},
u satisfies the subsolution property

min{d;u — [dyul, dyu - v} <0
and the supersolution property
max{d;u — |dyul, dyu - v} > 0.

Observe that, although o,u(—1,7) - v(—1) = —1 < 0, the boundary supersolution property is
still satisfied, because (d;u — |9 u|)(—1,¢) =0.

The nature of the definition of pathwise viscosity solutions rests on appropriate classes of
test functions, which, in turn, is determined by the regularity of the Hamiltonian H.
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2.3.1. Smooth Hamiltonians. We shall first assume that

(2.8) HeC*R%R™) and  sup |D*H(p)| < .
peRd

The method of characteristics then yields, for any ¢ € C2(R?), a number & > 0, depending
only on || D?H |« and || D?¢||0, and, for any o > 0, a solution ® € C((tg — h, 19 + h) N
[0, T1, C*(RY)) of

m
(2.9) dd=> H'(D®)-d¢" inRY x (tg—h,t9+h)

i=1
satisfying @ (-, f9) = ¢. The solution of (2.9) is understood in the sense of continuous exten-
sion of the map ¢ — @, and in fact, because H is independent of x, ® can be obtained by
composing the solution operators for the Hamilton—Jacobi equations associated to the Hamil-
tonians (H ");.": | with increments of the path ¢ (see Lemma 3.1 below).

Following [21], we use test functions satisfying (2.9) in order to adapt the notion of vis-

cosity solutions for the Neumann problem to the “rough” setting:

DEFINITION 2.1. A function u € USC(Q x [0, T]) (resp. LSC) is a sub- (resp. super-)
solution of (1.1) if, whenever i € C'((0,T)), ® is a smooth-in-space solution of (2.9), and
u(x,t)— d(x, t) — u(r) achieves a local maximum (minimum) at some (xg, tp) € 2 x (0, T],
then
1 (to) — F(D*® (xo, to), DP (x0, 10), u(x0, 10), X0, t0) <0 if xo € 2 and
min{u/(10) — F (D*® (x0, 10), D® (x0, 1), u(x0, 10), X0, o),

DCD(xo,to)~n(x0)}§0 if xg € 02

(resp.

W (t0) — F(D*®(xo, t0), D®(x0, o), u(x0, f0), X0, f0) =0 if xo € 2 and
max |/ (ty) — F(D*® (xo, to), D®(x0, 10), u(x0, 10), X0, 10),
D®(xo, to) - n(xp)} >0 if xo € 992.

A function u € UC(S x [0, T)) is called a solution if it is both a sub- and super-solution.

2.3.2. Nonsmooth Hamiltonians. We next relax (2.8) and assume that

5 10 foreachi =1, 2, ..., m, there exist convex Hf, Hé :R? — R such that

@10 H'=H| — H.

Even when Q = R?, (2.10) is the weakest possible assumption for which (1.1) is well-posed
for any given initial datum and path; see [22, 32].

For such Hamiltonians, it is no longer possible, in general, to find local-in-time solutions
of (2.9) that are C? in space. However, through a different procedure, one can build local-in-
time, C 1*l—in—space solutions (see Lemma 2.4 below). If H satisfies (2.10) and F = 0, then
Definition 2.1 can still be used to define solutions using such test functions. However, when
F is nontrivial, we are forced to generalize the definition.

We use the fact (see [32], Theorem 7.1) that, if H satisfies (2.10), then, for any ¢ €
UC(RY), there exists a unique pathwise viscosity solution ® € UC (R x [0, 7)), satisfy-
ing ®(-,0) = ¢, of

(2.11) dd=Y H'(D®)-d¢' inR?x[0,T].
i=1
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Below, we also allow for discontinuous F. We do this to allow for the study of geometric
equations in Section 6.

DEFINITION 2.2. A function u € USC(Q2 x (0, T)) is called a sub-solution of (1.1) if,
whenever ® e UC(R? x (0, T)) is a pathwise viscosity solution of (2.11), the function

a(E, 1) :=max(u(x,1) — ®(x —£,1)), (£, 1)eR % (0,T)
xeR

is a viscosity sub-solution of

sup min{u,; (&, 1) — F*(D u(§, 1), Deu(g, 1), u(g, 1)+ d(x — §,1), x,1),

xeAgr,

Deu(s,1) -n(x)} <0, (5,0 eR? x (0, 7T),

where A/, := argmaxg(u(-,1) — ®(- —£.1)).
A function u € LSC(2 x (0,T)) is called a super-solution of (1.1) if, whenever ® €
UCR? x (0,T))isa pathwise viscosity solution of (2.11), the function

u(€, 1) :=min(u(x,1) — d(x —£,1)), (£, eR? x(0,7)
xeQ

is a viscosity super-solution of

1r1;f max{u,(§,1) — (Dsgu(é 1), Deu(E, 1), us, 1) + P(x —&,1),x,1),
xe £t

Deu(£, 1) -n(x)} >0, (£,1)eRY x (0,T),

where Ag_,t i=argmingu(-,t) — ®(- —§,1)).
Finally, u € UC( x [0, T]) is called a solution if it is both a sub- and super-solution.

REMARK 2.3. If AJr or Ag , are empty, then the corresponding inequality is vacuous.

Moreover, if, for fixed (5 1) € R4 x [0, T], the set A M 9S2 (resp. Az , N IK2) is empty, then
the quantity Du(&,¢t) - n(x) is understood to be +oo (resp. —o0) i 1n the verification of the
sub-(resp. super-) solution inequality; that is, the boundary condition is not checked in that
case.

2.4. Construction of test functions for nonsmooth Hamiltonians. We now describe the
general method for constructing C'!!-test functions for use in Definition 2.2, which is based
on the Hopf formula for solutions of Hamilton—Jacobi equations; see [19]. This construction
below is also used in [30]. We also record an important Hessian bound for such solutions,
which will be a key part of the proofs for second-order equations.

Throughout the paper, for H satisfying (2.10), we fix convex H!, Hzi such that H' =
H ll - Hé, and we define the convex function

(2.12) Z H! + H).

Observe that

m
(2.13) G+ ZHiHi is convex whenever 91, 6?2, ., 0Me[—1,1].
i=1
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LEMMA 2.4. Assume that y > 0, A is a positive symmetric matrix, and L : R — R is
such that D*L > A in the sense of distributions. For (x, 1) € RY x R™, define

m
®(x,7):=sup 1 p-x—L(p)—yG(p)+ ) wH (p)t.
peRd i=1
Then ® € Cl’l(Rd X (=y,y)),0< D2® < A~ in the sense of distributions, and
0, ®(x,7) = Hi(DXCID(x, 7)) fori=1,2,...,m,(x,7) € RY x (—y, y)™.

When constructing particular test functions in Section 4, the specific uniformly con-
vex function L is chosen so that ® has similar behavior to the convex conjugate L*(x) =

SUp ,erd (P - x — L(p)}.

PROOF OF LEMMA 2.4. Fort € (—y, y)™, set
~ m .
L(p.t):=L(p)+yG(p)— Y _tH (p).
i=1

Then, in view of (2.13), Z(-, 7) is uniformly convex and Dzi(-, ) > A. It follows that,
for every x € RY, the supremum in the definition of ®(x, ) is attained for a unique value
px, 7)€ R4, which is equivalent to x € Bi(p(x, 7),7),as well as p(x, 1) € 9P (x, 7). The
uniqueness of p(x, 7) then implies that ® is differentiable in x € R4, with D, ®(x, 1) =
p(x, 7).

Fix x, % € R?. Then

L(p(*.7).7) = L(p(x. 7). 7) + x - (p(&, 7) — p(x. 7))
1 R -
+ EA(p(x’ ‘E) - p(xv T)) : (p(x’ T) - p(xv T))
and
I:(p(x, 7),7) > i(p()?, ),7)+ % (plx, 1) — p(, 7))

1 R .
+ EA(p(x, ) — p(X, 7)) - (p(x,7) — p(X, 1)).

Adding the two inequalities yields
A(p(x, 1) — p(X, 1) - (p(x,7) — p(X, 7)) < (p(x,7) — p(X, 7)) - (x — X).
The method of Lagrange multipliers gives, for any X € R¢,
max{P-X:PcR?and AP-P<P.-X}=A"'X X,
and therefore
(P, 1) —p(E. D) - x—H) <A (x—%)- (x — %),

This implies that D2¢ < A1, as desired.
We next claim that p is Lipschitz in 7. Let 8 > O be the smallest eigenvalue of A. Fix
h € R™. Then

L(p(x,t4+h),t) > L(px, 1), 1) +x-(plx,t +h)— p(x, 1))+ §|p(x, T+h) — p(x, t)|2
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and
L(p(x.t).t+h) = L(p(x.T+h), T +h)+x-(p(x.7) — p(x,T +h))
0 2
+ Elp(x, T+h) - plx, )"
Adding the two inequalities gives

Olpx.t+h)— px. D))  <h-[H(p(x,T+h)) — H(p(x,D)].

We conclude that p is locally Lipschitz in 7, in view of the fact that H is locally Lipschitz
in p.
Finally, the uniform convexity of L and the definition of ® imply

®(x,7)+h-H(p(x,t+h))— §|p(x, T4+ h) — p(x, ‘L')|2 <®(x,T+h)
<®(x,7)+h-H(px,t+h)).

Because p is Lipschitz in 7, this implies that 9; ®(x, 7) = H(p(x, 7)) = H(D,®(x,7)). U

3. Smooth Hamiltonians. Throughout this section, we assume that 2 satisfies (2.1), H
satisfies (2.8), and ¢ € C([0, T], R™), and we study the well-posedness of the initial value
problem for (1.1).

3.1. A particular test function. Fori =1,2,...,m, let (Sﬂr(r))teR and (S°(¢));er be
the solution operators for respectively

U i oUu ;
—=H (D,U) and —=-H(-D,U),
ot ot

that is, U(x,y,1) = Sit(r)Uo(x, y) solves the corresponding equation with U(x, y,0) =
Uo(x, y). Define also S/, () = S, () o S(7).

By the method of characteristics, for any ¢ € C2(R? x R?) with || D%¢||o < 00, there
exists 79 > 0, depending only on ||D?¢|l~ and maxy. |D?H'||s, such that, for all 7 €
(—t0,79) andi =1,2,...,m, Si(r)qb € Cz(Rd X Rd). Moreover, the Poisson bracket of any
two of the Hamiltonians

{(p.@) > H'(p). H (—q),i =1,2,...,m)}
is 0. This implies that the corresponding Hamiltonian flows commute, and, in particular, gives

the following result.

LEMMA 3.1.  The solution operators SL, S%, ..., ST all commute for smooth initial data
and sufficiently short time. In particular, if ¢ € C*>(R¢ x R?), | D*¢|loc < 00, and

m
d(x,y,0.0)=]] SL(o)SL(t)¢(x,y), x,yeR! o reR™,
i=l

then there exists 19 > 0, depending only on |D?*H||oo and ||D2¢||OO, such that, for i =
1,2,...,m,

3;® = H (D;®) and 3,;®=—H'(—Dy®) inR? x RY x (=19, 1) x (—70, 10)".
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We now define, for x, y e R¢ and §, ¢ > 0,

1
Vs.e(x, ¥) = oolx = Y2 ey (x) + v (y),

where v is as in (2.2), and, for o, T € R™,

m

3.1) D5 o (x,y,0,7) = | $4(01)S" (1) 5.6 (x. y).
i=1

LEMMA 3.2. There exists co > 0 depending only on ||/ || -2 and | D?H || oo such that, if
ys = €00, then the following hold.

(i) For all 0 < 8,¢ < 1, the function (3.1) belongs to C*(R? x RY x (—ys, ys)" X
(=vs,vs)™), and, foralli =1,2, ..., m,

8oi D5 o = Hi(Dx(DB,s) and aT[ G50 = _Hi(_quD‘Saa)
in R x R x (—ys, y5)™ x (—ys, ys)™.

(ii) There exists C > 0, independent of § or ¢, such that, for all (x,y,o) € R? x R? x
(=vs, vs)™,

2
x [e—
Ps.6(x,y,0,0) = —Ce + | 28y| and ®5.(x,y,0,0) > —Ce+ey(x) +e¥(y).
(iii) If re > 0 satisfies limg_,gr; =0 and R > 0, then, for fixed § > 0,
li ® |X - y|2 . m <R
gg%sup s,e(x,y,0,0)— s 10 €(=ys, v8)", Ix — Y| <R,

Y () + v () =7} =0.
(iv) There exists ¢ > O such that, for all 0 € (—ys,ys5),0<3d8,e <1,and x,y € Q with
lx —yl <1,
D @5 :(x,y,0,0)-n(x)>cie if(x,y) €I xQ and
Dycbé,s(X,y,O',O')‘”(Y)ZCIS lf‘('x7y)€§)<89

REMARK 3.3. In the proof of the comparison principle below, the test function will be
evaluated at points where x and y are close, depending on §. Therefore, for § sufficiently
small, the condition |x — y| < 1 is easily satisfied.

PROOF OF LEMMA 3.2. The regularity claimed in part (i) is a consequence of the method
of characteristics and the fact that || D?H ||, < 00 and, for 0 <& < 1,

1
[D*s.cllo0 < 5 +21D%V |

The fact that ®s . satisfies the equations in part (i) follows from Lemma 3.1. In particular, if
we set

&)(X,y,a) = ¢5,£(x7 y,U,U),
then, foralli =1,2,...,m,

D L . .
— =H'"(D,®) — H’(—DyCD).
30’,‘
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The inequalities in part (ii) are then an easy consequence of the comparison principle and the
fact that |x — y|?/28 exactly solves the equation.

To prove the next two parts, we look more closely at the formula from the solution arising
from the method of characteristics. Namely, for any fixed x, y € , there exist unique ¥, y €
R? such that

N ;DHi (% + sDwoz))a,-, _ g (— - eDw(w)a,,
DXCDB,S(xvyva’G)_ )C"//(S(’E‘(i y) —+8Dw(x)
Dy®s.(x, y,0,0) = Dyhs o (&, §) = —Ty +eDY(F),

and

Ds.0(x,y,0,0)=1s, e (X, y)+zal XWS (X, y)) ( yw(S (X, Y))

i=1
— DH'(Dx¥5.6(%, 9)) - Dxs.e(E. 5)
+ DH' (D5 ¢ (%, 5)) - Dy s e (%, 5)].
If, as in part (i1), |x — y| < R and e (x) 4 e (y) < r¢, then, for some C = C;s > 0,
|¥ —¥| < R+Ce, |G—F)—(x—y)|<Ce and —2e<ey(X)+ey(y) <re+Ce.

Using this in the formula for ®; .(x, y, o, o) then gives the desirgl limit.
Suppose now that, as in part (iv), we assume x € 92 and y € 2 with [x — y| <1, and let
o € (—ys, ¥s)™. Then, for some constant C depending on || Dy ||~ and the local bounds for
DH and D*H,
Cys

=& vIy-§l=—— and x—y—-@EF - =

C)/58
s

The property (2.2) and the convexity of €2 yield, for some further C > 0,

C .
’;58 > e(1 — Cep).

D@5 (x,y.0.0) n(x) = —2 - n(x) + eDy(x) - n(x) —

Shrinking c¢ further if necessary gives the result for D, ®;s ¢, and the argument for D, ®; , is
similar. [

3.2. The comparison principle: First order equations. We now prove a comparison prin-
ciple for the first order problem

du=Y H'(Du)-dt" inQx(0,T],
(3.2) ;

Du-n=0 on o2 x (0,T].
THEOREM 3.4. Letu € BUSC(Q x [0,T]) andv € BLSC(Q x [0, T]) be respectively
a bounded sub- and super-solution of (3.2) in the sense of Definition 2.1. Then

sup  (u(x, 1) —v(x, 1)) < sup(u(x,0) —v(x,0)).
(x,0)eQx[0,T] xeQ
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An important role in the proof of Theorem 3.4 is played by the doubled equation

(3.3) dd=>"(H (D;®) — H' (-Dy®)) - d¢' inR! xR x [0, T].

i=1

LEMMA 3.5. Assume that u € USC(Q x [0, T]) and v e LSC( x [0, T]) are respec-
tively a sub- and super-solution of (3.2). Fix0<a <b <T and let ® € C([a, b], C*(Q)) be
a solution of (3.3) such that

3.4 lim min ®(x, y,t) =400,
( ) [x—y|—>+ootela,b] (x Y ) +

Sup_(u(x7 t) - U(y, t) - q>(-x’ Y, t))
X, yEQ
(3.5)
> sup (u(x,t) —v(y,t) — ®(x,y,1)) forallt €la,b],
x,yeﬁ,\x—y|>l/2

and, uniformly fort € [a, bl and x,y € Q with |x — y| <1,
(3.6) Dy®(x,y,t)-n(x)>0 ifx€dQ and Dyd(x,y,t)-n(y)>0 ifye€dQ.

Then [a,b] >t +— supx’yeg(u(x, t)—v(y,t) — ®(x,y,t)) is nonincreasing.

PROOF. Fix g € (a, b] and set ¢ := ®(-, -, f9). Then, by Lemma 3.1, for ¢ sufficiently
close to £,
m . . . m . . . . . . ’n . .
O, 0 =[]S4(& —¢i)o =180 (& —20)ST(& =) = [T S (& — i) S (& — L)
i=1 i=1 i=1
Define

m
W(x,y,s5,0) =) SY (& = &) SL(E — &) B (x, ).
i=1
By Lemma 3.1, there exists v > 0 sufficiently small such that ¥ is C2 in x and y for 5,7 €
(to — v, 1o +v).
To establish the result, it suffices to show that

(s,1) > sup (u(x,s) —v(y, 1) —V(x,y,s,1))
(3.7 x,yeQ
is nonincreasing in both s, t € (f9p — v, o + v) if v is sufficiently small.

By (3.5), if v is sufficiently small, then the supremum in (3.7) may be restricted to [x — y| < 1.
It then suffices to show that, for fixed (y,t) € Q x (fp — v, 9+ v) with |x — y| <1,

s> sup(u(x,s) — d(x,y,s,1)) is nonincreasing
xeQ
and, for fixed (x,s) € Q x (tg — v, to + v) with |x — y| <1,

t+ inf (v(y,t) + ®(x,y,s,7)) isnondecreasing.
yeQ

We note that the above supremum and infimum are both attained, in view of (3.4). Also, if
v is sufficiently small, then the same boundary behavior in (3.6) is satisfied. The claim then
follows from Definition 2.1. [
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PROOF OF THEOREM 3.4. Assume by contradiction that the claim is false. Then, for
sufficiently small 6 > 0 and u > 0,

1
[0,T]>1+ sup (u(x, 1 —v(y,t) — —|x — y|2> — ut
x,yeQ 25

attains a maximum at some g € (0, T'].
Because (1/28)|x — y|2 solves (3.3), we have, for all x, y, 7,

1 nooo .
o5 =P =TT8a(E = ) (/201 = P, »).
i=1
Let &5 . be defined as in (3.1), and let 45 > O be such that

max max ;i—gi < Vs
lt—to|<hs i=1,2,..., m}t t°| vs,

where y5 is as in Lemma 3.2. The inequalities in Lemma 3.2(ii) imply that, for any ¢ €
(to — hs, to + hs), there exists a maximum point (x,, y;) € 2 x Q of

X, y)=>ulx,t) —v(y, 1) — s e(x,y, & — L1yr &t — &1)

such that, if § is sufficiently small, then

sup {u(xvt)_v(y’[)_qD(S,&‘(-xaya;t_gtovgl‘_cto)}
x,yeQ,|x—y|>1/2

< M(Xg, t) - U(ye’ l) - q>5,8(x8’ Ye, é‘l‘ - Cl‘()v é‘l - é‘t())a

and there exists r, 20 0, independent of ¢ € (to — hs, to+hs), such that ey (xg) + e (ye)) <
Fe.
Lemma 3.2(iii) then implies that, for sufficiently small ¢ depending on 4§,

=1

[0’ T] >f max_(u(x, t) - U(y, t) - CDS,S(X’ Y, é‘t - ;l‘o’ é't - ;t())) - /’Lt )
x,yeQ

achieves a maximum at some 7, such that lim,_,o?; = fy. Shrinking ¢ if necessary, again
depending on §, we have t. € (t9 — hs, to + hs). It is now a consequence of Lemmas 3.5 and
3.2(1),(iv) that u + . — ty < 0. Sending & — 0 gives the contradiction u <0. [J

3.3. The comparison principle: Second order equations. 'We now turn to the comparison
principle for the second order problem

m
3.8 du = F(Dzu, Du,u,x,t)dt + ZHi(Du) -dtt in Q2 x (0,71,
: i=1

Du-n=0 on 92 x (0, T1],
where F satisfies (2.4)—(2.6).

THEOREM 3.6. Letu € BUSC(Q x[0,T]) andv € BLSC(Q x [0, T]) be respectively
a bounded sub- and super-solution of (3.8). Then

max  (u(x,7) —v(x, 7)) <max(u(x,0) — v(x,0)).
(x,1)e2x[0,T] xeR
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An important ingredient in the proof of this comparison principle is a generalization of the
so-called “theorem of sums” [5], Theorem 3.2, from the theory of viscosity solutions to the
pathwise setting. This is Proposition A.5 in the Appendix below.

PROOF OF THEOREM 3.6. We assume without loss of generality that u(-, 0) < v(:, 0).
The general case can always be reduced to this setting because, in view of (2.5), u(-, 1) =
u(-,t) —sup, (u(x,0) —v(x,0))4 is a sub-solution of (5.1) and (-, 0) < v(:, 0).

We now assume by contradiction that the claim is false. Then, for sufficiently small © > 0
and § > 0,

1
[0,T]1>¢+ sup (u(x,t) —v(y,t) — —|x —y|2> -t
X, yeQ 28

attains a positive maximum at some #g € (0, T']. Invoking Lemma 3.2 and arguing as in the

proof of Theorem 3.4, we have that, for sufficiently small ¢ > 0,

|t — 1o
2

achieves a maximum at some (x., Vg, fz) such that lim,_, ot = t9, u(xe, tz) > v(Ye, ts), and
|xg — ye| < 1. Lemma 3.2(iv) implies that if x, € 92, then

D ®s ¢ (xe, ye, St — 8195 Gt — ;to) -n(xg) >0,

§X§X[O, T] 9(xvy’t)'_)u(-xat)_v(y’t)_q)5,8(x’y’ {l‘_{l‘()vgl‘_{to)_ut_

and if y, € 92, then
Dy®s o (xXe, Ye, &1, — S5 St — 1) -1 (ye) > 0.
For sufficiently small ¢ (depending on §) we also have |t, — fg| < hs, where h; is such that
max max P <
te(to—hs,to+hs)i=1,2,..., m|§t é‘t()‘ vs

and y; is as in Lemma 3.2.
By Lemma 3.2 and Proposition A.5, there exist X5, Ys ¢ € S4 such that

1\ (ld 0
_(|| D?*®s ¢ (x, ye, 1) | + g) <o Id)

(Xa’g 0

2
< B < D*®s ¢ (Xe, Ve, te) + 8[ D> @ ¢ (xe, Ve, te) ]
0 Ys5.¢

and
n+te—1t) < F(XS,E» quDB,e(xs» Ve, te), u(Xe, te), Xg, ts)
- F(Yﬁ,s, _Dycbﬁ,s(xs, Ve, te), V(Ve, te), Ve, ts)-

Sending ¢ — 0 along some sub-sequence, we have ¢, — o and (X5, ¥V5.¢) 20 (Xs,Ys),
where X;, Y5 € S¢ satisfy

_§IdO<X5 0 <§ Id -Id
s\0 Id/—=\0 —-Ys)—s\-Id 1Id /-
Then, for some modulus ps : [0, 00) — [0, o0) depending on §, in view of (2.4), (2.5), and
(2.6),
n= F(Xéa qu>8,8(-x85 Yes te), u(Xe, Ig), Xg, ts)
- F(YS, _qu)S,s(xea Yeste), V(Ve, ), Ve, ts) + ps(€)
= CUR(|qu)8,s(xs» Yerle) + qu)é,e(xs» Yes» t8)|
+ (1 + |qu>5,8(x81 Ye, ts)| + |qu>8,8(xe, Ve, ts)|)|xa - y8|) + ps(e),
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where R > 0 is a bound for # and v. By the method of characteristics, there exist unique
Xe, Ve € R4 such that

Xe — Ye

Dxcbé,e(xsa Ve, le) = +eDy(x;) and

Xe — Ve

— DY (e,

and therefore, for fixed §, as € — 0, D, ®g ¢ (x¢, ye, 1) + Dy ®Ps o (xe, ye, ) — 0.
Define

Dycbéi,s(xea Ve, le) = —

1
As = argmax{(x, )= ulx, fo) —v(y, 10) — 5clx — y|2}~
axa 28

Standard arguments from the theory of viscosity solutions (see for instance [5], Lemma 3.1)

2
yield that lims—,o Sup, yyea, @ = 0. Upon sending ¢ — 0, we reach the contradiction

2
x_
O<pu< sup a)R(l l +|x—y|>ﬂ>0.

X,YEA; ) ]

3.4. Existence and path stability. We now establish the existence of a (unique) solution
of either of the initial value problems for (3.2) or (3.8).

THEOREM 3.7. Assume Q2 satisfies (2.1), H satisfies (2.8), ¢ € C([0, T1,R™), and F
satisfies (2.4), (2.5), and (2.6). Then, for any ug € BUC(S2), there exists a unique solution of
(3.8) with u(-,0) = ug in the sense of Definition 2.1.

PROOF. Let (¢"),en C C([0, T1, R™) be a smooth approximation of ¢ as n — 00, and,
for n € N, let u" be the unique viscosity solution of the boundary/initial-value problem

ou” :
%:F(DZu”,Du”,u”,x,t)—i—H(Du")-(t” inQ x (0, T1,

(3.9) Du" -n=0 on 32 x (0, T1,
u (-, 0) = ug on Q x {0}.

By Proposition A.2, u" is a solution of (3.9) in the sense of Definition 2.1. The comparison
principle Theorem 3.6 implies that, for some C > 0 and foralln € N and (x,t) € 2 x [0, T],

m
u" (x, 1) < |luoll oo, + Ct + Y H (0)™' (1),

i=1
because, in view of (2.4), the right-hand side is a super-solution of (3.8) for sufficiently large
C > 0. Therefore,

u*(x,t):=  limsup  u"(x',1)
x/,t")y—>(x,t),n—00

is bounded and upper-semicontinuous, and, in view of Prop_osition A.3, is a sub-solution of
(3.8) in the sense of Definition 2.1, and u*(-,0) > up on 2. We claim that u*(-,0) = uyg.
To see this, let ¢ € C%(Q) be such that ug < ¢ in Q and D¢ - n > 0 on 2. The method of
characteristics yields 6 > 0, depending only on ¢ and not on n, and " € C([0,T], C 2(Q))
such that

gon o
= ZH’(DQD”) -¢™ in Q x [0, 8),
i=1
D®" .n>0 on a2 x [0, §),

"(-,0)=0¢ on  x {0}.
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Then, by (2.4), for some sufficiently large constant C > 0 independent of n, ®"(x, ) + Ct is
a super-solution of (3.9), and, therefore,

u"(x,t) < ®"(x,t) + Ctin Q x [0, 5).

Sending n — oo and (x/,¢") — (x, 0) along an appropriate sequence then yields u*(x, 0) <
¢ (x) for x € Q. Because ¢ is arbitrary, we conclude that u*(-, 0) = u as desired.

We similarly have that the lower half-relaxed limit u, is a bounded super-solution of (3.8)
with u,(-,0) = ug. The comparison principle now yields u* < u,, and therefore, because
u, < u* by definition, we conclude that u, = u* =: u is a solution. [J

REMARK 3.8. The equality of u, and u* in the above proof implies additionally that u"
converges locally uniformly to u.

With exactly the same argument, we achieve the following stability result:

THEOREM 3.9. For ({")neny C C([0, T1,R™) and (ug)nen C BUC(RQ), let u™)pen C
BUC(Q x [0, Tl) be the corresponding solutions of (3.8). If, for some ¢ € C([0, T], R™)
and ug € BUC(R2),

lim (|‘§n - é‘Hoo,[O,T] + ”ug - uoHoo,ﬁ) =0,

n—oo

then, as n — 0o, u" converges locally uniformly to the solution u of (3.8).

4. Nonsmooth Hamiltonians: Test functions. The focus of this and the next section is
the study of (1.1) when H is not C 2_In this case, the method of characteristics is not available,
and we make use of Lemma 2.4 to construct test functions with the desired properties. The
proofs of well-posedness results, using these test functions, appear in the next section.

It turns out to be very difficult to construct the desired type of penalizing test function
under only the assumptions that the domain be convex and the Hamiltonian be, component
by component, a difference of convex functions. Therefore, we consider the following three
separate settings:

e 2 is a half space,
e  has a quantified convexity assumption, or
e H isradial.

In the last case, we may take H(p) = |p|, which is used in the analysis of the geometric
equations in Sections 6 and 7.

Throughout, for H satisfying (2.10) and i =1, 2, ..., m, we fix convex Hli , Hzi such that
H =H 1’ — Hzi. We will also impose the growth assumption

4.1 esssup max |DH1i(p)|+|DH£(P)| <00
. peRd i=1,2,..m 1+ |p|

This implies that the convex functions Hf and Hé grow at most quadratically as |p| — oo,
and are bounded below by affine functions. The same is then also true for the convex func-
tion G from (2.12). In particular, there exists C > 0 such that, for all 8 =01, 6,,...,0,,) €
[—1, 1], there exists vg € S~ ! such that

m 2
4.2) Clvp-p—1)<G(p) +29i1‘11(1?) < C(l + %) for all p e R,

i=1
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REMARK 4.1.

(1) The quadratic growth assumption for H can, in principle, be generalized, in which
case the quadratic term | p|2 in (4.5) below is replaced with a different power. Some sort of
growth assumption is required, however, in order to perform a quantitative study of the test
functions that are defined in what follows.

(ii) If H € C3(R?) with |D*H || < 00, then H = H'! — H? with

ID*H|
H(p)=H(p)+———Ipl,
and then H! and H? satisfy (4.1).

Throughout this section, we say a constant is universal if it depends only on d, the con-
stants appearing in (4.1) and (4.2), and the domain.
4.1. The penalizing test function and properties. For § > 0, let y5 > 0 satisfy
4.3) O<ys<é foralls e (0,1),
and let £ : RY — R be such that
4.4) £ is convex and 0 < {(p) < |p| forall p € RY.

Both y5 and £ will be further specified, depending on the scenario.
For z € R?, and p € (—3ys, 3ys)", we define

2 m i
(4.5) #s(z, p) := SUPd{P z— 5(% + fi(p)) +Y piH'(p) = 3ysG(p) .

LEMMA 4.2. The function ¢s belongs to CLI(RY x (=3ys,3y5)™) and, for all i =
1,2,...,m,
dps

3 = H'(D,¢5) in R x (=35, 3y5)™.
Pi

Moreover, there exists a universal constant C > 0 such that, for all § € (0,1), z € RY, and
p € (=3ys, 3vs)",

[(jz] —8)4 ]2 1,
20100 C3 = sz, p) = 55lzl” + €8

and

|Deps(z, p)| < C(l + %)

PROOF. The regularity and the satisfaction of the equations are consequences of
Lemma 2.4.

By (4.2), we have, for all p € (=3ys,3ys)™ and p € R¢ and for some C > 0 and v, €
Sd_l,

m
. 1
—Cys+Cysvp p = =3 piH'(p) +375G(p) < Cys + - Crslpl.
i=1
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The upper bound is then proved by computing, with (4.3), for some universal C > 0 that may
change line to line,

F)
¢s(z, p) < sup {p'z - Elpl2 + Cysvp - p} +Cys
peRd

—l|z+c o2+ C <i(|z|+C ) +C <ﬁ+ca
DY) VYsVp V8_28 Vs Vs = 25 ’

and, for the lower bound,

3+ Cys
¢a(z,,0)ZSUPd{P'Z— : |P|2—3|p|}—C)/5
peR

[(z] = &)+ [(z] = &)+
Z e A sz Y
26+ Cys) 20+ C)s
In view of (4.2), we note that, increasing C if necessary, if |p| > C(1 + |z|/§), then

Cs.

2 m _
p-z— 8(% +Z(p)> + ZPiHl(P) =3ysG(p) < ¢s(z, p),
i=1

and so the maximum in the definition of ¢s must be attained for |p| < C(1+4|z|/5). This com-
pletes the proof of the bound for D¢ (z, p), as the unique maximum p = p(z, p) = D¢;(z, p).
O

Now, for 8, >0, x,y € Q,and o, 7, p € (—ys, ys)", we define
PQ5.6(x,y,0,7,0)

2
= sup {<p+u>-x—(p—v)-y—a(%M(p))
p.u,veRd
(4.6) wf U [V o i i i
—&y (;) —&y (g)‘i‘Z(UiH (p+u)—wH' (p—v)+piH (p))
i=1

—¥(Gp+u) +G(p—v) + G(p))},

where 1 is as in (2.2).

Recall that ¢* = 400 outside of a compact set K, and therefore, the supremum in (4.6)
may be restricted to p, u, v € R4 such that, for some universal constant, [ul < Ce and |v| <
Ce.

LEMMA 4.3.  The function ®; . defined in (4.6) satisfies the following:
(i) Forall 8, e € (0,1), Psc C CH1(2 x 2 x (=5, ¥)™ X (=8, 75)" X (=¥5, v5)"™),
and, foralli =1,2,...,m,

0P . 0d .
>t = H'(Dy®s,) and = —H'(=Dy®s.)
8(71' ’ 3‘[,' ’

in Q2 x Qx (=5, )™ x (—ys, v)" x (—ys, vs)™.

8,& _

(i1) For some universal C > 0 and forall x,y € Q o, 1,p€ (=vs,ys)™,and §, e € (0, 1),

Ds5.:(x,y,0,7,0) =Y (x) + e (y) — Cys.
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@iii) Ifre > 0is such that lim,_.or. =0 and R > 0, then, for all 5§ > 0,
lim sup{|®s ¢ (x,y,0,7,0) —ps(x —y,0 — T+ p)|:
e—0

X =y <R, ey (x) + ey (y) <re,0,7, 0 € (—=ys, )"} =0.
(iv) Forb,e € (0,1),0,1,p € (—ys, ¥5)", and k > 0 as in (2.3),

1/1d -Id e(/lId O
2 d 5 _
D(x,y) 8*8(" n 0T, p) = ) <—Id Id ) K (0 Id) ’

PROOF. Part (i) is a consequence of Lemma 2.4, and part (ii) follows from the estimate,
forall x,y e R and o, T, p € (—ys,ys)™,

q>5,8(x9 y,0,T, /0) > sup {M x4 v -y —8‘(‘0*<E> —gw*<§>} _ C)/S

u,veek €
=&y (x) +e¥(y) — Cys.
To prove part (iii), we first estimate from below (taking u = v = 0 and using ¥ *(0) = 1),
5,0 (x,y,0,7,0) = Ps(x —y, 0 — T+ p) — 2e.
We use the sub-additivity of the supremum to obtain the upper bound

IpI?
Ds0(x,y,0,7,0) < sup {p-(x—y)—5<7+€(p)>
peRd,u,veeK

~ N (oiH (p+u) —wH (p —v) + p; H (p))
4.7) ;

—y(G(p+u) +G(p—v) + G(P))}

+ ey (x) +er(y).

By Young’s inequality, (4.2), and (4.3),if [x —y| <R, p € R4 and u, v € K, then, for some
universal C > 0,

2 m ) i )
p-(x—y) —5<% +€(p)> —> (oiH' (p+u)— i H'(p —v) + pi H' (p))

i=1
s 2
—v(G(p+u)+G(p—v)+G(p)) <Rlp|— Il +ce.

It follows that, for some Cg > 0, the supremum on the right-hand side of (4.7) may be re-
stricted to |p| < Cg. Therefore,

Ds5e(x,y,0,7,0) < ps(x —y,0 =T+ p)+Cre + e (x) +e¥(y),

and the result easily follows.
Finally, to prove part (iv), we rewrite, for some convex L,

(D(S,s(X,y,U, T? 10)

2 _
= sup{u-x-l—v-y—&ﬂ—sz/f*(u Sp)—sw*(v+p>—L(p,u,v)}.

Dyl v 2 €
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In view of (2.3), the map

sy (e () i

is uniformly convex, and its Hessian is bounded from below by the matrix

d 0 0y ,[(ld —Id 0 Id 0 1Id
Bs,:=8[0 0 O|+=|[-ld 1d o]+[0 0 o]],
0o 0 o ¢ 0 0 0 Id 0 Id

whose inverse is
(14 1d -1y _/0 0 0
Cse=Byj,=-[1d 1 -Id|+=(0 Id 0].

S\l -1d 1 0 0 Id

It therefore follows as in Lemma 2.4 that, for any x, £, y, § € R?,
(DXCDS,S(X, ys ) - quD(S,S()ev )A)s )) : (x _)%) + (Dy(bé,e(X, y7 ) - DX(D(S,S(f’ 5)7 )) . (y - )A))

0 0 X —X X —X
y—7J y—=7J

where the matrix As . is exactly as on the right-hand side of the inequality in part (iv). [

We next prove, in the three aforementioned settings, that @5 . satisfies the strict boundary
inequalities

“38) {Dx%s(x, ¥.0.7.0) - n(x) > 0 if x € 92 and

Dy®s o (x,y,0,7,0)-n(y) >0 ifyedQ

if o, t, p (which represent the increments of paths) belong to sufficiently small intervals
(—ys, ¥s)™, and if x and y are sufficiently close. It makes sense to consider the latter re-
striction, because, in view of Lemma 4.2, in the proof of the comparison principle and related
results, we will consider x, y € Q satisfying |x — y| = O (8!/?), with the proportionality con-
stant depending on the bounds for the given sub- and super-solution (in fact we will have
lx —y|= 0(8'/%), but it is hard to explicitly control the rate at which § 12|55 — ys| goes to
0 for such points).

As we explain with the next lemma, the condition |x — y| = O(§ 172y implies some control
on the size of the unique maximizer p in (4.6).

LEMMA 4.4. Assume (2.10), (4.1), (4.3), and (4.4). Then there exists universal K > 0
such that, for all §,e € (0,1),0,t,p € (—ys,¥s)", and x,y € Q satisfying, for some M > 1,
lx —y| < M§'/2, if (p,u,v) is the unique maximizer in the formula for ®s .(x,y, 0,71, p),
then |p| < KM§~1/2.

PROOF. If, for some K > 2, |p| > KM8~'/2, then the lower bound in (4.2) gives C > 0
such that

CD(S,&‘(xvy’O"Tvp)
§ 2 wf U wf Y
§(p+u)-x—(p—v)-y—§|p| —&y (;)—sw <g)+ca(1+|p|)

1/2 L
<Ms? Ipl—lel +ey(x)+ey(y) +C
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< M2<K - K—Z) +ey(x)+ey(y) +C
2 ,

which, in view of Lemma 4.3(ii), is a contradiction for sufficiently large K. [J
The next result gives some more detail on the maximizers p, u, v in the definition of ®;s ,:

LEMMA 4.5. Assume (2.10), (4.1), (4.3), and (4.4), and let 5, € (0,1), o,7,p €
(=5, )™, x,y€Q, M>1,and |x —y| < M38Y2. Then there exists a universal constant
C > 0 and wy, wr € R? such that, if (p,u,v) € R34 s the unique maximizer in (4.6), then

u=eDy(x)+ w, v=eDV(y)+wo, and |wi|+ |wa|<CeMyss /2.
Moreover, if £ is differentiable at p, then there exists w3 € RY such that

xX—y -3/2.

p= —DU(p) +ws and |w3| < Myss

Finally, ifo and Hé are globally Lipschitz foralli = 1,2, ..., m, then wi, wy, w3 satisfy

lwi| 4 |wa| < Ceys and |w3| < Cysd™ '
PROOF. We have

x € 3<81ﬁ*<é) —ZUiHi(P+-)+V5G(P+-))(u)-

i=1

We use the additivity of the sub-differential (see for instance [15]) to deduce that

u " .
x € (aw*)(;) + 3()/5G(P +) =D oiH' (p+ -))(u),
i=1
and so, by (4.1) and Lemma 4.4, there exists w € R? with lw| < CMVg(S_l/z such that u =
eDVY (x +w). The result for u now follows from the fact that D1/ is Lipschitz. The arguments
for v and p are similar, and the statement for globally Lipschitz Hamiltonians follows easily

from the fact that the bound p in Lemma 4.4 no longer needs to be taken into account above.
O

We now prove the strict boundary inequalities for @5 . in the cases where 2 is a half space,
2 is convex in a quantifiable way, or H is radial. Throughout, we always assume (2.10), (4.1),
(4.3), and (4.4). The last two assumptions are further specified in the three different cases.

4.2. The half space. We set
Q={xeR?:x.¢; >0},

where e; = (1, 0,0, ...,0); here n(x) = —e; forall x € 9Q = {x e R? : x, =0}.

LEMMA 4.6. Let M > 1 and set £(p) = |p - e1|. Then there exists a universal constant
co € (0, 1) such that, if ys = coM~'8%/2, then, for all 8, & € (0, 1), 0,7, p € (—ys, vs)", and
|x — y| < M8'Y/2, then (4.8) holds. Ilei and Hé are globally Lipschitz fori =1,2,...,m,
then the same is true if ys = co0.
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PROOF. We only prove the first inequality in (4.8), as the argument for the second is
similar.

Fix x €e 90Q and y € Q be such that |x — y| < M&'Y2 and fix o, 7,0 € (—ys, vs)™. Let
p, u, v uniquely attain the maximum in (4.6), so that Dy ®s (x,y,0,7, p) = p + u.

By Lemma 4.5, for some C > 0,

u-n(x)=eDy(x)-n(x) — CeMyss™ V2 > e(1 — Ceps'/?).

Taking cq sufficiently small yields u - n(x) > 0, and so it suffices to prove that p - n(x) =
—p-e1 > 0. We are done if p - e; = 0. On the other hand, if p - e; # 0, then Lemma 4.5 gives

Y —
p= Ty —sgn(p -ej)e; + O(M)/a3_l/2)-

Assuming by contradiction that p - n(x) = —p - e; <0, we find that

X—Yy

p= —el+0(My58_3/2),

and so, for some C > 0, p-e1 < —1+ Cocp. This is negative upon shrinking cg, which is a
contradiction. If the H{, H, are globally Lipschitz, the argument follows in the same way.
O

REMARK 4.7. When d =1 (i.e., when Q is the half-line), we may also take y5 = cof
in general. Indeed, in that case, 02 = {0} and n(0) = —1, and the maximizer p satisfies
p -n(x) =—p, and thus, if p - n(x) <0, then

xX—=y _
pl=p=——=—senp+ O(ys8~ (1 +1pl)) < —1+ Ceo(1 + |p).

Rearranging terms and shrinking cp gives the contradiction in this case.

4.3. Quantified convexity assumption. We now assume some control on the convexity of
2, namely,

there exist & > 0 and ¢ > 2 such that, for all x € 92 and y € 2,

4.9
) nx)-(x—y)=0lx—yl.

LEMMA 4.8. Assume 2 satisfies (4.9), £(p) = |p|, and M > 1. Then there exists univer-
1
sal co € (0, 1) depending on the parameters 6 and q, such that, if ys = coM_l(Sqf?, then,
forall 8,e € (0,1), 0,7, p € (—ys, ys)™, and |x — y| < M8'/2, (4.8) holds. If H!, H; are
globally Lipschitz foralli = 1,2, ..., m, then the same is true with ys = cod9.

PROOF. Once again, we only prove the first inequality in (4.8), and we do so under the
more general growth assumption (4.1), because the argument runs similarly if H{, Hé are
globally Lipschitz.

Fix x € 3Q and y € Q satisfying |x — y| < M8'/? and o, 7, p € (—ys, ys)™, and let p, u,
and v be the unique optimizers in the definition of ®5 .. We want to prove that (p+u)-n(x) >
0.

Invoking Lemma 4.5 again gives

u=e[Dy(x)+0(Myss~'%)] and v =e[Dy(y)+0(Mysd~"2)].

In particular, taking co sufficiently small yields u - n(x) > 0. Thus, if p =0, we are done.
Assume then that p # 0, and suppose for the sake of contradiction that p - n(x) < 0. Then

xX—y p MJ/s)
— ——— 4+ 0| ==,
P T (a3/2
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and taking the scalar product with I%I implies that 'xs;y' >1-— 0(%), so, shrinking cq if
necessary, |x — y| >§/2.

On the other hand, by (4.9),

x—=y)-nx) p Mys
P‘”(X)Zf |p| ()+0(83/2)
lx —yl? Mys 0 q—1 Mys
> 07 +0(53/2>32—qa _0(83/2).

The right-hand side is positive if cg is sufficiently small, and a contradiction is reached. [J

4.4. Radial Hamiltonians. We return to the setting where €2 is C! and convex, but we
make the assumption that

(4.10) H(p)=h(p|) forsome h € C*([0, o0), R™).
Then H as in (4.10) satisfies (2.10) and (4.1). Indeed, fori =1, 2, ..., m, we write
H{(p) = hy(Ip)) :=h'(1pl) + C(Ipl +1pI*) and  Hj(p) = h5(Ipl) = C(Ipl +IpP).
The function Hﬁ' is convex, and, for sufficiently large C depending on ||/’ | -2,
; - (h)'(Iph +C
D*Hi(p)=[(n")"(1p| Lol [—+2C}<d——® )
{2 =10 pl) + ]| | 1p] || pl ~ Ipl
Let us write G(p) = g(|pl), that is, for r > 0, g(r) = >/, (b (r) + h(r)).
We once more consider the test function (4.6) with £(p) = | p|, which we write as

®s5.:(x,y,0,7,p)

‘_5‘ipv{(p+u> = mer=a(E i) v (4) v ()

@.11) m .
Z W (1p+ul) — k' (1p — v]) + pih' (1pl))

—vs(g(lp +ul) +g(lp—vl) +g(|P|))}-

LEMMA 4.9. Assume H satisfies (4.10). Then there exist universal constants dg, &g,
co, vo € (0, 1) such that, if ys = coM 1832, then, for all § € (0, 8y), € € (0, €9), 0,7, p €
(—vs, vs)™, and x, y € Q such that |x — y| < min{M8/2, vy}, (4.8) holds. Ifhi , hé are glob-
ally Lipschitz fori = 1,2, ..., m, then the same is true with ys = c0.

PrROOF. Fix x, y, 0, 7, p as in the statement of the lemma, and let p, u, v be the unique
maximizers in the definition of ®; .. We need to show that (p 4+ u) - n(x) > 0.
Lemma 4.5 gives

M=8[D¢‘(X)+O(]/§M8_l/2)] and UZS[D'W(}/)—{—O(]@M(S_I/Z)],

so that taking co sufficiently small yields u - n(x) > 5, and, thus, for some universal ¢ > 0,

u
—-n(x) >c.

If vy is sufficiently small (depending on ||D21p||oo), then also (# 4+ v) - n(x) > 0. Therefore,
if p=0or p =v, we are done, so assume otherwise.
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Let us next rule out the case that p = —u. In view of Lemma 4.5 and the fact that p # 0,

X—y p Mys
4.12 = -2 4ol =222
*12 p=25" -+ o(5m)
and so plugging in p = —u gives
xX—y u M)/g)
—u= — 4+ 0| =5 |
o=+ o(5n

Taking the scalar product with n(x) yields

X — Mys Mys
5 n(x)—l-ﬂ n(x)+0(5%/2)>c—0(—63/2),
which is a contradiction if ¢y and &g are sufficiently small. Therefore, p # —u.
Using now that p #0, p # —u, and p # v, we may write

x—=y pP Vs / p+u
p= - ptul)—=>) o |p+u|
8 Pl ( Z’ ) lp +ul

—=—>—-u-nx
2_ jntl

)/5, 1 & p—v
(8 (Ip v|+8§u (Ip I)>|p_v|
Vs

( ’|p|——2p, |p|)

Note that the three terms in parentheses are all nonnegative.
Assume for the sake of contradiction that (p 4+ u) - n(x) < 0. This implies that p - n(x) <
—ce. Moreover,

lv—u| < e|DY(y) — DY (x)| + O(eMyss~'/%) < O(s(vo + c0d)),

Ipl

and so, once more shrinking vy and cg, we also have (p + v) - n(x) < 0. We conclude that
(p+u)-nx)=e(l—0(Mys~1%)),

which is a contradiction for sufficiently small cg. We conclude that (p + u) - n(x) > 0. The
argument is similar for the other inequality. [

We now strengthen the assumption (2.10) for the radial Hamiltonians, and assume
(4.13) H' isconvex foralli =1,2,...,m.

In this case, we will be able to lengthen some time intervals, from one side, for which the
above properties of ®s . hold. We shall use this observation to prove monotonicity in the path
variable for (1.1) when H is radial and convex.
We first note that, if each H' is convex, we may take Hf = H' and Hzi =0, so that G =
T H I Then (4.2) can be refined to, for some universal C > 0,

m
0<G(p)+ > 6;H (p) < CI1+6|(Ip| +Ipl)
i=1
forall p € RY and 0 = (01,65, ...,0,) €[—1, 00)".

4.14)

The notation 1 + 6 means (1 4+ 61,14+ 65,...,146,,).
It is immediate that (4.14) can be used to generalize Lemma 4.2 and obtain the following
result:
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LEMMA 4.10.  The function ¢s belongs to C'1 (R x (—o0, 3ys)", and satisfies the same
equations as in Lemma 4.2 in that domain. Moreover, there exists a universal C > 0 such that,
forall§ € (0,1),zeR4, ve(0,1),and p € (—v,3ys)",

[(jz] = C(8 + )41 |z

20+ 0GB +y =PEA=5

We similarly analyze the test function @5 . from (4.11), which now takes the form

q)s,E(x’ y’(ﬂ tv 10)

s :=W{<p+u) x—(p-v)y— 5(%7% ) e (4)=ev(Y)

Z (ys — o' (1p +ul) + (vs + R (1p — vl) + (vs — :Oi)hi(|P|))}'

LEMMA 4.11. Assume that H satisfies (4.10) and (4.13). Then the results of Lemma 4.3
continue to hold if, for any fixed v € (0, 1), the variable p is everywhere allowed to belong to
(—U, VS)m .

PROOF. Inview of (4.14), arguing just as in Lemma 2.4, we have ®s , € C1'1(R? x RY x
(=5, ¥s)™ x (—ys, ys)™ X (—v, ¥5)™), with the equation in Lemma 4.3(i) being satisfied in
the new, larger domain. The estimate (4.14) also leads easily to the bounds and limits in
Lemma 4.3(ii), (iii) (note that we use H(0) = 0), and (iv), again all satisfied on the new
domains. [J

Finally, we show that the boundary behavior from Lemma 4.9 can also be established on a
longer interval.

LEMMA 4.12. Assume that H satisfies (4.10) and (4.13). Then the conclusions of
Lemma 4.9 continue to hold if we impose |x — y| < vg, vs = cod, and p is allowed to belong
to (—o0, ¥s).

PROOF. First, for x, y, 0, T, p as in the statement of the lemma, we note that, if p, u, v
are the unique maximizers in the definition of ®; .(x, y, o, 7, p), then we have |p| < C/§ for
some universal K > 0, the argument following exactly as in Lemma 4.4 and using the lower
bound in (4.14).

We next note that the conclusions of Lemma 4.5 regarding # and v continue to hold, and,
therefore,

u=e[DYx)+ O0(ys67")] and v=e[DY(y)+ O(ys8™ )]

Arguing just as in Lemma 4.9, we thus have, for sufficiently small cg and vg, u - n(x) > ce,
%‘ -n(x) >c, and (u + v) - n(x) > 0, from which we can assume without loss of generality
that p £ 0 and p # v. Then, with a similar argument as for Lemma 4.5,

<1+Z(Va |p|))|%|+0<§_§>,

p=
Note that

1+Z(Va )'(Ipl) =0,

so that we may argue as before that, 1f &o is sufficiently small, then p # —u. The rest of the
argument follows in exactly the same way as the rest of the proof of Lemma 4.9. [J
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5. Nonsmooth Hamiltonians: Well-posedness. Making use of the test functions ana-
lyzed in the previous section, we now prove well-posedness results for the Neumann problem

m

du= F(D*u, Du,u,x,t)dt + > H'(Du)-d¢' inQx (0,T],
i=1

Du-n=0 on 32 x (0,77,

5.1

with a non-C? Hamiltonian, making use of the test functions analyzed in the previous sec-
tion. As mentioned there, the results here apply when 2 is a half-space, 2 has a quantified
convexity assumption, or H is radial.

Just as in the previous section, a constant C is called universal if it depends only on €2, F,
or H.

5.1. A general estimate. We first prove a general estimate for the difference of a sub-
and super-solution, with two different driving paths and with a doubling in the space variable,
with penalization provided by the function ¢s from (4.5). This will be used to prove existence,
uniqueness, and precise stability estimates in the path variable, as well as a uniform modulus
of continuity in space for the solutions that does not depend on the path.

PROPOSITION 5.1. Assume that Q satisfies (2.1), H satisfies (2.10) and (4.1), and F
satisfies (2.4), (2.5), and (2.6). Let ¢, n € Co([0, T1, R™), and assume u € BUSC(Q x [0, T1)
and v € BLSC(Q x [0, T]) are respectively a bounded sub- and super-solution of (5.1)
corresponding to ¢ and n. Then there exist universal constants 0 < co < 1 < Cq such that, if

M = Co(llulloo + V]loo + 1)/

if one of the following holds:

(i) Q is a half space, § € (0, 1), and ys = coM~83/2;
(i1) 2 satisfies the uniform convexity condition (4.9), § € (0, 1), and ys = coM_lcS‘”%,
or
(iii) H satisfies the radial condition (4.10), § € (0, coM™2), and Vs = coM 1832,

and if T > 0 is such that

5.2 max max |} —ni| <ys,
o 1€[0,T]i=1,2,..., m}é} ml<vs

then, for some ws > 0 depending on u and v such that lims_.o ws = 0,

Sup {(M(x’t)_v(y’t)_¢8(x_ya§1_77[))_|_}
(x,y,H)eR2xQx[0,T]

< sup {(u(x,0) —v(y,0) — ¢s(x — y,0)) } + wst.
X, yeQ

The proof of Proposition 5.1 has many similarities with that of Proposition A.5 in the Ap-
pendix, but with some key differences due to the fact that the test-functions are not necessarily
smooth.

PROOF OF PROPOSITION 5.1.  Without loss of generality, it suffices to consider the case
where u (x, 0) — v(y, 0) — ¢s(x — y, 0) < 0. One can always reduce to this case in general by
defining &1 (-, t) = u(-, t) — supx’y(u(x, 0) —v(y, 0) —¢s(x —y, 0))+ and noting that & is again
a sub-solution in view of the monotonicity of F (2.5), while the lower bound in Lemma 4.2
implies [[it[loo < 2|ulloc + lV]loc + C.
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Assume for the sake of contradiction that, for some u > 0,

[0, 71>t sup ((uCx,) —v(y,t) —¢ps(x =y, & —ne)), ) — it
X, yeQ

attains a strict maximum at 7 > 0. In particular, u(x,t) — v(y,t) — ¢5(x — y, & — 1) is not
everywhere nonpositive and, for ¢ sufficiently close to 7,

sup ((u(x,0) —v(y. D)) = ¢s(x =y, & —n1),)
X, yeQ

= sup (u(x,1) —v(y,1) — ¢s(x —y, & —m1)).
x,yEQ

Moreover, the upper and lower bound on ¢s imply that there exists 5 > 0 such that r(g2 /6 320
0 and, for all ¢ € [0, T], the supremum may be restricted to |x — y| < r;s.

Let @5 . be the test function defined in (4.6) with £(p) = | p-e1| if case (i) holds and £(p) =
|p| if (ii) or (iii) hold. Then Lemma 4.2 and Lemma 4.3(ii),(iii) imply that, for sufficiently
small e, depending on §,

§X§X [0, T] > ()C, y’t) = (u(x,t) —U(y,t) - CD(S,E(X’ yvé‘t _é.f7 Nt — N Cf_nf))+ — ut

attains a maximum at (X, Ve, f) € 2 x Q x (0, T'] with limg_, oz, =7, so that we can ensure
that, for all sufficiently small ¢ depending on &,

(5.3) u(xe, te) —v(ye, te) — CDS,s(xe, Yes §t, — Cpa M, — N7 G — 7];) >0
and
i i i i
jmax g =GV i, =il <vs.
Moreover,
(54 lim (s (x) + e¥ (ye)) =0,
e—0
and, for sufficiently small ¢, Co > 1 may be chosen (so as to determine M) such that |x, —
el < M8'2,
Set

Pe = DXCDB,S(XE’ Ye, é’tg - §f7 Nt — 77;, é‘f - nf),

qs \= qu)ﬁ,e(xs, Ve, §t8 - §f7 Nte — N ;f - 77;),
and

l/1d -Id IN/1ld 0
A5,g~:g(_ld Id)+8(1+;)(0 Id)

Then, by Lemma 4.3(iv), for all x, y € Q,
qD(S,S(xv y: é‘tg - é‘f! nfg - 77;% é‘f - 77?)
=< ®5,8(x87 Ye, {tg - é‘f’ 7716 - 77;, é‘f - 775)
(3.5) +pe-(x —Xxg)+qe - (Y — ye)
1 X —x X —x
L S R I £
2 5.¢ Y= Ye Y= Ye

with equality if and only if x = x, and y = y,.
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We next claim, shrinking cg and ¢ if necessary, that
(5.6) pe-n(xg) >0 ifx,€dQ and ¢gg-n(y.) >0 ify. €0Q.

Indeed, in either case (i) or (ii), the claim is a consequence of respectively Lemma 4.6 or
Lemma 4.8. In the radial case, that is, if (iii) holds, then the restriction on § implies also that

lx —y| < C(l)/ 2, Thus, further shrinking cg, we have both § € (0, §p) and |x — y| < v, where
do and v are as in Lemma 4.9. The claim is then proved by further shrinking ¢ if necessary.

Appealing to Lemma A.1, we further develop the inequality (5.5) with extra variables &
and n:

D5 e (X, Y, 8t — o Mty — M55 S5 — M7)
=< (D8,8(-x85 Ye, {tg - C[Aa nl‘g - 77;» é_f - Uf)

+pe-(x—x—8E)+ g (y—ye—1n)
(5.7) 1 ) ,
+(3+||A,s,g||>(|x—xg—s| Ty — e —nP)

b pe-Etgent %(Aa,e +5A2,) (i) . (i)

with equality at (x, y, &, 1) = (x¢, Ve, 0, 0).

Let S¢ (-, t¢) and S (-, ;) denote the solution operators for the Hamilton—Jacobi part of the
equation on R4, driven by respectively ¢ and 5. Then, for any function ¥ (x, y) = f(x) —
g(y), the solution of

dV =} (H'(DxW) - d¢' — H'(=Dy¥)-dn'), W(..1)=1
i=1

satisfies W(x, y, 1) = S¢ (¢, ;) f (x) — S, (¢,1:)g(y). Using the monotonicity of the solution
operators, we have, for all ¢ close enough to 7 (including t,),

D5 (X, Y, 8 — Cpame — 07 8 — 7)) — Do, e (Xey Ve, &, — C7y i, — 075 S — 17)

= 5c) (P (=) + (5+ sl )1 =) x = 8)
= 8. (—ge+ (= 30) - (5+ 1Asel)1- =3P ) s = m

eoerans o (6): ().

where

Id 0
B(g,g::Aa,e-i-(SA%’S-i-s(o Id>’

with equality only if (x, y, 1, &, ) = (x¢, ye, £, 0, 0).
We now set

1
Wy (x.1) = S¢ (e, t)(pg x4 (5 + ||A5,8||)| - —xs|2) ),

1
W (y.1) = Sy(te. 1) (—qe ) - (5 + ||A3,s||>| - —yg|2) )

u(§, 1) :=max{u(x,t) — Vi(x —&,0)},
xeQ
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and
v(n, 1) :==min{v(y,1) —W_(y —n,1)}.
yeQ
Then
TE D) — b g o) WA
u, 1) —v(n, 1) —pe-&§—qs -1 236,8 )\ wut

attains a strict maximum at (¢, n,¢) = (0,0, t,).

Note that we have ensured that, in the definition of % (0, #.), the maximum is reached only
at x = x.. Therefore, for (£,¢) in a neighborhood of (0, #;), the argmax defining u(&, t)
contains only points close to x.. We make the same comments about y, and the arg min of
v(n,t) for (n,t) close to (0, t;). Moreover, p. - n(x) > 0 and g, - n(y) whenever x. or y,
belong to the boundary of €2 and whenever x is close to x. and y is close to y,.

It follows from Definition 2.2 that, in a neighborhood of (0, #;), & is a subsolution of
o1 < F(D*u, Du,u,&,t) visa supersolution of d;v > G(D?v, Dv, v, n,t), where

F(X,p,r,&, )= inf F(X,p,r+V¥,.(x—&,1),x,t
(X, p,r,§,1) reagmax e o e (X, p +(x—&,1),x,1)
and
G(Y,q,s,n,1t)= sup F(Y,q,s+Y_(y—n,1),y,1).
yeargminv(,qt)_q,_(,_n,t)

In particular, for some C > 0, du/dt < C and dv/dt > —C in a neighborhood of (0, 7).

We now appeal directly to [4], Theorem 7, and find that there exist a, b € R and X, Y, €
S such that (a, pe, Xe) € P (0, ), (b, g Ye) € P v(0, £,) (the definitions of the limiting
sub- and superjets being recalled in the Appendix below), a — b = u, and, for some universal
constant C > 0,

C(d 0\ _(X. 0 , C/Id -1 d 0
_3(0 Id)S(O —YE)SB‘S’EJFBM"SE(—M Id)+cg(0 Id>'

By the continuity of F, we thus have
w<F(Xe, pesu(xe,te), Xe, te) — F(Ye, —qe, V(Ve, te), Ve, Ie)
< F(Xe, pes V(yes te) + Po,e (xe, Yoo §ro = 55 iy — M7 8 — M7), X )
— F(Ye, =Ge, V(e 1), Yeo 1),

where the last inequality follows from (2.5) and (5.3). Note that, in view of Lemma 4.2,
Lemma 4.3(iii), and (5.4),
2

r .
Ds e (Xe, Ve, &1, — Cpa Mty — M55 &G — Mp) < % + Cé+ ws ¢,

where, for fixed §, lim,_, o @s . = 0. It then follows from assumption (2.6) on F that, for some
R, C > 0 independent of § and ¢, for all sufficiently small &,

2 2 2
ry + — r -
‘SW(S;%' + (14 |pel + Igel)rs + % + C8 + @5, —I—Cs).

By Lemma 4.2, along a subsequence as ¢ — 0, p, and —¢, converge to some p satisfying
|p| < C(1+rs/8). Therefore, sending € — 0, we obtain, redefining C if necessary,

n= wM,c(

2
" Sa)M,c<Cr5 —I—C%‘S +C8) =: ws.

We thus reach a contradiction for any p > ws. U
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REMARK 5.2. If F is independent of # and x, then we may take ws = 0 in the statement
of Proposition 5.1. Indeed, after the use of [4], Theorem 7, in the above proof, we have
w < F(Xg, pe,ts) — F(Ye, qe, t:), and, upon sending ¢ — 0 along some subsequence, we
have X, — X and Y, — Y where X < Y. This gives the contradiction u < 0.

5.2. Wellposedness. We now use Proposition 5.1 to prove the existence, uniqueness, and
stability of solutions to (5.1), assuming that H satisfies (2.10) and (4.1), F satisfies (2.4),
(2.5), and (2.6), and 2 satisfies (2.1), as well as one of the following: €2 is a half space, 2
satisfies (4.9), or H satisfies (4.10).

5.2.1. The comparison principle. The first use of Proposition 5.1 is to prove the compar-
ison principle.

THEOREM 5.3. Fix ¢ € C([0,T],R™), and let u € BUSC(Q x [0,T]) and v €
BLSC(2 x [0, T]) be respectively a bounded sub- and super-solution of (5.1). Then

sup {(ux, 1) —v(x, t))+} < suE{(u(x, 0) — v(x, 0))+}.
(x,1)e2x[0,T] xeQ

PROOF. Setting ¢ = n, we note that (5.2) is satisfied. Then, for the values of § and ys
specified by Proposition 5.1, we have

sup {0 —v(y, 0 —¢sx —y,0), ]
(x,y,1)eQ2xQ2x[0,T]

< sup {(u(x,0) —v(y,0) — ¢s(x — y,0)) | + wst.
x,yEQ

Sending § — 0 and invoking Lemma 4.2 immediately yields the result. [

5.2.2. Existence and stability. Just as in Section 3, the comparison principle implies the
existence of a unique solution of the the initial value problem, as well the continuity of the
solution map ¢ + u.

COROLLARY 5.4. Under the same conditions as Theorem 5.3, for any ug € BUC(Q)
and ¢ € C([0, T],R™), there exists a unique solution of (5.1) with u(-,0) = ug. Moreover,
if,forneN, " e C([0,T],R™), ug € BUC(RQ), and, as n — o0, ™ converges to ¢ and ug
converges to uqy uniformly, then, if u” is the corresponding solution of (1.1), then, as n — 00,
u”" converges locally uniformly to u.

PROOF. As in the proof of Theorem 3.7, the argument rests on showing that the half-
relaxed limit u*, which is a sub-solution, satisfies u*(-, 0) < ug (and a similar statement for
the lower half-relaxed limit u,).

Fix xo € Q and let ¢ € C 2(R%) be convex and such that ug < ¢ and ug(xo) = ¢ (xo).
Then, by Lemma 2.4, there exists § > 0, independent of n, and a family (®"),cn C
C ([0, 8], C-1(R?)) of solutions of

m
=Y H'(D®")- d¢"" inR? x [0,8] and @"(-,0) = ¢.
i=1
Moreover, there exists C > 0 independent of n such that 0 < D?®" < C. Therefore, for
some C > 0 independent of n, ®"(x, 1) + Ct is a super-solution of (5.1) corresponding to

the path ¢". We conclude as in the proof of Theorem 3.7 that u*(-, 0) < ¢, and, in particular,
u*(xp, 0) < ¢(xg) = ug(xp). The result now follows because xy was arbitrary. [
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5.3. Further results for homogenous F. We next prove some further properties of solu-
tions under the additional assumption that F depends only on D?u and Du, that is,

(5.8) FeC (Sd X ]Rd) is nondecreasing in X € S¢.

We first record some simple bounds for the unique solution.

LEMMA 5.5. Letug € BUC(RQ) and ¢ € Co([0, T1,R™), and let u be the unique solu-
tion of (5.1) with u(-,0) = ug. Then

m
sup  |u(x, 1) — Y H'(0)¢' (1) — F(0,0)t| < [[uolloo-
(x,0)eQx[0,T] i=1

PROOF.  This is a consequence of the comparison principle Theorem 5.3, as well as the
fact that (x, 1) = %luglloo + 272 H' (0)¢' (1) + F(0, 0)t are solutions of (5.1). O

5.3.1. Path stability. The existence result in the previous sub-section was derived from
the stability of the solution operator for (5.1) in the path variable. In this section, we make
this more quantitative when F satisfies (5.8).

THEOREM 5.6. Fix ug € BUC(R?). Then there exists a modulus of continuity  :
[0, 00) — [0, 00) such that, if{l, {2 e Co([0, T],R™) and iful, u? are the corresponding
solutions of (5.1), then

Ju' - ”2Hoo,§x[o,r] <o(l¢' - §2||oo,[o,T])-
PROOF. We first note that we may assume that H(0) = 0 and F (0, 0) = 0. Otherwise,

we may replace u/, j = 1,2, with

m
il (e, t) =ul (x,t) = > H' (0)¢7' (t) — F (0, 0)t.
i=1
We also prove the result for ug € C%!(Q). The general result then follows by replacing ug by
Lipschitz approximations and using the contractive property of the solution operator implied
by the comparison principle.
By Lemma 5.5,

1 2
|u Hoo,ﬁx[o,T] V |u ||oo,§><[0,T] =< lluolloo, 3>
and so the value M in Proposition 5.1 depends only on ||ug|| co-

Let 5o > 0 be such that the conclusion of Proposition 5.1 holds for 0 < § < §p. We first
assume that g“l and (2 satisfy ||§1 — Czlloo,[o,T] < ¥s,, With y5 = coM 18", the exact value of
r being specified in Proposition 5.1. By Lemma 4.2 and Proposition 5.1 (recall that ws =0
by Remark 5.2), we then have, for all (x, ) € Q x [0, T'], for all § € (0, §9) with y5 > ||§1 —
22 lloo,0,715

' (e, 1) —uP(x, 1) < 95(0, 8! = ¢7) + sup {u'(x,0) —u?(y,0) — gs(x — y,0)}
X, yeQ
C(x=yl- ca)i}
)

<Cé+ sup {le — ]
x,yeQ

< CL$.
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We conclude that, for some constant C > 0 depending only on ug, and after applying the
same argument with the roles of ! and u? reversed,

1 2 1 211/r
Ju’ —u | 0r = €IS = ¢ b 0.7
whenever (¢! = £2|loo,10,71 < V5o-
Suppose now that, for some N =2,3,..., (N — Dy, < et — §2||oo,[0,T] < Nys,- Then
iterating the above result gives

5 12t = ¢ lloo,0,77\ /"
H”l_” ”oo,[O,T]fCN( Noo

1
<CN'T et =2 Loy

We conclude since

¢! = ¢2ll0o.10.7]
coM—18] O

N <1+

5.3.2. Continuity estimates. Another consequence of the homogeneity assumption (5.8)
is the continuity of solutions of (1.1) in the space variable, depending only on the initial
datum u(, and not on the path ¢ or time ¢ > 0.

THEOREM 5.7. Fix ug € BUC(RQ). Then there exists a modulus of continuity o :
[0, 00) — [0, 00) such that, for any ¢ € C([0, T], R™), if u is the unique solution of (1.1)
with u(-,0) = ug, then, forall t € [0, T], u(-, t) is w-continuous.

PROOF. We may assume without loss of generality that ug is Lipschitz with constant
L > 0. The general result follows from approximating u¢ and using the contractive property
of the equation. As in the proof of Theorem 5.6, we may also assume that H(0) = 0 and
F(0,0)=0.

In view of Lemma 4.2, taking u = v and ¢ = 7 in Proposition 5.1, and noting ws = 0 in
view of Remark 5.2, yields, for all # € [0, T'] and § sufficiently small, depending possibly on
lluolloo,

u(x, 1) —u(y, 1) < ¢s(x —y,0) + sup {uo(x) —uo(y) — ¢s(x — y,0)}

x,yeQ
<c|x_y|2+c5+ {L Crz}
_— max{Lr — —
=67 e 25
2
_c = s

8

If x and y are sufficiently close, we may take § ~ |x — y| to conclude that u is locally Lips-
chitz, and thus globally Lipschitz because the constant does not depend on x or y. [J

5.3.3. Monotonicity in the path variable. The comparison principle, Theorem 5.3, im-
plies that the solution operator for (1.1) is order-preserving in the initial data. Under the
additional assumption that F satisfy (5.8) and H be radial and convex, it turns out that the
same is true in the path variable.

THEOREM 5.8. Assume that.H satjsﬁes (4.10) and (4.13). Let ug € BUC(RQ) ﬁnd
¢! % € Co([0, T, R™) satisfy ¢ < ¢* foralli =1,2,...,m,and letu',u* € BUC(Q x
[0, T']) be the corresponding solutions of (5.1). Then u <u?onQ x[0,T].
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To prove Theorem 5.8, we need the following variation of Proposition 5.1:

PROPOSITION 5.9. If H satisfies (4.10) and (4.13), then the conclusions of Proposi-
tion 5.1 continue to hold if the condition on ys in (iii) is replaced with ys = co8%, and, for
some sufficiently small universal 6y € (0, 1), (5.2) is replaced with

(5.9) m—0oM™> <& <n+vys forallte(0,T].

PROOF. Most of the proof goes just as in that of Proposition 5.1, in view of Lemma 4.11.
The key difference is in establishing the boundary condition (5.6). In view of the estimate for
¢s in Lemma 4.10, the points x, and y, satisfy, for sufficiently small ¢,

Ixe — Vel < M8+ 1y, — &)"/* < (co + 60) /2.

Shrinking 6y and cg, if necessary, the right-hand side is less than vy, where vy is as in
Lemma 4.12. Therefore, (5.6) holds, and the rest of the argument goes through just as in
the proof of Proposition 5.1. [J

PROOF OF THEOREM 5.8. We have H(0) =0, and we may assume also without loss of
generality that F (0, 0) = 0. Then, as in previous proofs, the value M depends only on [[u¢ || -

By Proposition 5.9, there ex1sts a constant 6y > 0 depending on universal quantities and
|luollco such that, if 90 < g“ — ;‘ < 0, then, for all § > O sufficiently small, y5 = co8%, and
(x,1) e 2 x[0,T],

ul (x, 1) — u?(x, 1) < sup{uo(x) — uo(y) — ds(x — v, & — 1))
'x’y

Sending § — 0, we have u' < u?. For arbitrary paths satisfying ¢! < ¢2, the result may be
iterated. [

6. Geometric equations. We now turn to the study of geometric equations. We assume
that H is positively 1-homogenous, that is,

(6.1) HOp)=ArH(p) forall peR? 1> 0.

Such an H satisfies the difference-of-convex-functions property (2.10) if, for instance, H is
C? in a neighborhood of S¢~! (see [20], Appendix B), in which case H { and H; are also both
1-homogenous (and therefore, so is G in (2.12)). In fact, such Hamiltonians are also globally
Lipschitz. We then note that level-set equations dealing with first-order geometric motions
are already covered by the results in Section 5. We focus here on second-order problems, for
which
F € C(S? x (RY\{0})) is nondecreasing in the S? variable and
(6.2) FOX +pp® p,Ap) =AF(X, p)
for all (X, p) € S x R?, A > 0, and uneR.

Functions satisfying (6.2) are allowed to have a singularity at p = 0. Note, however, that (6.2)
implies that F (0, -) is continuous at p = 0:

(6.3) F*(0,0) = Fy(0,0) =0

A standard example is

F(X,p)=tr[(ld——® ) ],
lpl — |pl

which is the nonlinearity from the level-set equation for perturbed mean curvature flow, and
which is the focus of the application in the next section.
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6.1. Test functions. We construct a particular test function much in the same way as in
Section 4. The key difference is that its Hessian vanishes, as ¢ — 0, whenever its gradient
does (see Lemma 6.2(iv) below). This is done in order to deal with the singularity of the
nonlinearity F.

We first define, for § € (0, 1) and y; as in (4.3),

38 " :
(6.4) 5z, p) = sup{p 2= APl = dIpl4 Y piH (p) — 3V5G(P)},
p i=1
and, for ¢ € (0, 1), G asin (2.12), and ¢ as in (2.2),
q)5,£(x7 y’ U’ T’ /O)
38 u v
= sup {<p+u> = (p=0 = = olpl = ey (4) —ev(2)
p,u,v & £
(6.5) n ; i i
— > (oiH' (p+u) — i H (p —v) + pi H' (p))
=1

1

~v(G(p+u)+G(p—v) + G(p))}.

In view of the positive 1-homogeneity of H (and therefore G), we have, for some C > 0, for
all p € (3ys, 3ys)™, and for some v, € gd=1,

m
—Cys(p-vp — 1) <3ysG(p) — Y _ piH' (p) < Cyslpl.
i=1
We then have the following, which is proved exactly as in Lemma 4.2.

LEMMA 6.1. The function ¢s in (6.5) belongs to CHI(RY x (=3vs,3ys)™), and there
exists C > 0 such that, forall § € (0, 1), z € R4, and 0 € (=3ys,3ys)™,

[(Iz] = C8)+1* _ Lzl =8)4 71

(6.6) S =9(zn) 5

Analogously to Lemma 4.3, we can prove the following properties of &g ,:

LEMMA 6.2. The function ®s . defined in (6.5) satisfies the following:
() Foralls,e € (0,1), ®s. € CLIRY xRY x (—ys, ys)>™), and, foralli = 1,2, ..., m,

0Ds ¢ 0Ds ¢
d0; 0T
inR? x RY x (—ys, ys)>m. B
(ii) For some C > 0 and forall x,y € Q,0,t,p € (—ys, vs)",and §,¢ € (0, 1),
®s5.0(x,y,0,7,0) =P (x) +ey(y) — Cys.
(iii) If R > 0 and re > 0 is such that limg_,gr. =0, then, for all § > 0,

=H (D, ®s,) and =—H'(-D,®; ;)

lim sup{|®s ¢ (x,y,0,7,p) —ps(x —y, 0 — T+ p)|:
e—0

x —y| <R, ey (x)+e¥(y) <re,0,7,p€ (—ys5,¥5)"} =0.
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(iv) For 8, e > 0, there exists a continuous, nonnegative symmetric matrix-valued map
QX QX (=15, 78’3 (%,5,0,7,p) = As £ (x,7,0,7, p)
such that, for o, T, p € (—=ys, ys)™ and almost every x,y € Q,

OS D(vay)q)(-xa y»aa T? 10) 5 A(S,E(-x9 yvo—a T7 p),

and, uniformly for bounded x,y € R? and o, T, p € (=3ys, 3vs)>,

. 3
limsup As (x,y,0,7,p) < 3|D¢5(x —-)y,0—T1 +P)|2/3 (

e—0

Id -Id
—-Id Id

PROOF. We first prove item (iv). This establishes the C!:!-regularity, and part (i) is
then a consequence of Lemma 2.4. Parts (ii) and (iii) then follow exactly as in the proof
of Lemma 4.3.

We rewrite, for some convex function L : R3¢ — R,

q’&,s(% y,U, Ta p)
= sup {u-x+v-y |p|4/3 w*(ﬂ>—8w*(v+—p>—L(p,u,v)}.
p,u,v E &
Define

36 —
Lepou )= 1pl +ew*(¥) 4 sw*(”%") +L(pu,v).

Then L is strictly convex and, for p # 0,

21171 0 0 L[(d —1d 0y /d 0 1d
DLpuv=|3 o o ol +E|[-1¢ 1 o)+[0o 0 o
&
0 0 0 0 0 0/ \d o
=: Bs.«(Ipl)-

We compute, for r > 0,

3 /1d Id -—-Id e 0O 0 O
Cs.e(r):=Bso(r) 1 = d I« -Id|+Z(o W o].
-Id -Id 1Id K\o 0 1d

It follows that, for any (x,y,o,1,p) € 52 X (—ys, y3)3, a unique maximum (p,u,v) =
(p,u,v)(x,y,0,t,p)is attained, with D®s . (x, y, 0, T, p) = (1, v). Moreover, for bounded
x and y, the maximizers p, u, and v belong to a bounded set, over which £ is uniformly
convex. It then follows as in Lemma 2.4 that (p, u, v) is Lipschitz in (x, y, o, T, p).

Fix (x, y), (x,y) € @ and 0,7, p € (—ys, ys)™, and write

(P,’/h U) = (P,”» v)(x’ysoa T, p)and(ﬁvﬁs ﬁ) = (Pa’/‘, U)()}(t', 5\7’0_’ T’p)-

Assume first that p = p(x, y, 0, 7, p) # 0. Then, if (x, y) is sufficiently close to (x, y), it is
also the case that p # 0. We have

! p—r\ (P-
L(p,i,0)>L(p,u,v)+x-(—u)+y- (U—U)+2388(|P|V|P|) i—u ) fa—
V—UV v

SRR
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and

< H>
[

e =
v

p
u
v

SEEC

A . R N R 1 R
L(p,u,v)>LP,u,0)+x-w—u)+y-(v—10)+ 538,8(|P| Vv 1pl) (

Adding the two inequalities yields

p=p\ (P=p

Bse(IpIvIp)la—u ] -[d—u|<G-u) - T—x)+@—v)- T —y),
V—v v—v

and so, just as in the proof of Lemma 2.4,

0 0
(i —u)- (G =2) + O =) (G =) = Bse(lpl V1)~ (@—x) - (i—x)
y—=>Y

X —Xx X —x
:A v b (A )(A )’
s.e(Ipl Vv 1pl) s—y) G2y

323 /1d —I1d\ € /Id 0O
Ase(r) = 5 (—Id Id)+;(0 Id)'

limsup [(DXCDS,S(-XA’ }A;’ o, T, :0) - DXCDS,S(-X’ y,0,7T, :0)) : (XA - X)
&>y

+ (qu)6,€(£7 5)’09 Tv /0) - Dy(pé,e(x7 yvaa Tv IO)) : ()A) - Y)]

<Ase(lpx,y, 0,7, p)|) ()yc ~ i) : <;f :)yc> :

which means that

where

‘We conclude that

D(zx’y)q)(s,é‘(x,yao" Ta p) S A(S,é‘(’p(xv )’70» T’ 10)’)

If p(x,y,0,t,p) =0, in which case B(|p|) = B(0) is not well defined, a similar argument
may be applied as above by replacing B(|p|) by B(M ") for arbitrarily large M, then letting
M — oo in the last step.

Finally, uniformly for bounded (x, y) € §2 and (o, 7, p) € (—vs, y5)3, the unique maxi-
mizer (p, u, v) = (pe, Ug, Ve) for &5 . satisfies

lim(pe, —u;) = lim(ps +v:) =0 and limu,=—limv, = D¢s(x —y,0 — 1+ p),
e—0 e—>0 e—>0 e—>0
from which the result follows. O

As in Section 4, we require certain strict inequalities to hold on the boundary, and we split
into two cases, depending on whether €2 is more quantifiably convex or H is radial.

LEMMA 6.3. Assume that 2 satisfies (4.9). Then there exists a universal_co € (0, 1) such
that, if ys = coé4, then, forall e,6 € (0, 1), 0,7, p € (—ys, ¥5)", and x, y € Q, (4.8) holds.

PROOF. For x € 3Q, y € Q, and (o, 7, p) € (—Vs, ¥s)°, let u, v, p be the unique maxi-
mizers in the definition in (6.5). Then D, ®s .(x, y, 0, T, p) = p + u. Recalling that H and
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G are uniformly Lipschitz, we see that u = eDW (x) + O(eys), so, for § € (0,1) and cg
sufficiently small, u - n(x) > 0.

We may therefore assume without loss of generality that p # 0. Assume for the sake of
contradiction that (p + u) - n(x) < 0, which, in particular, implies that p - n(x) < 0. We first
note that

_ P
x—y=8lpI p+ 8|7| + O (vs),

so that (upon taking the scalar product with ﬁ)

lx — yl

>1—-0(ys/9).

Shrinking cg if necessary, we have |x — y| > ¢é. On the other hand, because p - n(x) <0,
Olx —y|? = (x —y) -n(x) < O(ys).

Combining these two facts yields, for some universal C > 0, §¢ < Ccy89, which is a contra-

diction if ¢ is sufficiently small. The other inequality is proved similarly. [l

We now drop the assumption (4.9), letting € be an arbitrary C' convex domain, and as-
sume that H is radial. Because H is one-homogenous, this simply reduces to taking m = 1,
and, after a renormalization, H (p) = | p|. We then consider the test function

D5 c(x,y,0,7,0)

_ {( w)x—(p—v) -y — 2P~ 51p| — w*(ﬁ)— w*(ﬂ)
67 = pHwex—(p-vy-Fip pl—evt( ) —ev(;

5= pl = (s — ) p 4+l — (s + Dl p — v|},

where i is as in (2.2). We also note that ¢s takes the form

36 1 4
(68) ¢s(z.p) =supl -z = b = @+ 3% =)ol | = 1501 =8 =3y ), "
p
LEMMA 6.4. The function (6.7) satisfies the conclusions of Lemma 6.2 with everywhere
p being allowed to belong to (—o0, ys). Moreover, there exist cg, Vg, €g € (0, 1) sufficiently
small that,j ys = cod, then, for all 5 € (0,1), e € (0,&), 0,7 € (—¥5,¥5), p € (—00, ¥5),
and x,y € Q with |x — y| < v,

Dy ®s . (x,y,0,7T,p) n(x)>0 if(x,y) €IQxQ
and

Dy¢5,8(xay9a’rvp)'n(y)>0 UC(X’Y)Eﬁxag

PROOF. The argument that we may take p € (—oo, y5) is just as in the proof of
Lemma 4.11.

Assume now that x € 3R, y € Q with |x — y| < v, and (o, 7) € (—ys, )/,3)2 and p €
(—o0, ys). Let u, v, p be the unique maximizers. Then D, ®s ((x,y,0,7,0) = p +u. We
can write

u=e[Dy(x)+O0(ys)] and v=e[DY(y)+ O(ys)].

and therefore, shrinking vg, there exists ¢ > 0 such that both u - n(x) > ce and v - n(x) > ce.
If p=0or p =v, we are done, and so we assume without loss of generality that p £ 0 and
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p # v. Moreover, just as in the proof of Lemma 4.9, we have “ Tl -n(x) > c for a possibly
different value of ¢ > 0.

We next rule out the equality p = —u. Note that there exists w € R? and C > 0 indepen-
dent of § and ¢ such that |w| < Cys, and

1 2
p:—3x—y—5£+w‘ (x—y—8£+w).
8 Pl Pl

Therefore, if p = —u, we have

(6.9) —u= 1

We first estimate

ce <|u|= y+6—+w ,

:

53
so that

xX—y +5ﬂ + w' > 386! /3,
On the other hand, taking the scalar product of (6.9) with n(x) gives, for some constants
C,c>0,

1
—ce>—u-n(x)> 8—3(61/3581/3)2(&3 —w-n(x) > &3 (1 - Cey).

This is a contradiction if ¢g and &g are sufficiently small.
Now using the fact that p #0, p # u, and p # —v, we write

2

)’+5ﬁ + O(ys)

p p+u —v
x(r-y-04n-pl-@-o )
Pl |p+ul | — |
If (p +u)-n(x) <0, then, as in the proof of Lemma 4.9, we have p - n(x) < —ce and
(p+v)-n(x) <0. Taking the scalar product above with n(x) then yields p - n(x) > 0, which
is a contradiction, and we conclude. [

p:

83

6.2. Well-posedness results. We next prove results similar to Proposition 5.1 for solu-
tions of the geometric equation

m

du= F(D*u, Du)dt +» H'(Du)-d¢" in2x(0,T],
i=1

Du-n=0 on 92 x (0, 7).

(6.10)

We first consider the case of a domain with quantified convexity.

PROPOSITION 6.5. Assume that Q2 satisfies (2.1) and (4.9); H satisfies (2.10) and
(6.1); and F satisfies (6.2). If ¢,n € C([0,T],R™) and u € BUSC(Q x [0,T]) and v €
BLSC(Q x [0, T1) are respectively a bounded sub- and super-solution of (6.10) correspond-
ing to ¢ and n, then, for all § € (0, 1), if

max |& — 0| < ys,
t[OTKt nel < s
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then

sup {uGx,t) —v(y, 1) —ps(x — v, & — o)}
(x,y,1)eQ2xQ2x[0,T]

< sup {u(x,0) —v(y,0) — @s(x —y, %0 —no)}.
(x,y)e

PROOF. If the result is false, then, for sufficiently small u > 0,

[0, 713+ sup {u(x, 1) —v(y, 1) —gs(x —y, & —ne)} — put
X, yeR

attains a maximum at ¢y € (0, T'].

Arguing exactly as in the proof of Proposition 5.1, using Lemmas 6.2 and 6.3, we have the
following: for € > 0, there exist (xg, ye, ) € Q x Q x [0, T] and, for A > 0, Xyer, Yre € s4
such that, along a particular subsequence, lim._.ot. = fg, lime—o(x. — ys) =z € R4, and
limg—0(Xye, Ya,e) = (X;, Y5), where

- ~ ~
(6.11) _<X + HAa(z)H) (151 1?1) < ()ff _%) < A5(2) + 1As(2)%;

and

Mm =< F*(X)\,,Sa Ds) — F*(Yk,e, —qe).

Here,

De = Dy @5 o (xe, Ve, &1, — S1g Nte — Nigs 19 — Nro)s
qe = qu>5,8(x87 Ye, {ts - {t()v nl‘g - nl‘()v é‘t() - 77[())’

and
i 3 23 (1d  -1d
As(z) = E]D%(z, S = 1io) | / (—Id Id ) '

Sending ¢ — 0 along a particular subsequence yields

n= F*(X)u D¢5(Z, ;to - nl‘o)) - F*(Y}w D¢5(Z, é‘l‘o - nlo))'

We consider two cases: if D¢s(z, &, — n4y) 7 0, then (6.11) implies that X; < Y; and so
w <0, a contradiction. Otherwise, if D¢s(z, &, — 14,) = 0, then As(z) =0, and we have

1% =< F*(X)u 0) - F*(Y)u O)'

Then by (6.11), as A — 400, (X3, ¥3) — (0, 0), which once again yields & < 0 in view of
(6.3). O

The same result holds when H(p) = |p| and €2 is merely C I"and convex, and we are able
to improve in terms of the condition on ¢ and 7:

PROPOSITION 6.6. Assume that Q2 satisfies (2.1); H(p) = |p|; and F satisfies (6.2). If
,neC(0,T],R™) and u € BUSC(Q x [0,T]) and v e BLSC(Q x [0, T]) are respec-
tively a bounded sub- and super-solution of (6.10) corresponding to { and n, then, for some
universal cg € (0, 1), if

-3
0 <8 <co(l+ llulloogxio.r) + IVloogxio.r) s
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ys = cod, and
)
nl_Z§§l‘Snt+y§ forallte[OsT]s
where vg is as in Lemma 6.4, then

sup {u, ) —v(y, 1) —¢s(x — y, & — n1)}
(x,y,t)eﬁxﬁx[O,T]

< sup {u(x,0) —v(y,0) — ¢s(x — ¥, %0 —10)}.
(x,y)ef

PROOF. The proof is almost identical to the proof of Proposition 6.5, this time applying
Lemma 6.4 instead of Lemma 6.3 (in particular, note that the lower bound on { — 1 need not
shrink with §).

The only difference is that the points x,, y. € Q must satisfy |x, — y¢| < vp in order for the
conclusions of Lemma 6.4 to hold. Therefore, in order to carry out the arguments as in the

proof of Proposition 6.5, it is sufficient to show that, if |x — y| > %, then, for all r € [0, T7],

ulx, 1) —vy, 0 —¢sx —y,&—mn) < SUP_{u(x, 1 —v(y, ) —¢s(x —y, 5 —n)}.
x,yeQ

Indeed, by (6.8),if x,y € Q and |x — y| > ”—20 then, if cq is sufficiently small, then, for some
universal ¢; > 0,

ulx,t) —v(Qy,t) —¢ds(x —y, & —ny)
1
m(lx—y|—3—3ya+§z—m)i

1 /v
<ulx, ) — vy, 1) — E(Z —46)

<u(x,t) —v(y, 1) —

4
+
C1
<u(x,t) —v(y, 1) — 5
while

sup {u(x, 1) —v(y,1) — ¢s(x — y, & —n)} = ulx, 1) —v(x, ).
x,yeR

The inequality thus holds if ¢ is sufficiently small. [J

Just as in Section 5, Propositions 6.5 and 6.6 lead to the well-posedness of the level-set
equation (6.10).

THEOREM 6.7. Assume that Q2 satisfies (2.1), H satisfies (2.10) and (6.1), F satisfies
(6.2), and one of the following: Q2 satisfies (4.9), or H is radial.

(i) If ¢ € C(0,T],R™) and u € BUSC(Q2 x [0, T]) and v e BLSC(Q2 x [0, T]) are
respectively a bounded sub- and super-solution of (6.10), then

sup  {u(x, 1) —v(x, 1)} < supfu(x,0) —v(x,0)}.
(x,0)€[0,T] xeQ

(ii)_If up € BUC(Q) and ¢ € C([0, T],R™), then there exists a unique solution u €
BUC(2 x[0,T)) of (6.10) with u(-,0) = ug. Moreover, ||u||oo’§x[0,T] < ||u0||00’§, and the
modulus of continuity of u(-, t) is independent of t > 0 and ¢.
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(iii) Foranyug e BUC(R), there exists a modulus of cgntinuity w : [0, 00) — [0, 00) such
that, for any ¢!, ¢? € Co([0, T1,R™), if u',u? € BUC(Q x [0, T]) are the corresponding
solutions of (6.10), then

Ju' =] o oy = @16 = 2o p0,77)-

We finish with a monotonicity property for solutions of (6.10), when H (p) = |p|.

THEOREM 6.8. Assume H(p) = |p|, fix up € BUC(RQ) and ¢,n € C([0, T],R), and
assume that £. — o < n. — no. Then, if u and v are the corresponding solutions of (6.10), we
have u <vin Q x [0, T].

PROOF. Upon adding a constant to { or 17, we may assume without loss of generality that
Zo = no- It also suffices to prove the result when ¢ and 7 satisfy —% < ¢ —n <0, where vy is
as in Proposition 6.6, since the result can be iterated for ¢ and # an arbitrarily large distance
away.

In that case, Proposition 6.6 gives, for all sufficiently small 4,

u(x, 1) —v(x,1) < sup (uo(x) —uo(y) — ¢s(x — y, 0)).
X, yeQ

Sending § — 0 givesu <v. U

As a limiting case of the above result, we can obtain an inequality relating solutions of
(6.10) with solutions obtained from solving the equations involving F and H separately.
This will be useful in Section 7 below.

Let SF(t), S+g(t), t > 0, denote the viscosity-solution semigroups associated to the Neu-
mann problems for the nonlinearities F and £H on Q.

COR_OLLARY 6.9. Assume 2 satisfies (2.1),_F satisfies (6.2), and H(p) = |p|. Fix ug €
BUC(R2),£ €C(]0,T],R), and let u € BUC(S2 x [0, T]) be the solution of (6.10). Then,
forallt >0,

Su(£0) - r[g};]ls) o Sr(t) o S_p (- r[g};]ls)uo

<u(t,) < S_H(%g;]«s —£(1) 0 SF(t) 0 Su (%%S)Mo-

PROOF. The first inequality follows from applying (formally) Theorem 6.8 with ¢ given
by

£0), s=0,
t(s)=ping, s<(0.0),
(), s=t.

Since ¢ is not continuous, one cannot apply this result directly, but taking smooth approxi-
mations ({"),en such that ¢ <¢" < £ and, as n — oo, ¢" decreases pointwise to ¢. If, for
n € N, v" is the solution of (6.10) corresponding to ¢”, then v" < u by Theorem 6.8. The
convergence as n — oo of v" (¢, -) to the left-hand-side of the above inequality can then be
obtained by the stability of viscosity solutions and a simple time-reparametrization argument
(asin [11], Proposition 4.9). [
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7. Long time behaviour of perturbed mean curvature flow. Throughout this section
we fix © = D x R, where D is a bounded, C!, convex domain in RY~!. We will write
elements of 2 as x = (x’, x4), x’ € D and x; € R.

We consider the level set equation for perturbed mean curvature flow in €2 with right angle
boundary equation, namely, the initial value problem

5 Du ® Du
du =tr| Du Id_W dt + |Du|- dé() on Q x [0, +00),
u
(7.1) u(x,0) =ug(x) on 2,
opu=20 on X 02 x [0, +00),

where 1 is a continuous function on £2, such that
a <ug <pB, uo(x',xg) =a forxs <a, uo(x’,xg)=p forxg >b,

where o < 8 and a < b are fixed.
By Theorem 6.7, there exists a unique solution of (7.1) which satisfies, for ¢ > 0,

(72)  u(,t)=a onD x (—oo,a—E&®)], u(t)=p onD x [b—E(), +00).

Our main result in this section is then the following.

THEOREM 7.1. Let& = B(w) € C([0, 00), R) be a Brownian motion sample path. Then,
almost surely, there exists a nondecreasing continuous function v : R — R, such that, letting

v(x, 1) =0(xqg + B(1)),
it holds that
(7.3) Jim u(, 1) = v )], =0.
In addition, for each ¢ € («, B), it holds that
(7.4) zl—l>nolo distH(F;(_J), Fﬁ(.’t)) =0,

where 'S := {x € Q, w(x) = c} are the level sets and disty is the Hausdorff distance.

In the deterministic case (B = 0), a similar result was obtained by [13], and in fact
our proof heavily relies on their result. Due to the noise term, our conclusions are slightly
stronger: we obtain that the limit is monotone in x4, so that in particular almost every level
set will converge to a hyperplane perpendicular to the boundary of D. In addition, we obtain
convergence of all level sets in Hausdorff distance, whereas in [13], this was only proven for
level sets such that the limit is a (finite union of) hyperplane(s).

The idea of proof is as follows:

e First, on arbitrary long intervals, the noise will be small. Hence we can directly appeal to
the deterministic result (and the continuity of the solution map) to obtain that u is close to
a stationary solution after these intervals (and remains so at later times), and this stationary
solution is of the form v = v(x,).

e Second, due to the d B term, any stationary solution will be nondecreasing for large times.
This is due to the fact that large negative excursions of B will “fill up” any hole in the
sub-level sets.
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e Finally, we need to prove the convergence of level sets in Hausdorff distance. One direc-
tion is clear from convergence of u, and for the other direction we need to check that the
“fat” level sets cannot have holes (of a nonnegligible size) for large times. Such holes are
unstable in the sense that if the driving noise has a large increment over a small interval,
the hole becomes large and invades the level set (see Lemma 7.5 below for a precise state-
ment). Using the strong Markov property and the full support of Brownian paths, by a
Borel-Cantelli argument such events will happen almost surely for arbitrary large times,
so that holes cannot survive in the large time limit. In this part of the argument we need
to use the monotonicity result (Corollary 6.9) which allows us to compare the level sets
of solutions to (7.1) with level sets following successively the deterministic and stochastic
parts of the equation.

It is natural to ask to which extent the Brownian structure is actually needed, and if the
results would still hold, for example, with B a sample path of fractional Brownian motion
(fBm). The convergence of the function u (7.3), only requires the first two steps above (more
precisely, this requires the finiteness of the sequences #,, #, defined in (7.6)—(7.7)), and will
hold for example for (almost) any fBm path with arbitrary regularity. The proof of the con-
vergence in Hausdorff distance (7.4), however, is more probabilistic and requires the strong
Markov property, so that it is not clear if it could be extended to fBm paths.

We now pass to the details of the proof.

LEMMA 7.2. Let
Kuo) = {u(-,- — §@), 1), u is the solution of (7.1) for some & € C([0,t])}.
Then K(ug) is compact in C(2).
PROOF. Note that the elements of C(ug) are constant outside of D x [a, b] and take

values in [«, B]. Compactness is then a consequence of Theorem 6.7, since elements of (i)
share the same modulus of continuity. [

LEMMA 7.3. For each € > 0, there exists T > 0 sufficiently large and n > O sufficiently
small such that for each u € K(ug), there exists v(x) = 0(xg) with 1ST5u) —v| <e for
each ||§] <n.

PROOF. For a fixed u, and & = 0, this is the main result in [13]. The existence of T and
n which are uniform over elements of X(u¢) follows from the compactness of that set and
continuity of Sg. [

We also have the following result.

LEMMA 7.4. Let vo(x) = Uo(xq), where Vg is continuous with values in [o, B], 0o =
on (—oo,al and = B on [b, +00).

Let v be the solution to (1.1) starting from vg. Then v(x,t) = 0(x4,t) where 0 = 0(r, t)
solves

dbo=18,9]-d(t) onR x (0, 00), D(-, 0) = do.
In addition, let { = inf{t, max|o & — minjo ;£ = 25%}. Then
(-, 1) is nondecreasing
and

(7.5) Vi>1, (1) =0(r +£@1) — £(D). 7).
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PROOF. First, one checks that v(xy, r) satisfies (7.1) (i.e., classical if & is smooth, and
the general case follows by stability), and it follows that it is equal to v.

Let us now prove monotonicity of (-, 7). Assume first that £ attains its maximum at time
f, and let z, in [0, 7] such that £(z,) = min[o’ 7l &. It follows from Corollary 2.8 in [12] and the
representation of the deterministic semigroup for H (p) = | p| that

(r,f) = max (s, ty).
ls—r|<b3%

Using the fact that 0(-, ¢,) is equal to « or B8 outside of an interval of length (b — a), one
checks that the right-hand side above is nondecreasing in r. The case where & attains its
minimum at time 7 is similar, replacing the maximum by a minimum in the formula above.

Finally, (7.5) follows by noting that the right-hand side is a nondecreasing solution to
dv = (0,0) - d§(1) = 19,0] - d&(1). O

We can now proceed with the proof of (7.3). Let 7,, n, be obtained from applying
Lemma 7.3 to a fixed sequence &, — 0. We then let

(7.6) ty =1inf{t > T, :oscj;—1,,11 B < a},
and
(7.7) t; =inf{t > t, : oscy,, ;1 B> (b —a)/2}

and note that #,, ¢, are finite a.s. by an easy consequence of the Borel-Cantelli lemma. Now
Lemma 7.3 guarantees that at time #,, u is €,-close of a function of x;, and by Lemma 7.4 at
time ¢, it is &,-close to a function v, which is a nondecreasing function of x4.

Now we turn to the proof of (7.4).

We let S+ g, SF be the viscosity semigroups (with homogeneous Neumann boundary con-
ditions) associated to =H(p) = *+|p| and F(p, A) = tr[A(d — m)]. In view of Corol-

Ip?
lary 6.9, we have the following: if u is the solution to (7.1), then
e o o
(7.8) u(,0) = Su(§0) —min€)Sp()S (~ming )uo.

Further note that S1 g admit the following simple expression

(7.9) Sg@u(x)= sup  u(y),S—g@ux)=_ inf u(y).
ly—x|<t,yeQ ly—x|<t,yeQ

This follows from the representation of Sty in terms of control problems with reflecting
trajectories (e.g., [18]), and the convexity of €2 ensures that in fact reflection is never optimal.

LEMMA 7.5. Forallr > 0, there exists h, ¢ > 0, such that if for some y € 2, c € («, B),

u(-,t)>c on B(y,r)NQ, min B;.> —e, Biiyn > 8_],

[t,t+h]
then

u(,t+hy>c on {(x/,xd) €Q, X4 — By i4n = ya — %}

PROOF. The estimate (7.8) together with (7.9) implies that
u(,t)y>c onB(y,r) = u(,t+h)>c onB(y,R)
with

R=B — min B;. r min B; ., h),
SN T +¢( T o )



1776 P. GASSIAT AND B. SEEGER

where ¢ is the solution to d1¢ = —% with ¢ (0, r) = r (which is how the radius of a sphere

evolves with mean curvature flow), under the condition that ¢ (r + miny; ;4p) B;,., h) > 0.
Then it is clear that for & and miny ;4] B;,. small enough, R > % + B;.1+1, and then that,

since D is bounded, for R large enough,
r
Xq>vi+R— 5} C B(y,R)U(D x [B — B(t + h), +0)),

and the claim follows. [

We now resume the proof of (7.4). Recall that
(7.10) dist (T ..y Do) = sup dist(x, Ty )+ sup dist(x, Ty ),

xel"u(wt) xel"l‘;(‘,[)

where dist(x, A) = infyc [x — y|. The convergence of the first term to O for arbitrary c is a
simple consequence of the uniform convergence of u to v and the fact that v is a continuous,
monotonous function of x4. In order to show that the second term also converges to 0, we set

m*t(t,c) =sup{xg € R:3x" € D, u(x',x4,1) = c},
and
m~(t,c) =inf{xg e R:3x" € D, u(x',xq4,1) = c}.

Note that for each ¢, m™ (¢, c) — m™(t, ¢) is nonincreasing in ¢ and converges as t — 00.
In addition, one has

Ty CDx[m™(t,0),m™ (1, 0)].

Indeed, assume for instance that ¢ = v(x, t) = d(xg + B(t)) but m* (¢, x) < x4. This means
that infycp u(y, x4,1) = ¢ + 8 for some § > 0, and by comparison with stationary solutions
this yields

Vs >t, u(x—B;s,5)>c+54, v(x — Brg,5)=c,

which contradicts uniform convergence of u to v.
In order to prove that the second term of (7.10) converges to 0, it will therefore be sufficient
to prove that

Vr>0,3T(r),Vt > T (), ¥y = (v, ya)
(7.11) .
withm™(t,¢) <ya <m™(t,¢), B(y,r) Ny #2.

In order to prove (7.11) we proceed by contradiction, and assume that there exists a se-
quence of stopping times t; — oo and ci € [, B] s.t.

O\ e k .
3y© = (y®, y{) with m™ (z, e0) < y§” <mT(m. ), BO®.r)nTE =0

We also assume (w.l.0.g. by symmetry) that u(-, 7¢) > cx on B(y®), r). We then fix h,& > 0
given by Lemma 7.5, and let

Ap = [ min By . > —&, By g 4n > g} }
[Tk, Tk +h]

By the strong Markov property and the Borel-Cantelli lemma applied to the events Ay, almost
surely, there exists a subsequence k' s.t.

r
u(-, i +h) > cp on {(x/,xd),xd — By, qpth = Yd — 5},
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which further implies that
(7.12) (m* —m™ ) (o +h,cp) < (mT —m7) (v, cpr) — %

Further note that if r > m™(¢t,c) — m™(t,¢), then Yy = (¥, yq) withm ™~ (¢,¢) < yg <
mT(t,c), B(y,r)N Iy ) # & (this follows from a simple continuity argument since in that
case u(y', yg +r,t) > c > u(y’, ys — r,t)). In addition, the fact that u converges uniformly

to a monotonous function of x; implies that
{c: lim m*(t,¢) —m=(t,¢) > r} is finite,
—00

so that taking a further subsequence if necessary we also have ¢y = c. But then (7.12) is in
contradiction with the fact that (m* — m™)(z, ¢) converges as t — oo. This concludes the
proof of (7.11).

8. Possible extensions and open questions. We discuss in this section possible relax-
ations of the assumptions we made throughout the paper, and outline the difficulties that
would arise.

8.1. On equations with x-dependent Hamiltonians. We focus in this paper on spatially
homogeneous Hamiltonians H. The case of x-dependent H is much more demanding tech-
nically, even without boundary conditions, and requires some care on the assumptions, see
for instance [8, 12, 28, 32]. Unlike in the x-independent case, where we can deal with any
continuous signal ¢, the regularity of the signal plays a role in the x-dependent case (this is
not surprising, since this is already the case for ODEs, as made very explicit in Lyons’ rough
path theory [27]). We therefore expect that extending the results of this paper to x-dependent
Hamiltonians would be a highly nontrivial task.

In relation to this question, an important remark concerns the case of linear transport equa-
tions, for which specific difficulties arise in the Neumann case. Indeed, recall that the charac-
teristics corresponding to these boundary conditions are solutions to reflected ODEs. It was
shown recently by the first author [10] that such equations are ill-posed (i.e., may have mul-
tiple solutions) in the case of rough driving signals (less regular than Brownian motion). At
the PDE level, the example from that paper shows that solutions u = u(x, y, t) to

du = —uydt + (xuy + yuy)d¢ onRy xR x (0,7),
u(-, -, 0) =uo, u, =0 on{0} xR x (0,T)

can develop discontinuities immediately (if ¢ is rough enough), even if ug is smooth. While
the case of transport equations is rather special (the Hamiltonian H is far from coercive), this
example may nevertheless hint at specific difficulties that could arise when trying to extend
the results in this paper to x-dependent equations, which could not be limited to the tech-
nicalities already present in the full space or periodic case. (Note that in the deterministic
viscosity theory, such discontinuities only happen in the case of Dirichlet boundary condi-
tions, for which comparison theorems are known to be much more delicate to establish than
for the Neumann case).

On the positive side, we nevertheless remark that it is possible to obtain the continuity of
the solution map ¢ +— u in some particular nonlinear x-dependent examples. In the case of
one-dimensional ¢, and convex H, it was shown in [12] (in the full space case) using the
control problem associated to the PDE, that the map ¢ + u is uniformly continuous (see
also [31], Appendix A). This gives in particular a simple way of obtaining the continuity of
the map ¢ +— u (under more general assumptions than what is usually needed for the PDE
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theory). One could obtain similar results in the case of Neumann boundary conditions (the
control problem now corresponding to so-called reflected ODEs), for some rather special
choices of Hamiltonians (namely, those for which the optimal trajectories are in fact never
reflected). We refrain from giving more details here, but it would apply for instance to Hamil-
tonians of the form H (x, Du) = a(x)|Du/|, which arise in front propagation.

8.2. On more general boundary conditions. In the deterministic case, it is known that
comparison holds for much more general Neumann boundary conditions than the homoge-
neous case considered here. These can take the form

8.1) G(x,Du)=0 onoaS,

where G only needs to satisfy a condition of the type D,G - n > ¢ > 0 on 9€2. This includes
for instance the case of so-called capillary boundary conditions, where

(8.2) Gx,p)=p-nx)=0|pl,

with 6 € (0, 1), which are relevant when considering the motion of hypersurfaces which
intersect the boundary of the domain at a prescribed angle arccos(6). (We refer to e.g., [1, 2,
17] for precise statements).

In this paper, we only consider the case of homogeneous linear Neumann conditions. The
test functions that we construct are indeed restricted to this case, and their definition would
need significant modifications to treat (8.1) (or even linear but not homogeneous Neumann
conditions). Again, we note that this is a delicate issue due to the x-dependence implicit in
the fact that we work in a domain.

An exception would be the case of the half-space (already considered in Section 4.2
above). In that case, since n is constant on the boundary, it should be rather straightforward
to combine our construction with classical arguments (such as [1]) to obtain well-posedness
under boundary conditions of the form (8.2) (note that x-dependence then disappears).

8.3. More general domains. In this text, we only consider convex domains, and in the
case where the Hamiltonian is nonsmooth (and not radial), we actually restrict ourselves to
either the half-space or strictly convex domains. It seems likely that the main results should
still hold for arbitrary C' convex domains, possibly with a suitable modification of the test-
functions, but we have not been able to find a proof of this fact.

Another important question is whether convexity of the domain is actually necessary.
As explained in the Introduction, our proof completely breaks down if this assumption is
dropped. It is not clear whether this is purely a technical point, or if in fact there are non-
convex domains in which comparison does not hold for the kind of problems we consider
here.

APPENDIX: PROPERTIES OF PATHWISE VISCOSITY SOLUTIONS

In this appendix, we isolate and prove some of the general properties and results con-
cerning pathwise viscosity solutions used throughout the paper. The proofs of the statements
here contain idiosyncrasies particular to the setting of the Neumann problem; however, ignor-
ing these particular points, they are also valid in the full-space setting, and so this appendix
acts additionally as a source for detailed explanations of some of the unique aspects of the
pathwise viscosity solution theory, whose statements are found in many other works on the
subject.

It turns out that, if H is smooth and satisfies (2.8) (and, therefore, also (2.10)), then Def-
initions 2.1 and 2.2 are equivalent. We omit the proof of this fact, since it is similar to the
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proof of Proposition A.2 below. Therefore, throughout this section, we work only with Defi-
nition 2.2.

We often use the following lemma, which is used throughout the literature on viscosity
solutions of second-order equations in order to linearize certain quadratic expressions.

LEMMA A.1. LetneN, AeS", X,EeR", and § > 0. Then

1
—.AX X<- (A+8A2)E-"‘ (||A||+ )lX—"‘|

PROOF. A Taylor expansion around E yields
“AX - X<-AE-E4+AE- X -8B+ -||AllIX — E|".
2 2 2
By Young’s inequality,
A - (X = B) < 2 ABIR + o= |X — P2
= o) = 5 [ 25 =,
and the result follows from the fact that || AZ|?> = A’E - E. O

The next proposition that the definition of pathwise viscosity solutions (with Neumann
boundary conditions) is consistent with the classical one when the driving path is smooth.

PROPOSITION A.2. Assume H satisfies (2.10), ¢ € cl(0,T1,R™), and u € (USC,
LSC) UCR? x [0, T)). Then u is a (sub-, super-) solution of (1.1) in the sense of Defi-
nition 2.2 if and only if u is a classical viscosity (sub-, super-) solution of (1.1).

PROOF. We prove the equivalence for sub-solutions only; the other statements have sim-
ilar proofs.

Assume first that u is a classical viscosity sub-solution, let ® € UC (R x [0, T']) be a path-
wise viscosity solution of (2.11) (because ¢ € C L([0, T], R™), this is equivalent to being a
classical viscosity solution; see [32]), and define u as in Definition 2.2. Let ¢ : RY x[0,T] —
R be CZin space and C! in time, and assume that (&, 1) — ¢ (£, t) attains a local maximum
at (£, o) € R? x [0, T']. Using standard arguments from the theory of viscosity solutions, we
may assume, without loss of generality, that the maximum is strict and #9 < T .

Fix xg € A Eo.lo and assume either that xg ¢ 92, or that xog € 92 and
(A.3) D¢ (&, 1g) - n(xp) > 0.
Fix ¢ > 0 and § > 0. Then
(gt ) - 06— 60 - g6 1) - Sr— P Cindls
X,5,S, X,8)— X —s, - s T o~ - 3 - -
" 2 2 0 25

attains a local maximum at some (x3, £, 85, f5) € S X R4 x [0, T] x [0, T] such that, for any
fixed ¢ > 0,

(A4) lim (xs, &s, 5, t5) = (X0, &0, f0, t0)-
§—0

In particular, u(x, s) — ¥s(x, s) attains a local maximum at (xs, ss), where

s+t5> I ls — 152
5 .

V(x5 I=¢<x—x5+§5,
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If xo ¢ 0€2, then, for sufficiently small §, x5 ¢ d€2. Otherwise, if xo € 02 and x5 € 9€2, then,
in view of (A.3) and (A.4), for sufficiently small § and 0 < ¢ < 1,

Ss + 15
Dis (xs, 5) - n(xs) = (D«p(ss, : ) te(xs —xo)) n(xs) > 0,

and, therefore,the definition of viscosity solutions yields

s (xs, 55)
e S F*(D*Yrs(x5, 88), DWs (x5, 58), , u(Xs, 88), X5, 1)
+ ) H' (Ds (x5, 55) (58,
i—1
that is,

ss — 13 18¢< S5+t5>

ol KT8

1) 2 ot

8§+ 15

f
) +eld, D¢(§‘5, So +1s

> ) + &(xs — x0), u(xs, s5), xs, Sa)

(A5) =F *(D (

+ H’( <Sa,sa+6>+8(X5—xo))§;i(sa)-

i=1

We also have that

S5+t |ss — 1|
(n,t)r—>q>(n,t)+¢<xa—n )+

2 268
attains a minimum at (n, t) = (x5 — &5, ts), which means that
—t 10 t t, .
(A6) 2t P (.20 ZH (po(s. 25") ).

Subtracting (A.6) from (A.5), sending first § — 0 and then ¢ — 0, we obtain the desired
inequality

0
a—f(so, t0) < F*(D*¢ (&0, t0), D¢ (o, to), u(x0, 10), X0, 10)-

Conversely, assume that u satisfies the sub-solution inequality from Definition 2.2. Let ¢ :
R? x [0,7] — R be C? in x and C' in ¢, and assume that u(x, t) — ¢ (x,t) attains a local
maximum in € x [0, T] at (xo, f9). As is standard from the viscosity solution theory, we may
assume without loss of generality that ¢ takes the form, for some p € R, AeS? anda e R,

1
¢(x,1)=p-(x—x0)+ EA(X —x0) - (x —x0) +a(t —1o),

and the maximum is strict over Q2 x [0, f9]. We shall also assume that xo € 92 (otherwise the
argument below is identical) and suppose that p - n(xg) > 0.

Lemma A.1 yields, for any & > 0 and £ € R?,

7 AG —x0) - (x —x0) < S (A +eAT)E &+ =l —xo — &%,
where A, := ||A|| + &~ !. Defining also A, := A + ¢ A% + ¢Id, we find that
A 1
(6,6 0 ul, ) —pr(x—x0—&) = v —xo =€ = p & = Ak £ —alt— 1)

attains a strict maximum in € x R4 x [0, 70] at (xo, 0, 7).
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Define
. Ae 2
Ye(x):=p-(x —x0) + flx —xol”,

which is convex, and, for y > 0, define

Ve (X) = (VS +vG) (x) = supd{q x =Y q) —vyG(@)},
geR

where G is as in (2.12). Then, for fixed ¢ > 0, as y — 0, v, converges locally uniformly
to ¥, and so

1
&, &P U, ) = Vey(x =) —p-§—SAL & —alt —10)

attains a maximum at some (x,,&,,1,) € Q x R? x [0, 9] such that lim, ,o(xy,&,.1,) =
(x0, 0, 10). o
Let h, > 0 be such that SUP|s_¢|<p, MAXi=1,2,....m i — ¢/l <v,fix0<h < h,, and define

S 1):= sup g -x —¥iq) —yGl@) + Y H (@) - dy_h)}-
geR i=1

Then Lemma 2.4 implies that ® € C"!' (R x [t, — h, 1,,]) and

8(D " i S . d
o => H'(D®);'(1) inR? x[t, —h, 1]
i=1

Moreover, as y — 0, ® converges locally uniformly to ;.
Let u e Cl([ty — h, t,]) and suppose that

1
u(x, 1) = @x —&.0) = p-§ - 54L& —pt)

attains a maximum in Q x R? x [t, — h, 1,] at some (%, &,,7,) such that 7, > t,, — h. Note
first that, if X, € €2 and y is sufficiently small, then the gradient in & satisfies (p + Aggy) .
n(x,) > 0. Therefore, by Definition 2.2,

M/(fy)fF*(As,p+Ae§yyu(jy,;y),£y7lry)S sup F*(As,P+Aa$,u(X,fy),X,lTy),
(x,?;‘)ea(fy)
where, fort € [t, — h,1,],
1
a(t) .= argmax{u(x, t)—dx—-&t)—p-&E—-A& -S}.

(x.8) 2

This is a contradiction if
t
M(t)>/ sup  F*(Ag, p+ Ak u(x,s),x,s)ds,
ty=h (x,&)ea(s)

and therefore we find that

1
M(xy, ty) - CD(xy —éy, ty) 4 'éy - EASS]/ 'gy

1
= swp fuGt, =W =, -6 - peg - As -5
(x,£)eQ2xR4
2
+ ! sup  F*(Ag, p+ Ak, u(x,s),x,s)ds.
ty=h (x,&)ea(s)
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We also have, for all (x, £) e RY x @,

1 1
u(x’ty —h)—lﬁe,y(x—é)—l?'%‘ _5A£$'$+ah = u(xy,ty)_we,y(xy _5}/)_5148%']/ ’Sy-

Combining the last two inequalities and rearranging terms yields

ty
ah < f sup  F*(Ae, p+ Ak u(x,s),x,8)ds + P(xy — &y, 1) — ey (x, —&)).
ty—h (x,£)€a(s)

Dividing by % and sending 7 — 0 gives

m
a< sup  F*(Ag, p+Ac & u(x.ty),x, 1)+ Y H (DYey(xy, — &, 1,))0 (1y).
(x,8)eal(ty) i=1

We conc_lude_,_upon sending y — 0 and then ¢ — 0, that a < F*(A, p, u(xo, to), X0, o) +
" H' (p)¢(to), as desired. O

We next discuss the stability of sub- and super-solutions under half-relaxed limits. A con-
sequence of the following result is the local-uniform stability of solutions.

Given a sequence (¢#"),eN : R? x [0, T] — R, we define the upper- and lower- half-relaxed
limits

1
u*(x, 1) := lim Sup{un(y,s):nzN, Iy—XI+|s—t|§—} and
N—o00 N

1
U (x,1):= A}iinwinf{u”(y,s):n >N,|ly—x|+|s—t] < N}

Note the difference between u* and u* (resp. u, and u,), where the latter is the upper (lower)
semi-continuous envelope of the fixed function u. Roughly speaking, in the half-relaxed lim-
its above, the limsup- and liminf- operations are performed simultaneously in R? x [0, T']
and as n — oo (see [5], Section 6).

We then have the following stability result.

PROPOSITION A.3. Assume H satisfies (2.10), {({™)nen, ¢} C Co([0, T], R™), and, as
n — 00, " converges uniformly to ¢. Let (u"™)pen C USC(RY x [0, T]) (resp. LSC(RY x
[0, T))) be a sequence of sub- (resp. super-)solutions of (1.1) corresponding to the sequence
(&™)nen. Then u* (resp. u,) belongs to USCRY x [0, T]) (resp. LSCRY x [0, T])) if it is
finite, and is a sub- (resp. super-)solution of (1.1) corresponding to .

PROOF. We prove only the sub-solution statement, as the super-solution one is similar.
Let @ be as in Definition 2.2, define

(1) :=sup{u(x,n) — ®(x —£,0}, (¢,1eR x[0,T],
xeQ
and assume that, for some smooth ¢, u(&, 1) — ¢ (&, 1) attains a strict maximum at (&o, 7o)-

Choose xgp € Ag(—),to and M > 0, and let & be the solution of (2.11) such that ®(-, ty) =

& (-, 19) + M| - —xg|. Then ® > &, and if M is sufficiently large, then

lim inf ®(x,1) =400,
|x|—o00tel0,T]

which is a consequence of the estimates in [32], Theorem 7.2. We then have that

w*(x, 1) — d(x —£,1) — ¢ (&, 1)
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attains a strict maximum at (xg, &g, o).
For n e N, let ®" solve

m
do" =Y H(D®")d¢™ inRY x [0, T], @" (-, tg) = (-, to).
i=1
Then

lim inf inf ®"(x,?) =400,
[x]—>+o0oneNtre€[0,T]

and lim,,_, oo ®" = o locally uniformly in RY x [0, T].

Let (x,, &,, t,) be a maximum point of u” (x,1) — P"(x —&,1) — ¢ (&, ¢),and let (v, n, s) €
Q x RY x [0, T] be a limit point as n — oo (the set of limit points is nonempty in view of
the uniform-in-n growth of ®" as |x| — 00). Let (%, ,) be any sequence such that

Jim () = (0,70) and - lim u” (G 7) = u* (0, 10).
Sending n — oo in the inequality
u" (o, tn) — " (% — &0, In) — P (G0, 1) < u" (Xn, tn) — " (Xn — Ens 1n) — G (Ens 1)
gives
u* (x0, 1) — P (xo — &o, t0) — ¢ (60, 10) <u*(y,s) — P(y — &0, 5) — ¢ (o, ),

which, in view of the strictness of the maximum, means that (y, s) = (xo, f9), and thus the
full sequence (x,, t,) converges, as n — 090, to (xg, fo).

Applying the sub-solution property to each u”, noting that, for sufficiently large n,
D¢ (&, t,) - n(x,) > 0, we find that

G (Ens tn) < F¥(D*@ (Ens tn), DD (Ens t), " (s 1), X 1)

and so sending n — oo gives the desired solution inequality

1 (80, t0) < F*(D*¢ (&0, 10), D (o, 1), u* (X0, £0), X0, 10).- O

The final result of the appendix is a doubling variables lemma, which is the second-order
analogue of Lemma 3.5. Before we state it, we introduce the notions of parabolic sub- and
super-jets, as well as their limiting counterparts (see [5] for e.g.,): for (x, 1) € Q x (0, T) and
ueUSC(Q x(0,T)),

Ptulx,t):= {(a,p,X) eRxRYxs?:

ulx', ) <u@x, )+ p-(x"—x)+ %X(x/ —x)-(x'=x)

+a(t —1)+o(|x —x[" + | —t]) as (x', 1) > (x,t)};
foru e LSC(Q x (0, T)),

P u(x,t):= {(a,p, X)eRxRY xs?:

ulx', i)y =ux, )+ p-(x"—x)+ %X(x/ —x)-(x"—x)

+a(t —1)+o(|x —x["+ | —t]) as (x', ') > (x,t)};
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and for u € USC(Q x (0, T)) (resp. LSC(Q x (0, T))),
Pru, 1) =@ p, X) e R x R! x 87 :3((tn, 1)),y © 2 % (0, T) and, for n €N,
(@ns Py Xn) € PEu(xn, 1)
such that nlir&(xn,tn,an, Pn, Xn) = (x,t,a, p, X)].

We will make use of the following version of the Ishii lemma from the theory of viscosity
solutions:

LEMMA A.4. Letu e USC(RY x[0,T]) and v € LSC(R? x [0, T1), assume there exists
C > 0 such that, in the sense of distributions,

9 9
D’u>-Cld, D% <Cld, a_’: <C and a_'t’ - _cC.

Define w(x,y,t) =u(x,t) — v(y,t), and assume that, for some (xg, Yo, t) € R x RY x
[0,T],aeR, p,ge R?, and A € S*, we have (a, (p,q), A) € PTw(xo, yo, to). Then there
exist X,Y € $% and «, B € R such that («, p, X) € ﬁJru(xo, ), (B,—q,Y) eP v(yo, ),

o—pB=a,and
Id 0 X 0
_C<o Id) = (o —Y) =4.

We omit the proof of Lemma A.4, because it follows exactly as in [4], Theorem 7. The
only difference is that # and —v are already assumed to be semi-convex, and it is not required
to regularize u or v in the space variable via sup- (resp. inf-) convolution. This accounts for
the upper and lower bounds for the matrix in the statement of the lemma.

PROPOSITION A.5.  Assume that u € USC(R x [0, T]) and v € LSC(Q x [0, T]) are
respectively a sub- and super-solution of (3.8). For0 <a <b < T, let ® € C([a, b], CQ(Q))
be a solution of (3.3) and ¢ € C([a, b)), and assume that

QxQxla,bl>x,y,t)— ulx,t)— v(y,t) —D(x,y,t) — ()
attains a maximum at (xo, Yo, to) with ty > a,

(A7) {DXCD(XO’ Yo, fo) -n(x) >0 ifxoe€d, and

Dy @ (xo, yo, t0) -n(y) >0 if yo € 0K2.

Set ¢ := D (-, -, ty). Then, for every § > 0, there exist X5, Y5 € S such that

s —<||D2¢(xo,yo>|!+§) (Ig I%)s(’ff _(;5)

< D¢ (x0, y0) + 8(D%¢ (x0, y0))*

and

V' (10) < F(Xs, Dy (x0, o), u(x0, 1), X0, t0) — F (Y5, —Dy¢ (x0, y0), v(¥0, 10), Y0, 0)-

The proof of Proposition A.5 is similar to the uniqueness proof in [24] (see also [32]), but
we have succeeded in simplifying many of the arguments. Additional technicalities also arise
in order to deal with the boundary condition.
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PROOF OF PROPOSITION A.5. By subtracting a constant, we may also assume with-
out loss of generality that ¢ (xp, yo) = 0. Set p := Dy (x0, Y0), q := Dy¢(x0, y0), A :=
D?¢(xo, yo), and a := ¥’ (t), and fix &€ > 0. Then, for some r > 0 and for all (x,y) €
B (x0) x B (y0),

1
¢(x»)’)EP'(x—XO)+CI‘()’_)’O)+§(A+€I)(x—XO,)’—YO)'(X—XO,Y_)’O)-

In view of (A.7), if xg € 92, then p - n(xg) > 0, and if yg € €2, then g - n(yg) > 0.

We use the inequality in Lemma A.1 arising from Young’s inequality, with n =2d, A =
A+el i =A;, X =(x —x0,y — Y0), and E = (&, n). Setting A5 = A: + (SAE, this yields,
for all (x, y, &, 1) € B,(x0) X B,(yp) x R? x R¢,

ox,y)<p-(x—x0—&)+q-(y—yo—n)
1 1
+§<||Aa||+g)(lx—XO—$|2+|y—yo—n|2)

1
+p-€+q-n+5As,g(§,n)-(§,n)-

‘We introduce the shorthand
m . . . m . . .
Se(t,10) =[] S(¢/ —¢p) and  Sa(t,10) =[] Sy(¢/ —&p)-
i=1 i=1

If f, g € C2(RY) and ¥ (x, y) := f(x)+g(y), then, forall (x, y) € R? x R and ¢ sufficiently
close to fg, depending on || D? f |l and || D?g |l s

Sa(t, t0) ¥ (x,y) = Si(t,10) f (x) + S_(t, 10)g ().
Then, if & is sufficiently small, we can define, for (x, y, &, n,t) € B,(xg) X By(yp) X RY x
RY x (to — h, to + h),
1 1
By (x, £,1) = S (1, m)(p —xo—E)+ E(MASM + 3)| —xo— s|2)(x>,

1 1
O_(y.1.1) = S_(t,to><q C—yo—m+ E(HASM + 5)| yo— n|2>(y),
u¢,1):= sup (u(x,t) — Py(x,§,1)),and
X€By(x0)

v(n,1):= inf (v(y,t)+D_(y,n,1)).
YEB(

€B; (o)

It then follows that

1
u@.n—vm.0=p-&=q-n=7As:En & n—alt—1) - %It — 1o)?

attains a local maximum at (&, n,t) = (0, 0, fp) in R x R4 x (tg — h, tg + h).

If xg € 02 (so that p - n(xg) > 0), then, shrinking ~ and r if necessary, we have, for
(x,&,1) € By (x0) X B-(0) x (tg — h, tog + h), the strict inequality D, ® (x,&,1) - n(x) > 0,
with a similar comment for when yg € 0€2.

Both D2¢+ and D?®_ are continuous on R? x R? x (19 — h, to + h), and, therefore,

Ch = sup ||D§¢+(X,$,f)||
(x,&,1)e By (x0) xRY x (tg—h,tg+h)

% sup | D@ (y,n, 1) < o0,
(y.m)€B(yo) xR x (tg—h,19+h)
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with limy, .o Cp, = || Ae|| + %. Then u and v are respectively semiconvex and semiconcave in
the spatial variable, and, in the distributional sense, Dgﬁ > —Cyld and D%g < Cld.

Next, observe that, if 4 is sufficiently small, then, for all ¢ € (f9 — &, tg + h), the supremum
and infimum in the definitions of respectively & and v are achieved for some x(¢) € B, (xg)
and y(¢) € B-(yp). This is because, for ¢ = 1y, the extrema are attained uniquely at respec-
tively x = xg and y = yo because of the addition of ¢Id to A.

Fixs € (to—h, to+h) and &€ € B,(0), and assume, for some « > 0, that (&, ¢t) — at attains
a maximum at some 7 € (s, tg + ]. Then, for some x € B, (xg),

ulx,t) —d(x,&,1) —at

attains a local maximum at (X, 7). Note that, if xo € 9Q and x € 92, then we have ensured
that D, ®(x,&,1) - n(x) > 0, and, therefore, Definition 2.1 yields
a < F(D2®(X,&,1), Dy® (X, &, 1), u(x, 1), X, ).

In view of (2.4), this is a contradiction for sufficiently large «, depending on bounds for u,
D®, and D?®. It follows that, for some ag > 0, ou/ot < ap as a distribution on B,(0) x
(to — h, ty + h), and, similarly, there exists By > O such that dv/dt > —Bg on B, (0) x (fg —
h,to+ h).

It is now a consequence of Lemma A.4 that there exist Xs ., Y5 o € S and «, B € R such

that (Ol, pa XB,E) € ﬁ—i_u(oa t0)$ (18’ _qa YB,&‘) € 5_1)(0, t0)9 o — ,B = a’ and

d 0 Xse O
(A.9) —Cy (0 Id) 5( 0 _YS,S) < Ase.

Then, for all n € N, there exist (&, 7n, S, n) € R x RY x (19 — h, to+h) x (to — h, to + h),
(ctn, Pn, XB,e,n) € P—i_ﬁ(é‘n» ), and (B, qn, YS,s,n) € P~ v(nn, ty) such that

nliygo(xé,s,n’ YS,S,V[’ pl’lv CIn’ al’la ﬁnv Eﬂ? r)l’l? sn’ tn) — (Xé,ea Y8,87 pv 5], O[, IB’ Oa 09 t()’ fO)
Let

xn € argmax(u(x, s,) — P4 (x, &y, 50)) and y, € argmin(v(y, 1) + P_ (Y, Mn, 1n))-
x€B;(x0) YEB;(y0)

Observe that (x,, y,) — (0,0) as n — o0. Indeed, if (x,y) is a limit point of ((x;;, ¥n))neN,
then

U(x, 10) — V(v f0) — p X — g -y—5(||Aa|| +5>(|x| )

attains a maximum in B, (xg) X B,(yg) at (X, V), and, therefore, (x,y) = (0, 0). Thus, if n
is large enough, x, € B, (xo) and y, € B,(yo). Moreover, if xg € €2, then, for n sufficiently
large, if also x, € d€2, then D, dD,j'(xn, sp) - n(x,) > 0, and a similar remark holds if yg € 92
and y, € 02 for some sufficiently large n.

Definition 2.2 now yields

oy — Bn < F(XS,S,nv DPns U(Xn, Sp), Xn, Sn) - F(YS,S,nv ns V(Yns )y Yns tn)v
and sending n — oo then implies that
a < F(Xs.e, p,u(0,10),0, 1) — F(Ys.¢,q,v(0,10),0, to).

As ¢ — 0, along an appropriate subsequence, X; . and Y. converge to some matrices
X5, Ys € S¢ satisfying (A.9) with right-hand side As. The proof is finished upon sending
h—0. O
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