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A B S T R A C T 

We introduce the THESAN project, a suite of large volume ( L box = 95 . 5 cMpc ) radiation-magnetohydrodynamic simulations 
that simultaneously model the large-scale statistical properties of the intergalactic medium during reionization and the resolved 

characteristics of the galaxies responsible for it. The flagship simulation has dark matter and baryonic mass resolutions of 
3 . 1 × 10 

6 M � and 5 . 8 × 10 
5 M �, respectively. The gravitational forces are softened on scales of 2.2 ckpc with the smallest cell 

sizes reaching 10 pc at z = 5.5, enabling predictions down to the atomic cooling limit. The simulations use an efficient radiation 

hydrodynamics solver ( AREPO-RT ) that precisely captures the interaction between ionizing photons and gas, coupled to well-tested 

galaxy formation (IllustrisTNG) and dust models to accurately predict the properties of galaxies. Through a complementary set 
of medium resolution simulations we investigate the changes to reionization introduced by different assumptions for ionizing 

escape fractions, varying dark matter models, and numerical convergence. The fiducial simulation and model variations are 
calibrated to produce realistic reionization histories that match the observed evolution of the global neutral hydrogen fraction 

and electron scattering optical depth to reionization. They also match a wealth of high-redshift observationally inferred data, 
including the stellar-to-halo-mass relation, galaxy stellar mass function, star formation rate density, and the mass–metallicity 

relation, despite the galaxy formation model being mainly calibrated at z = 0. We demonstrate that different reionization models 
give rise to varied bubble size distributions that imprint unique signatures on the 21 cm emission, especially on the slope of the 
power spectrum at large spatial scales, enabling current and upcoming 21 cm experiments to accurately characterize the sources 
that dominate the ionizing photon budget. 

K ey words: radiati ve transfer – methods: numerical – galaxies: high-redshift – dark ages, reionization, first stars. 

1

I  

a  

a  

a
s
m
t  

A
s
t
h
e
r
(
2  

�

g
†

E
l  

b
s
e
m  

w  

t  

l
 

t
h
S  

a  

h  

L  

a

©
P

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/511/3/4005/6484814 by M
IT user on 05 August 2024
 INTRODUCTION  

n the aftermath of the big bang, the Universe was comprised of
 hot dense plasma of matter and radiation. As the gas expanded
nd cooled, the protons began to capture the free electrons and form
tomic hydrogen. These recombinations diminished the number den- 
ity of free electrons allowing the matter and radiation to decouple, 
aking the Universe transparent to light. The Universe then went 

hrough a period of darkness with no new sources of visible light.
fter hundreds of millions of years gravitational forces had amplified 

mall density fluctuations imprinted during the big bang to initiate 
he formation of stars and protogalaxies. These first stars and galaxies 
ad an important effect on the surrounding environment. They 
mitted copious amounts of Lyman continuum (LyC; > 13.6 eV) 
adiation, ionizing and heating up the neutral intergalactic medium 

IGM) in-between galaxies (e.g. Shapiro & Giroux 1987 ; Gnedin 
000 ; Haardt & Madau 2012 ). This phase transition known as the
 E-mail: rahul.kannan@cfa.harvard.edu (RK); egaraldi@mpa- 
arching.mpg.de (EG); arsmith@mit.edu (AS) 
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poch of Reionization (EoR) represents an important evolutionary 
ink between the smooth matter distribution at early times as revealed
y the cosmic microwave background (CMB) and the large-scale 
tructure observ ed today. Sev eral important questions about this 
poch remain unanswered, including, what are the properties of the 
ain sources that reionized the Uni verse, ho w long was the process,
hen did it come to an end, what temperature was the IGM heated

o, and how effective was this heating in regulating star formation in
ow mass galaxies? 

Gaining insights into the EoR has been quite challenging on both
heoretical and observational fronts. The galaxy population at very 
igh redshifts is largely unexplored, because even the deepest Hubble 
pace Telescope ( HST ) observations have been able to detect only
bout a thousand galaxy candidates between z = 6–8 and only a few at
igher redshifts (e.g. Bouwens et al. 2015 ; Livermore, Finkelstein &
otz 2017 ; Atek et al. 2018 ). Most of these galaxies do not have
 spectroscopic confirmation/characterization and only a handful of 
bjects have been observed with complementary facilities such as 
he Atacama Large millimetre Array ( ALMA ; Decarli et al. 2018 ;
ashimoto et al. 2018 ). Hence, current observational constraints 
rovide only weak tests of reionization-era galaxy-formation models. 
tudying the ionization and temperature structure of the intergalactic 
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edium (IGM) during reionization is even more challenging because
ost of it is at a very low density. Current instruments do not have the

ensitivity to detect the IGM in emission. Using bright sources (such
s high-redshift quasars) as backlights, the state of the IGM can,
o we ver, be studied in absorption through the Lyman-alpha (Ly α)
ransition of the hydrogen atom (Becker et al. 2001 ; Fan et al. 2006 ;
ecker et al. 2015 ; Davies et al. 2018 ). Historically, this technique has
een limited to the post-reionization Universe as a consequence of
he very-large cross-section of the Ly α transition. Ho we ver, in recent
ears, impro v ements in instrumentation have allowed us to push these
ind of observations deep into the tail-end of reionization, unveiling
eatures that are largely unexplored (e.g. Becker et al. 2015 ; Barnett
t al. 2017 ; Bosman et al. 2018 ; Chardin et al. 2018 ; Eilers, Davies &
ennawi 2018 ; Garaldi, Gnedin & Madau 2019 ; Yang et al. 2020 ).
nfortunately, it is still difficult to build a comprehensive picture of

he state of the IGM based on the information from individual quasar
ightlines alone. 

Ho we ver, the state of the field is about to change due to a
uite of instruments and telescopes that will become available in
he next few years. For example, the James Webb Space Telescope
 JWST ) with its large mirror and infrared frequency coverage, will
nable the disco v ery of fainter and higher redshift galaxies (up to
 ∼ 20) and constrain their rest-UV/optical emission (Kalirai 2018 ;
illiams et al. 2018 ). Additionally, the fragmented view of the IGM
ill soon be replaced by a more complete picture of the neutral
ydrogen distribution in the Universe by current and upcoming radio
elescopes including the Low-Frequency Array ( LOFAR ), Square
ilometer Array ( SKA ), and Hydrogen Epoch of Reionization Array

 HERA ). This will be achieved using the line intensity mapping
LIM) technique, which will measure the spatial fluctuations in the
ntegrated emission of the 21 cm spin flip transition of the hydrogen
tom (Mellema et al. 2006 ; Parsons et al. 2010 ; van Haarlem et al.
013 ; DeBoer et al. 2017 ). In a similar vein, there are plans to use
IM of spectral lines originating from many individually unresolved
alaxies to faithfully trace the growth and evolution of large-scale
tructures (e.g. Cerro Chajnantor Atacama Telescope-prime: CCAT-
 ; Spectro-Photometer for the history of the Universe, Epoch of
eionization and Ices Explorer: SPHEREx ). While traditional galaxy

urv e ys probe discrete objects, whose emission is bright enough to
e imaged directly, LIM is sensitive to all sources of emission in the
ine and thus enables the universal study of galaxy formation and
volution (see Ko v etz et al. 2019 , for an o v erview of current and
pcoming experiments). These advancements will unleash a flood
f high- z observational data that promises to usher in a new era of
osmic reionization studies. 

It is clear that the Astronomy community is devoting significant
esources in the coming decade(s) to study high-redshift structure
ormation and reionization. It is, therefore, imperative that theo-
etical/numerical models achieve sufficient accuracy and physical
delity to meaningfully interpret these new observational results
Dayal & Ferrara 2018 ). Modelling reionization is especially chal-
enging because it is a uniquely multiphysics and multiscale process.
he formation of the first stars and black holes and the subsequent
roduction of radiation occurs at sub-parsec scales. The escape of
adiation from these sources and the corresponding propagation out
f galaxies is modulated by the physics of structure formation on
arsec to kpc scales. Finally, the interaction between these photons
nd the low-density IGM transforms the entire Universe from a cold-
eutral state to a hot-ionized one. Therefore, gaining insights into this
rocess requires models that are able to make self-consistent predic-
ions o v er a dynamic range of ∼10 10 . Moreo v er, a comprehensiv e
haracterization of this processes requires an accurate description of a
NRAS 511, 4005–4030 (2022) 
lethora of physical processes rele v ant for the formation of galaxies,
uch as the behaviour of dark matter, the dynamics of gas flows,
he physics of star and black hole formation and feedback, as well as
adiation hydrodynamics. It is, therefore, virtually impossible to treat
his process analytically making numerical radiation hydrodynamic
RHD) simulations an essential tool to investigate the EoR. 

The computational cost of fully coupled RHD simulations has
orced many works to use a combination of linear perturbation
heory to evolve the matter density field and an excursion-set
ormalism to model the H II regions (see for e.g. Furlanetto, Zal-
arriaga & Hernquist 2004 ; Mesinger, Furlanetto & Cen 2011 ;
ialkov, Barkana & Jarvis 2020 ; Mu ̃ noz, Dvorkin & Cyr-Racine
020 ). More accurate (but still computationally efficient) repre-
entations of the reionization process are obtained by populating
ark matter haloes (from pure N -body simulations) with either
dealized models of galaxy formation and post-processing them with
adiative transfer calculations (RT; Ciardi, Stoehr & White 2003 ;
liev et al. 2007 ; McQuinn et al. 2007 , 2009 ) or using semi-analytic
alaxy evolution models that incorporate the spatial reionization
rocess on the fly (Mutch et al. 2016 ; Seiler et al. 2019 ; Hutter
t al. 2021 ). These methods provide a viable pathway to model the
arge representative volumes ( ∼500 cMpc) and efficiently explore
 wider parameter space. Unfortunately, they require quite a few
uneable free parameters such as the star formation history, source
unctions, escape fractions, and most importantly, the gas density
istribution, including assumptions about small-scale gas clumping
actors. 

More recent efforts have advanced this approach to include post-
rocessing hydrodynamics + N -body simulations with RT to model
eionization (Ciardi et al. 2012 ; Bauer et al. 2015 ; Kulkarni et al.
017 , 2019a ; Eide et al. 2020 ; Keating et al. 2020 ). They employ
he correct gas density distribution and, if the star formation and
eedback model is well constrained, a realistic source function.
o we v er, the y are still unable to capture the small-scale coupling
etween the photons and the gas, leading to degeneracies that reduce
he fidelity of the predictions. Simulations that include fully coupled
HD are numerically challenging, but allow us to model reionization

rom first principles. They have been quite successful in shedding
ight on the sources of reionization (e.g. the role of binary stars;
osdahl et al. 2018 ), as well as accurately capturing the role of
hotoheating feedback during reionization on low mass galaxies
 � 10 9 M �; Gnedin 2014 ; P a wlik et al. 2017 ) and the state of the
SM of high- z galaxies (Pallottini et al. 2017 ; Katz et al. 2019 ). 

Unfortunately, these models are unable to paint a complete picture
f the reionization process. Large volume simulations ( � 100 cMpc)
re the ideal tool for studying the statistical properties of the reion-
zation observables but lack the necessary resolution to accurately

odel the sources responsible for it (P a wlik et al. 2017 ; Ocvirk
t al. 2020 ). On the other hand, high-resolution small volume/zoom-
n simulations are well-suited for understanding the small-scale
roperties of the sources (Xu et al. 2016 ; Pallottini et al. 2017 )
ut they generally lack the ability to translate results to larger
cales. More importantly, the galaxy formation models used in
hese simulations are not sufficiently well tested (Gnedin 2014 ;
u et al. 2016 ; Cev erino, Glo v er & Klessen 2017 ; Rosdahl et al.
018 ; Trebitsch, Volonteri & Dubois 2020 ) because the y hav e been
pecifically designed and e v aluated in simulations that mainly predict
bservables abo v e z � 6, where the constraints are fairly limited.
hen some of these galaxy formation models are used to simulate

alaxies down to lower redshifts, they give rise to galaxy populations
hat are incompatible with the observed ones. For example, they
roduce an order of magnitude more stars than what is expected
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Trebitsch et al. 2021 ) and bulge-dominated galaxies with centrally 
eaked rotation curves (Mitchell et al. 2021 ). 

In this, and two initial companion papers (Garaldi et al. 2021 ;
mith et al. 2021 ), we present a no v el simulation campaign designed

o ef ficiently le verage current and upcoming high-redshift observ a- 
ions to constrain the physics of reionization. We use AREPO (Springel 
010 ) to simulate a relatively large representative volume of the 
niverse ( L box ∼ 95.5 cMpc) with enough mass and spatial resolution 

o properly model atomic cooling haloes ( M halo ∼ 10 8 M � h 
−1 ) 

hroughout the entire simulation volume. We use state-of-the-art and 
ell-tested galaxy formation (IllustrisTNG; Marinacci et al. 2018 ; 
aiman et al. 2018 ; Nelson et al. 2018 ; Pillepich et al. 2018a ; Springel

t al. 2018 ) and dust models (McKinnon et al. 2017 ) to accurately
redict the properties of the sources (such as stars, galaxies, and 
lackholes) responsible for the reionization process. This is coupled 
o a no v el efficient and accurate radiation hydrodynamics and non-
quilibrium thermochemistry solver ( AREPO-RT ; Kannan et al. 2019 ) 
o track the evolution of the ionization fronts and their back- 
eaction on galaxy formation. Additionally, we include a suite of 
edium resolution simulations intended to investigate the changes to 

eionization induced by different LyC escape fractions from galaxies, 
arying dark matter models, the impact of assuming a constant 
adiation background in galaxy formation simulations, and numerical 
onvergence. The methodology is introduced in Section 2 with the 
ain results presented in Section 3, and the conclusions outlined in 
ection 4. 

 METHODS  

imulations presented in this work are performed using AREPO-RT 

Kannan et al. 2019 ), a no v el radiation hydrodynamic extension
o the moving mesh hydrodynamics code AREPO (Springel 2010 ; 

einberger, Springel & Pakmor 2020 ). 1 It solves the (radiation- 
agneto-) hydrodynamical equations on an unstructured mesh, built 

rom the Voronoi tessellation of a set of mesh-generating points 
hich follow the flow of gas. A quasi-Lagrangian solution to the 
ydrodynamic equations is achieved by solving them at interfaces 
etween moving mesh cells in the rest frame of the interface. Higher
rder accuracy is achieved by using second-order Runge–Kutta time 
ntegration coupled with a least-squares fit (LSF) gradient estimate 
hat performs well even on highly distorted meshes (Pakmor et al. 
016 ). Additionally, the mesh is frequently regularized according to 
he algorithm described in Vogelsberger et al. ( 2012 ). The magnetic
elds are evolved using the ideal MHD equations outlined in 
akmor & Springel ( 2013 ) and an eight-wave formalism is used to
ontrol divergence errors (Powell et al. 1999 ). The semi-Lagrangian 
haracter of AREPO allows it to naturally adjust the mesh resolution 
o the underlying density field and is therefore well suited to simulate
ystems with a large dynamical range. 

Gravity is solved using the Hybrid Tree-PM approach which esti- 
ates the short range forces using a hierarchical oct-tree algorithm 

Barnes & Hut 1986 ), while the long range forces are computed
sing the particle mesh method in which the gravitational potential 
s obtained by binning particles into a grid of density values and then
olving the Poisson equation using the Fourier method. Additionally, 
f the number of active particles is below a certain threshold, then
he gravitational force is calculated by a direct summation. This 
s a particularly attractive option in large scale simulations, where 
 Public code access and documentation available at www.arepo-code.o 
g . 

w  

t
d  

m  
he computational cost of direct summation is lower than the tree
lgorithm for the lowest time bins, which are generally populated by
ust a fe w acti ve particles. A hierarchical time integration approach,
hich allows us to construct the tree only for the currently active
article set is used to speed up the gravity calculations, especially
ince the time bin hierarchy can get very deep in our highest
esolution simulations (Springel et al. 2021 ). Finally, we note that in
rder to o v ercome the correlated force errors at large node boundaries
rising from the nearly static particle distributions at high redshift in
osmological simulations, we employ the simple yet ef fecti ve method 
f randomizing the relative location of the particle set with respect
o the computational box each time a new domain decomposition is
omputed (Springel et al. 2021 ). 

.1 The radiation hydrodynamics solver 

he propagation of radiation is handled using a moment-based 
pproach to solve the radiation transport equations (Kannan et al. 
019 ). We solve the set of coupled hyperbolic conservation equations
or photon number density and photon flux. This set of equations is
losed using the M1 scheme (Levermore 1984 ; Dubroca & Feugeas
999 ). The Riemann problem is solved at each cell interface by
omputing the flux using Godunov’s approach (Godunov 1959 ). We 
chiev e second-order accurac y by replacing the piecewise constant 
PC) approximation of Godunov’s scheme with a slope-limited 
iecewise linear spatial extrapolation and a half time-step, first-order 
ime extrapolation, obtaining the primitive variables on both sides of 
he interface (van Leer 1979 ). We perform the spatial extrapolations
sing a local LSF gradient estimate (Pakmor et al. 2016 ). 
We divide the UV continuum into three frequency bins rele v ant for

ydrogen and helium photoionization grouping radiation between 
nergy intervals of [13.6, 24.6, 54.4, ∞ ) eV. For each frequency
in ‘ i ’, we evolve the comoving photon number density ( ˜ N i ) and
hoton flux ( ̃  F i ), which are defined as ˜ N i = a 3 N i and ˜ F i = a 3 F i ,
here N i and F i are the physical photon number density and flux,

espectively. The cube of the scale factor ( a ) is multiplied to the
hysical quantities to account for the loss of photon energy due
o cosmological expansion. Assuming that the Universe does not 
xpand significantly before a photon is absorbed (Gnedin & Abel 
001 ), the transport equations take the form (see also Wu et al.
019a ) 

∂ ˜ N i 

∂t 
+ 

1 

a 
∇ · ˜ F i = 0 , (1) 

∂ ̃  F i 

∂t 
+ 

˜ c 2 

a 
∇ · ˜ P i = 0 , (2) 

here, ̃  c is the reduced speed of light, which for our runs is set to ̃  c =
 . 2 c (where c is the speed of light in vacuum), and ˜ P i is the comoving
ressure tensor, which is related to the photon number density by the
ddington tensor. In Appendix A, we include a discussion on the

educed speed of light approximation in the context of THESAN . 
The radiation fields are coupled to the gas via a non-equilibrium

hermochemistry module. It incorporates chemistry and cooling by 
tomic hydrogen and helium ( � p ), equilibrium cooling from metals
 � M ) and Compton cooling ( � C ), 

 = � p ( n j , N i , T ) + 

Z 

Z �
� M ( ρ, T , z) + � C ( ρ, T , z) , (3) 

here n j ∈ [ n HI , n H II , n HeI , n He II , n He III ] are the number densities of
he ionic species tracked by the thermochemistry module, ρ is the 
ensity of the gas, Z is the metallicity (with Z � representing the
etallicity of the Sun), T is the temperature, and z is the redshift.
MNRAS 511, 4005–4030 (2022) 
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M

Table 1. Table outlining the frequency discretization of the radiation field as used in our simulations. It lists the frequency range (first column), 
the mean photoionization cross-section ( σ ) for the different species (HI, second column; HeI, third column; He II , fourth column), the energy 
injected into the gas per interacting photon ( E) for the different species (HI, fifth column; HeI, sixth column; He II , seventh column), and the 
mean energy per photon ( e ; eighth column). 

Frequency bin σHI σHeI σHe II E HI E HeI E He II e 
(eV) (cm 

2 ) (cm 
2 ) (cm 

2 ) (eV) (eV) (eV) (eV) 

13.6 −24.6 3.31 × 10 −18 0 0 3.25 0 0 18.17 
24.6 −54.4 6.99 × 10 −19 4.53 × 10 −18 0 15.64 4.74 0 32.05 
54.4 −∞ 1.09 × 10 −19 7.73 × 10 −19 1.42 × 10 −18 42.86 31.87 2.10 56.99 
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he primordial chemistry and cooling are solved according to the
on-equilibrium thermochemistry module described in Section 3.2.1
f Kannan et al. ( 2019 ), metal cooling is implemented assuming
onization equilibrium for a given portion of dust-free and optically
hin gas in a UV background radiation field given by Faucher-
igu ̀ere et al. ( 2009 ). Practically, this cooling rate is computed from a

ook-up table containing the pre-calculated cooling values computed
rom CLOUDY (see Vogelsberger et al. 2013 , for more details). We
ote that the metal cooling rate assumes a certain metagalactic UV
ackground, which is spatially uniform. In our current reionization
imulations, this approximation is certainly not v alid. Ho we ver, we
ave checked that this approximation has a negligible affect on our
esults. We note that the tracked ionic species ( n j ) are advected along
ith the gas motions, so as to preserve the ionization state of the gas

rom one time-step to another. This is necessary in order to preserve
he true non-equilibrium nature of our ionization solver. 

Both stars and active galactic nuclei (AGNs) are considered
ources of radiation. The luminosity and spectral energy density
f stars is a complex function of age and metallicity taken from the
inary Population and Spectral Synthesis models (BPASS; Eldridge
t al. 2017 ). The radiation from AGN on the other hand is scaled
inearly with the mass accretion rate with a radiative conversion
fficiency of 0.2 (Weinberger et al. 2018 ). The AGN spectral energy
istribution (SED) uses the Lusso et al. ( 2015 ) parametrization with
5.5 per cent of the bolometric AGN luminosity at energies abo v e
3.6 eV. The mean photoionization cross-section ( σ ), the energy
njected into the gas per interacting photon ( E), and mean photon
nergy ( e ) vary from cell-to-cell due to the differing shapes of the
adiation spectrum from different age and metallicity sources. The
elati vely lo w frequency resolution used in this work is not able to
rack this change in shape. We note that for the BPASS spectra the
alculated radiation parameters are roughly constant and do not vary
ignificantly with the metallicity and age of the star (Rosdahl et al.
018 ). Moreo v er, we e xpect the contribution from black holes to
he ionizing photon budget to be minimal (Parsa, Dunlop & McLure
018 ). We therefore calculate them using a 2 Myr spectrum at quarter
olar metallicity and employ the same values for all cells throughout
he simulation as listed in Table 1 . 

.2 The IllustrisTNG galaxy formation model 

alaxies are predicted by many works to be the main source of ion-
zing photons in the high-redshift ( z � 4) Universe (Haardt & Madau
012 ), and therefore any simulation hoping to self-consistently re-
roduce the cosmic reionization history is required to properly model
heir formation and evolution. While the dynamics of dark matter,
as, stars, and photons are all self-consistently simulated using
REPO-RT , processes occurring on scales smaller than the resolution

imit of the simulation cannot be captured self-consistently. For this
eason, many of the small-scale processes (e.g. star formation, black
NRAS 511, 4005–4030 (2022) 
ole accretion, etc.) need to be included as empirical prescriptions. In
ur simulations, we employ the state-of-the-art IllustrisTNG galaxy
ormation model, which updates the previous Illustris simulations
Vogelsberger et al. 2014 ) with a revised kinetic AGN feedback
odel for the low accretion state (Weinberger et al. 2017 ) and an

mpro v ed parametrization of galactic winds (Pillepich et al. 2018a ).
t includes: (i) a subresolution treatment of the interstellar medium
ISM) as a two-phase gas where cold clumps are embedded in a
mooth, hot phase produced by supernova explosions (Springel &
ernquist 2003 ); (ii) feedback from supernova explosions and stellar
inds, in the form of kinetic and thermal energy; (iii) the production

nd evolution of nine elements (H, He, C, N, O, Ne, Mg, Si, and Fe),
s well as the tracking of the o v erall gas metallicity; (iv) density-
 redshift-, metallicity-, and temperature-dependent cooling; and
v) black hole formation (via a seeding prescription), growth and
eedback in two different regimes (quasar- and radio-mode). The
odel has been e xtensiv ely tested in large-scale simulations, and

s able to produce realistic galaxies that match, among others, the
bserved galactic colour bimodality (Nelson et al. 2018 ), colour-
ependent spatial distribution, and clustering of galaxies (Springel
t al. 2018 ), galaxy mass function, galaxy sizes (Genel et al. 2018 ;
illepich et al. 2018b ), metal distributions (Naiman et al. 2018 ;
ogelsberger et al. 2018 ), magnetic field strength and structure

Marinacci et al. 2018 ) and galaxy morphologies (Rodriguez-Gomez
t al. 2019 ; Tacchella et al. 2019 ). All these elements are key to
ealistically simulate the reionization history of the Universe, that
eavily depends on the source properties, and to investigate the
orrelation between small and large scales in the Universe. 

.3 Dust creation and destruction 

e augment the IllustrisTNG galaxy formation model with a set
f empirical relations that describe the production and destruction
f cosmic dust. We follow the approach of McKinnon, Torrey &
ogelsberger ( 2016 ), McKinnon et al. ( 2017 ), and numerically

reat dust as a property of the gas resolution elements. Hence, we
e glect relativ e motion between these two components and passiv ely
dvect dust across gas cells during the hydrodynamical step. Within
ndividual resolution elements the model tracks the mass of dust in
ve chemical species (C, O, Mg, Si, and Fe). The dust mass can

ncrease via two processes: dust production during stellar evolution,
nd grain growth in the ISM. In the former, we assume part of the
etals returned to the ISM condensate into dust within a single

imulation time-step. This fraction depends on the stellar evolution
hase – either asymptotic giant branch (AGB) or SN – and on the
arbon-to-oxygen ratio (C/O) of the star (Dwek 1998 ). 

Once produced, dust is allowed to grow via deposition of gas-phase
etals. We model this process computing the local instantaneous dust
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Table 2. THESAN simulation suite: From left to right the columns indicate the name of the simulation, boxsize, initial particle number, mass of the dark matter 
and gas particles, the (minimum) softening length of (gas) star and dark matter particles, minimum cell size at z = 5.5, the final redshift, the escape fraction 
of ionizing photons from the birth cloud (if applicable), and a short description of the simulation. 

Name L box N particles m DM m gas ε r min 
cell z end f esc Description 

(cMpc) (M �) (M �) (ckpc) (pc) 

THESAN-1 95.5 2 × 2100 3 3.12 × 10 6 5.82 × 10 5 2.2 ∼10 5.5 0.37 Fiducial 
THESAN-2 95.5 2 × 1050 3 2.49 × 10 7 4.66 × 10 6 4.1 ∼35 5.5 0.37 Fiducial 
THESAN-WC-2 95.5 2 × 1050 3 2.49 × 10 7 4.66 × 10 6 4.1 ∼35 5.5 0.43 Weak convergence of x HI ( z) 
THESAN-HIGH-2 95.5 2 × 1050 3 2.49 × 10 7 4.66 × 10 6 4.1 ∼35 5.5 0.8 f esc ∝ M halo ( > 10 10 ) 
THESAN-LOW-2 95.5 2 × 1050 3 2.49 × 10 7 4.66 × 10 6 4.1 ∼35 5.5 0.95 f esc ∝ M halo ( < 10 10 ) 
THESAN-SDAO-2 95.5 2 × 1050 3 2.49 × 10 7 4.66 × 10 6 4.1 ∼35 5.5 0.55 Strong dark acoustic oscillations 
THESAN-TNG-2 95.5 2 × 1050 3 2.49 × 10 7 4.66 × 10 6 4.1 ∼35 5.5 – Original TNG model 
THESAN-TNG-SDAO-2 95.5 2 × 1050 3 2.49 × 10 7 4.66 × 10 6 4.1 ∼35 5.5 – Original TNG model + sDAO 

THESAN-NORT-2 95.5 2 × 1050 3 2.49 × 10 7 4.66 × 10 6 4.1 ∼35 5.5 – No radiation 
THESAN-DARK-1 95.5 2100 3 3.70 × 10 6 – 2.2 – 0.0 – DM only 
THESAN-DARK-2 95.5 1050 3 2.96 × 10 7 – 4.1 – 0.0 – DM only 
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rowth rate as 

d M dust 

d t 
= 

(
1 − M dust 

M metal 

)
M dust 

τg 
, (Growth) (4) 

here M metal refers to gas-phase metals only, and τ g is the growth 
ime-scale, which depends on the local gas temperature and density, 
nd is modelled to resemble conditions found in molecular clouds 
in particular, we are employing the same values used in McKinnon 
t al. 2017 ). 

Many physical processes can destroy cosmic dust. Among others, 
hocks (e.g. Seab & Shull 1983 ; Seab 1987 ; Jones et al. 1994 ),
puttering (both thermal and non-thermal, e.g. Draine & Salpeter 
979a ; Tielens et al. 1994 ), and grain–grain collisions (e.g. Draine &
alpeter 1979b ; Jones, Tielens & Hollenbach 1996 ). We neglect the

atter (since it is expected to be subdominant, see e.g. Barlow 1978 ;
raine & Salpeter 1979b , a ; Jones et al. 1994 ), and implement the

ffect of the other processes by computing local instantaneous dust 
estruction rates as 

d M dust 

d t 
= −M dust 

τsh 
− M dust 

τsp / 3 
. (Destruction) (5) 

ere, τ sh and τ sp are the shock- and sputtering-driven destruction 
ime-scales, respectively. The former depends upon the local dust 

ass, the grain-destruction efficiency of SN shocks, the local rate 
f type II SN, the type II SN energy, and the typical shock velocity
see McKinnon et al. 2016 ). In computing τ sp we assume that thermal
puttering processes dominate o v er non-thermal ones, hence it solely 
epends upon the local gas temperature and density, and the grain 
ize (which we assume to be a = 0 . 1 μm; McKinnon et al. 2017 ).
inally, dust is captured within stellar particles during star formation 
a mechanism often referred to as astration). During this process, 
he relative importance of gas- and dust-phase metals is maintained 
onstant. We note that the mass of metals is reduced because a
raction of it is locked up in dust grains. Ho we ver, this does not have
ny appreciable effect on the cooling/star formation rates, compared 
o the original IllustrisTNG model because the amount of dust is low,
t least in the redshift range we consider here. 

.4 Initial conditions 

he initial conditions employ a method in which the initial Fourier 
ode amplitudes are fixed to the ensemble average power spec- 

rum (Angulo & Pontzen 2016 ) to suppress variance. During the 
roduction of the initial conditions, each power spectrum mode 
 ( k ) is usually sampled from a Gaussian distribution centred on
he expectation value for the given cosmological model with true 
aussian fluctuations ˆ P ( k). In the fixed approach, we set P ( k) =

ˆ 
 ( k) for each (discrete) k value sampled, eliminating the variance
n linear scales. This renders the initial conditions non-Gaussian, 
ut the latter has negligible effects on the results of the simulations
see e.g. Angulo & Pontzen 2016 ; Villaescusa-Navarro et al. 2018 ;
nderson et al. 2019 ; Klypin, Prada & Byun 2020 ). Using this

pproach ensures we obtain the optimal (i.e. most-representative of 
he adopted cosmology) initial conditions. A notable consequence is 
hat the halo mass function is ensured to match the ensemble average
rom many non-fixed realizations. 

On a practical level, the initial conditions are produced 
ith the GADGET-4 code (Springel et al. 2021 ) using second-
rder Lagrangian perturbation theory, at the initial redshift of 
 in = 49. We employ a Planck Collaboration XIII ( 2016 )
osmology (more precisely, the one obtained from their 
T,TE,EE + lowP + lensing + BAO + JLA + H 0 data set),

.e. H 0 = 100 h with h = 0.6774, 
m = 0.3089, 
� = 0 . 6911, 
b =
.0486, σ 8 = 0.8159, and n s = 0.9667, where all the symbols have
he usual meaning. The gas perfectly follows the DM distribution in
he initial conditions and is assumed to have primordial composition 
ith hydrogen and helium mass fractions of X = 0.76 and Y = 0.24,

espectively. 

.5 Simulations 

he full THESAN simulation set and the associated parameters are 
atalogued in Table 2 . All our simulation runs follow the evolution
f a cubic patch of the universe with linear comoving size L box =
5 . 5 cMpc . We seek to simulate all galaxies that are thought to be
mportant for the reionization process. Therefore, we aim to model 
he so-called atomic cooling haloes, where (i) the virial temperature 
s sufficiently large ( T vir � 10 4 K) to allow primordial cooling, and (ii)
he gravitational potential is sufficiently large to retain photoheated 
as. These haloes have a typical mass at the EoR ( z = 6 −10) of
 h ∼ 10 8 h 

−1 M � (see e.g. Bromm & Yoshida 2011 ). We consider
 DM halo resolved if it contains ∼50 particles, 2 which sets our
ducial (highest) mass resolution to m DM = 3 . 12 × 10 6 M �, and
MNRAS 511, 4005–4030 (2022) 
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Figure 1. The linear initial power spectra for the CDM (black curve) and 
strong dark acoustic oscillation (sDAO; red curve) models as a function of 
como ving wav enumber as used in our simulations. F or reference we also plot 
the power spectrum for a WDM model ( m DM = 3 keV ). 
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 gas = 5 . 82 × 10 5 M � for DM and gas, respectively. This sets the
otal number of dark matter and (initial) gas particles to N particles =
100 3 each. The gravitational softening length for the star and dark
atter particles is set to 2.2 ckpc. The gas cells are adaptively

oftened according to the cell radius with a minimum value set to 2.2
kpc. The gas cells are (de-)refined so that the gas mass in each cell
s within a factor of two of the target gas mass ( m gas ). This implies
hat the gas cells in the highest density regions will have smaller
izes than the minimum softening length. In the highest resolution
HESAN-1 simulation the minimum cell radius at z = 5.5 is ∼10 pc,
hich is the smallest scale o v er which the g as h ydrodynamics and
aryonic processes are resolved. 
The moti v ation for the choice of these softening lengths comes

rom considerations outlined in Ludlow et al. ( 2019a ), Ludlow,
chaye & Bower ( 2019b ) and Ludlow et al. ( 2020 ) which are

mpro v ements to the previous studies on this topic by Power et al.
 2003 ). Their detailed convergence studies showed that the softening
engths should be sufficiently large to suppress 2-body scattering as
uch as possible, but sufficiently small so that gravitational forces

re unbiased on the rele v ant spatial scales. The suggested optimal
oftening is ε opt ∼ 0 . 05 L box /N particles which results in a value of
bout 2.2 ckpc for THESAN-1 . We also note that the physical softening
ength is al w ays larger than the minimum value required to resolve an
scape velocity of 10 km s −1 at all rele v ant redshifts. This is necessary
o ensure that the effects of photoionization heating associated with
eionization are not artificially suppressed. 

We also include one additional parameter, f esc , that mimics the
bsorption of LyC photons happening below the grid scale of
he simulation. This parameter is tuned such that the simulated
eionization histories approximately match the observed neutral
raction evolution in the Universe (see for example Greig et al. 2017 ).

The THESAN simulation suite also features a set of medium-
esolution runs designed to investigate the changes to reionization
nduced by different escape fractions from galaxies, varying dark

atter models, the impact of assuming a constant radiation back-
NRAS 511, 4005–4030 (2022) 
round in galaxy formation simulations and numerical convergence.
hese additional runs employ identical initial conditions, but the
ass resolution is lower by a factor of 8 and the softening length

s increased by about a factor of two. THESAN-2 is a medium
esolution run that uses the same fiducial model and escape fraction
s THESAN-1 . THESAN-WC-2 is the same as THESAN-2 except for
he slightly higher escape fraction, which tries to compensate for
he lower star formation rate in the medium resolution runs (see
ection 3 for more details) such that the total integrated number
f photons emitted in THESAN-1 and THESAN-WC-2 runs are the
ame. The THESAN-HIGH-2 and THESAN-LOW-2 simulations have
een specifically designed to understand whether the high (Naidu
t al. 2020 ) or low (Finkelstein et al. 2019 ) mass galaxies dominate
he reionization photon budget. These simulations use a halo mass-
ependent escape fraction with only haloes abo v e ( THESAN-HIGH-
 )/below ( THESAN-LOW-2 ) 10 10 M � contributing to the reionization
rocess. On a practical level, this is achieved by tagging on to the in-
uilt friends-of-friends (FoF; Springel 2005 ) algorithm to calculate
he halo mass of the group in which the stellar particles reside and
eciding the escape fraction of photons accordingly. 

THESAN-SDAO-2 aims to probe the impact of assuming non-
tandard DM models on the reionization process. We particularly
ocus on models that cutoff the linear matter power spectrum at small
cales due to collisional damping caused by interactions between
M and relativistic particles in the early Universe resulting in Dark
coustic Oscillations (DAOs) (Cyr-Racine et al. 2014 ). We note that

he only difference between THESAN-2 and this simulation lies in
he linear matter power spectrum which is quantified by the transfer
unction, defined as the square root of the ratio between the power
pectrum in the DAO model and the canonical CDM model. We use
he parametrization outlined in equation (3) of Bohr et al. ( 2020 ), with
 peak = 40 h 

−1 Mpc and h peak = 1 to compute the transfer function.
 peak determines the position of the first DAO peak and describes
he position of the cutoff, while h peak sets the amplitude of the DAO
scillations. Fig. 1 shows the linear matter power spectrum of the
DM (black curve) and strong D AO (sD AO; red curve) models used

n our simulation suite (the plot also shows the same for a Warm Dark
atter model, blue dashed curve, with m DM = 3 keV for comparison).
THESAN-TNG-2 and THESAN-TNG-SDAO-2 use the same ICs as

HESAN-2 and THESAN-SDAO-2, respectively, but employ the original
llustrisTNG model including the assumption of an instantaneous
eionization process and a spatially uniform ultraviolet background
Faucher-Gigu ̀ere et al. 2009 ) below the reionization redshift.
HESAN-NORT-2 does not consider any radiation background and
s designed to understand the role of photoionization feedback due to
eionization. Finally, we also run two DM-only simulations at fiducial
 THESAN-DARK-1 ) and medium ( THESAN-DARK-2 ) resolutions. They
re completed down to z = 0, allowing us to trace the local
rogenitors of the simulated high-redshift galaxies. This e xhaustiv e
et of simulations allows us to probe the reionization process and the
mpact of various physical assumptions in greater detail. 

.6 Code deployment 

he Flagship simulation was performed on the SuperMUC-NG
upercomputer at Leibniz-Rechenzentrum. The code was deployed
n 57 600 cores, the minimum amount necessary to hold the
imulation memory. The simulation was run between 2020 August
nd 2021 March and used a total of about 28 million core hours.
e note that in order to reduce the memory requirements the

imulation used a mixed precision scheme which employed double
recision for a small fraction of the variables and switched all other

art/stab3710_f1.eps
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Figure 2. Mock light cones showing the evolution of DM density, gas density, ionized fraction, and temperature of the intergalactic medium. The H II regions 
start out small at high redshifts and then get bigger and merge with each other as reionization progresses, eventually ionizing all the IGM in the Universe. 
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ariables to single precision. It was necessary to retain the particle 
oordinates in double precision to ensure that particle positions did 
ot o v erlap. Additionally, the photon number densities and fluxes 
lso used double precision in order to get stable solutions during the
hermochemistry step. We hav e e xtensiv ely tested this scheme and
re confident that this does not introduce any spurious effects in the
MNRAS 511, 4005–4030 (2022) 
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Figure 3. A representation of a sample of quantities predicted by the THESAN simulations. From top left in clockwise order the image shows the gas density, 
temperature, metal and dust distribution, neutral hydrogen fraction, and photon density. The central zoom-in regions show mock JWST (F277W, F356W, F444W) 
and ALMA ([C II ]) images of the largest galaxy present in the simulation at z = 5.5. The large boxsize and high spatial resolution coupled with a well tested 
galaxy formation model allows us to precisely capture both the large scale nature of the patchy reionization process and at the same time self-consistently predict 
the properties of the sources responsible for it. 
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imulations. Additionally, a new feature of MPI-3, which allows the
llocation of shared memory that can be jointly accessed by the MPI
anks residing on the same shared memory node is used for storing
ata that is equal on all MPI-ranks like top-level tree and large look-
p tables. This allows for storing data only once per compute node,
nd not for all MPI ranks separately. 

.7 Data products 

 total of 80 snapshots were written, every 10.9 Myr, from z = 20
own to z = 5.5, each one of size ∼1.9 TB. The dark matter haloes
NRAS 511, 4005–4030 (2022) 
re identified using the friends-of-friends (FOF) algorithm (Davis
t al. 1985 ) using a linking length of 0.2 times the initial mean
nterparticle distance. Stellar particles and gas cells are attached to
hese FOF primaries in a secondary linking stage. The SUBFIND
lgorithm (first described in Springel, Yoshida & White 2001 ) is
hen used to identify gravitationally bound structures. These FOF and
UBFIND catalogues accompany each snapshot output and contain
 wide array of information about the detected DM haloes and the gas
nd stellar properties of the haloes. Additionally, we also output high
ime cadence Cartesian data which grids the simulation data on to a
egular Cartesian grid using a first order Particle-In-Cell approach.

art/stab3710_f3.eps
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Figure 4. Evolution of the volume-weighted neutral fraction as a function of 
redshift in our various simulations as indicated. The observational estimates 
from Fan et al. ( 2006 ), McGreer, Mesinger & Fan ( 2011 ), McGreer, 
Mesinger & D’Odorico ( 2015 ), Ono et al. ( 2012 ), Schroeder, Mesinger & 

Haiman ( 2013 ), Choudhury et al. ( 2015 ), Greig et al. ( 2017 ), Mason et al. 
( 2018 , 2019 ), Greig, Mesinger & Ba ̃ nados ( 2019 ), Hoag et al. ( 2019 ), and 
Jung et al. ( 2020 ) are shown as black diamonds. All simulations, except 
THESAN-LOW-2 , follow a late reionization scenario and contain relatively 
large neutral regions even below z = 6. 
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HESAN-1 uses a 1024 3 grid while the medium resolution runs use a
12 3 grid, setting the cell sizes to ∼ 93 and ∼186 ckpc, respectively.
hile most of the quantities like the gas and stellar density, ionization

raction, and temperature are binned on a regular spatial grid, 
bservables like the 21 cm emission (obtained from the neutral 
ydrogen density) and Ly α luminosities are binned in redshift space 
hich accounts for Doppler shifting due to the peculiar velocities of

he galaxies (i.e. individual gas cells). This redshift-space binning is 
arried out assuming the observed direction is aligned with the + z-
xis. The Cartesian outputs are written every ∼2.8 Myr amounting 
o 400 snapshots o v er the duration of the simulation. These lower
esolution higher time-cadence outputs are ideal for studying the 
arge scale properties of the reionization process. The full list of
artesian output quantities and the structure of the files will be 
utlined during the public release of the THESAN data. 

 RESULTS  

ig. 2 shows a mock light cone like visualization illustrating the 
volution of the DM density (top row), gas density (second row), 
ydrogen ionization fraction (third row), and gas temperature (fourth 
ow) in the THESAN-1 simulation. The DM starts out fairly uniform 

t z = 16 and builds up structures progressing to lower redshifts. Gas
hen collapses in the dark matter haloes by radiating away its energy.
he dense gas cools and forms the very first stars and galaxies in the
niverse. 
These early stars and galaxies emit large amounts of LyC radiation, 

hich ionizes and heats up the cold neutral IGM. The initial H II

egions around the early galaxies are quite small. This is expected 
s the amount of stars formed in these early low mass haloes is
uite small. As time progresses the ionized re gions be gin to become
arger as the galaxies become bigger and the star formation rate
ncreases. Eventually, multiple nearby H II regions overlap to form 

arger and larger ionized bubbles until all the IGM in the Universe
s ionized. The temperature structure mimics the evolution of the 
onization fractions with the ionized gas photoheated to a temperature 
f about ∼10 4 K. The additional small fluctuations (which are absent
n the ionization field) in the temperature structure are caused by
he difference in time since reionization (and hence the amount of
ooling that can happen afterwards) and by the different speed of
he ionization fronts (I-fronts) at different gas densities with slower 
peeds at higher gas densities and vice-versa (D’Aloisio et al. 2019 ).

Fig. 3 zooms in on a 10 cMpc region around the most massive
alaxy in the simulation volume at z = 5.5 and presents a visual
 v erview of a sample of properties predicted self-consistently by the
HESAN simulations. It shows the gas density (top left-hand panel), 
emperature (top right-hand panel), metal mass (right-hand panel), 
ust mass (bottom right-hand panel), the neutral hydrogen fraction 
bottom left-hand panel), and the ionizing photon density in the 
3.6 −24.6 eV band (left-hand panel). The temperature peaks inside 
assive DM haloes as the infalling gas gets shock heated to the

irial temperature of the halo (Dekel & Birnboim 2006 ). While most
f the dust and metal mass is concentrated inside galaxies, a non-
egligible fraction resides in the CGM and even the IGM. These are
ost likely transported out to these distances by stellar and black

ole-driven galactic outflows. Although most of the hydrogen in the 
niverse is ionized by z = 5.5, the gas in the high density filaments

nd nodes is self-shielded against the background radiation field 
nd remain largely neutral. These neutral regions are observed as 
yman limit and damped Ly α systems in the Ly α forest (Prochaska
999 ). This is reflected in the photon density with the low density
onized gas exhibiting a significant radiation field, while the high 
ensity filaments remain largely photon free. The insets show mock 
WST and ALMA images of the central galaxy. These images were
MNRAS 511, 4005–4030 (2022) 
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Figure 6. Evolution of the IGM temperature ( T 0 ) at mean density for the 
various simulations compared to observational estimates from Bolton et al. 
( 2010 , 2012 ), Walther et al. ( 2019 ), and Gaikwad et al. ( 2020 ). Simulations 
with shorter reionization histories have faster I-fronts, which produce hotter 
post I-front temperatures leading to a slightly higher maximum T 0 . 
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enerated with SKIRT (last described in Camps & Baes 2020 ), using
he methodology outlined in Vogelsberger et al. ( 2020 ). The mock
WST image is based on F277W, F356W, and F444W NIRCam
ide filters. It co v ers a ∼ 12 . 5 kpc (diameter) field of view. The
LMA image shows predictions for the expected emission from the
ingly ionized carbon line ([C II ]) at 158 μm. The simulated emission
s convolved with a point spread function of about ∼17 mas, which
s the expected resolution of the telescope in its highest resolution
onfiguration. 3 

These powerful visualizations demonstrate how the relatively large
ox size and high spatial resolution coupled with a well-tested galaxy
ormation model allows us to precisely capture both the large scale
ature of the patchy reionization process and the same time self-
onsistently predict the properties of the sources (galaxies and black
oles) responsible for it. 

.1 Reionization history 

or a more quantitative analysis of the simulations we begin with
ig. 4 , which shows the evolution of the volume-weighted neutral
raction as a function of redshift ( z), for the THESAN-1 (red curve),
HESAN-2 (blue curve), THESAN-WC-2 (brown curve), THESAN-HIGH-
 (orange curve), THESAN-LOW-2 (green curve), and THESAN-SDAO-2
purple curv e) runs. F or comparison we show a variety of recent
bservational estimates (black diamonds) derived from the ef fecti ve
ptical depth of the Ly α forest (Fan et al. 2006 ), Ly α dark pixel
tatistics (McGreer et al. 2011 , 2015 ), statistics of Ly α emitting
ystems (Ono et al. 2012 ; Choudhury et al. 2015 ; Mason et al. 2018 ,
019 ; Hoag et al. 2019 ; Jung et al. 2020 ) and Ly α damping wings
n the near zones of high-redshift quasars (Schroeder et al. 2013 ;
reig et al. 2017 ; Greig et al. 2019 ). All simulations roughly match
NRAS 511, 4005–4030 (2022) 
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c  

b  

a  
he neutral fraction evolution. THESAN-1 shows a very extended
eionization history. This is because a lot of star formation occurs in
aloes with M h � 10 9 M � at high redshifts. These low mass haloes
onize their immediate surroundings producing a non-negligible
onization fraction ( � 0.1) even at very high redshifts ( z > 10).
hese low mass haloes are, howev er, unresolv ed in the medium

esolution runs and therefore the early ionization of the IGM is
indered. This forcibly reduces the duration of reionization in all the
edium resolution runs. A more thorough discussion of these effects
ill be taken up Section 3.2. 
We also note that the THESAN-1 , THESAN-2 , and THESAN-HIGH-2

uns are unable to fully reionize the Universe by z = 5.5 with the
eutral fraction reaching values of about 10 −3 for THESAN-1 and
0 −2 for the other two. This corresponds to about 0.1 per cent and
 per cent of the total simulation volume being neutral at the end
f the simulation, respectively. These neutral regions below z = 6
an be seen clearly in Fig. 2 in both the ionization and temperature
elds. We extend the THESAN-2 simulation down to z = 5 and the
eutral region vanishes by z = 5.1. We believe that the other two
imulations, had we extended them down to z = 5, would have been
ully reionized as well. These results agree with ‘late’ reionization
odels invoked to explain the observed long troughs in the Ly α

orest in the spectra of high-redshift quasars (Kulkarni et al. 2019a ;
eating et al. 2020 ). The impact of these neutral islands on the Ly
forest will be investigated in detail in an accompanying paper

Garaldi et al. 2021 ). 
Fig. 5 shows the electron-scattering optical depth of the cosmic
icrowave background defined as 

CMB ( z) = cσT 

∫ z 

0 

n e ( z) 

(1 + z) H ( z) 
d z , (6) 

here n e is the electron density and σ T is the Thompson scattering
ross-section. The electron densities are self-consistently modelled
y the simulations up to z = 5.5. From z = 5 . 5 to 3, n e / n H = 1.08,
ssuming full hydrogen ionization and singly ionized helium. Below
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Figure 8. A visualization showing the evolution of the neutral hydrogen fraction around three relatively large haloes of mass M h = 3 × 10 12 M � (top panel), 
M h = 6 . 2 × 10 11 M � (middle panel), and M h = 4 . 5 × 10 11 M � (bottom panel). We note that this is the mass of the halo at z = 5.5. Ionization fronts originate 
in galaxies and travel relatively slowly in the overdense regions around them, before sweeping through at very high speeds in the low density voids. 
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 = 3, n e / n H = 1.158, assuming full ionization of both hydrogen
nd helium. Almost all the simulations fall within the observational 
ange implying that reionization happens more or less at the expected 
edshift. THESAN-LOW-2 is the only simulation that produces a 
lightly larger optical depth, because reionization is fully completed 
y z ∼ 6.3. All the ‘late’ reionization models, on the other hand,
re compatible with the Planck Collaboration ( 2020 ) results. Fig. 6
hows the temperature of the IGM at mean density ( T 0 ) as a function
f redshift. The gas starts out as cold and neutral, and as the ionized
raction increases, more and more of the gas gets photoheated to 
bout 10 4 K, eventually encompassing the whole Universe. THESAN- 
 , which shows the most extended reionization history, also shows the
mallest maximum T 0 , while the simulations with a shorter duration 
f reionization generally show larger maximum T 0 ’s, although this 
ifference is quite small (only about 2000 K). This difference arises
ecause the simulations with a shorter reionization history, have 
ecessarily faster ionization fronts (I-fronts) which in turn leads to 
otter post I-front temperatures (D’Aloisio et al. 2019 ). 4 
 We note that the speeds of ionization fronts can be dif ferent e ven if the 
uration of reionization is the same if they take place at different redshifts 
ue to the non-linear dependence on redshift and time. 

o  

v
 

t
m

Finally, Fig. 7 shows the evolution of the ionization fraction as
 function of redshift for gas at different densities in the THESAN-1
imulation. At a particular redshift, the o v erdense re gions ( ρ/ ̄ρ � 1)
re al w ays more ionized than the low-density regions such as
oids. This is because the I-fronts originate from galaxies that 
eside in o v erdense re gions and the y gradually progress through
he surrounding high-density gas and into the low-density regions. 
his leads to a large difference in z r (defined as the redshift at
hich the neutral fraction is 0.5) with the highly o v erdense gas

0 . 5 < log ( ρ/ ̄ρ) ≤ 1 . 0) having the midpoint of reionization as early
s z r ∼ 8.2 and the very low density ( −1 . 0 < log ( ρ/ ̄ρ) ≤ −0 . 5)
as only reaching the midpoint at z r ∼ 7 (see also fig. 1 in Garaldi
t al. 2021 and the discussion therein). Although the gas around
alaxies experience a relatively large photon ionization rate, the 
igher density leads to smaller Str ̈omgren radii and a slower I-
ront expansion because its speed is inversely proportional to the 
ensity of the gas. This leads to a more extended reionization history.
his plot clearly shows that the reionization occurs in an inside-
ut fashion, at least when averaged over cosmologically rele v ant
olumes. 

A visual representation of this behaviour is shown in Fig. 8 . It
racks the neutral hydrogen fraction evolution around three relatively 

assive haloes of mass M h = 3 × 10 12 M � (top panel), M h = 6 . 2 ×
MNRAS 511, 4005–4030 (2022) 
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Figure 9. The stellar-to-halo mass relation (black curve) and its 10 and 90 percentile distribution (dashed curves) of the galaxies in the THESAN-1 simulation 
(black curves) at z = 6 (top left-hand panel), z = 7 (top middle), z = 8 (top right-hand panel), z = 9 (bottom left-hand panel), and z = 10 (bottom middle). For 
comparison we show results from the abundance matching estimates from Behroozi et al. ( 2019 ) and Stefanon et al. ( 2021 ), and a semi-empircal estimate from 

Tacchella et al. ( 2018 ). We also show the data from other major reionization simulation efforts such as SPHINX (Rosdahl et al. 2018 ), FirstLight (Ceverino et al. 
2017 ) and CROC (Gnedin 2014 ; Zhu, Avestruz & Gnedin 2020 ). The THESAN results most closely match the estimated SHMR from Behroozi et al. ( 2019 ) and 
are sightly below the estimates from Stefanon et al. ( 2021 ). The SPHINX simulations show a higher baryon conv ersion efficienc y, while the CROC simulations 
have a lower baryon conversion efficiency in high mass haloes. 
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0 11 M � (middle panel), and M h = 4 . 5 × 10 11 M � (bottom panel) at
 = 9 (first column), z = 8 (second column), z = 7 (third column), and
 = 6 (fourth column). Each individual panel is a projection through
 (10 cMpc ) 3 cutout region and the quoted halo mass is at z = 5.5,
he end redshift of THESAN -1. In the early stages of reionization, the
onization front stalls close to the source because the photons from
he galaxies get absorbed very quickly as the recombination time is
uite short in the surrounding high density gas. The structure of these
ascent H II regions is complex with the I-front expansion happening
rimarily along paths with lower optical depths. Therefore, a simple
icture of spherical H II regions around sources is clearly not an
ccurate description of the reionization process (Lee et al. 2008 ;
riedrich et al. 2011 ). As the I-fronts reach the low density gas, they
peed up, causing rapid expansion of the size of the ionized bubbles.
y z = 6, all the gas in the selected volume is ionized, except for

he high density filaments and nodes. This clearly illustrates that the
nside-out scenario of reionization is broadly valid. We note that there
ight be individual subregions where this general picture breaks

own, for example, the ionizing photon budget around small haloes
hat live in overdense regions might be dominated by their nearby

assiv e counterparts. A thorough inv estigation about the sources
esponsible for reionization at different gas o v erdensities will be
aken up in a forthcoming paper. 
NRAS 511, 4005–4030 (2022) 
.2 Galaxy properties 

his section focuses on the properties of the sources (galaxies and
lack holes) responsible for the reionization process. 

.2.1 Stellar properties 

e first start with the stellar-to-halo-mass relation (SHMR) which
uantifies the efficiency with which the DM haloes convert their
aryonic matter into stars (Moster et al. 2010 ). This relation is
ery important because simulations have shown that getting the right
HMR generally leads to realistic galaxy populations and therefore,

he feedback models are tuned to primarily match this quantity
Stinson et al. 2013 ; Vogelsberger et al. 2013 ; Kannan et al. 2014 ;
chaye et al. 2015 ). Fig. 9 shows SHMR for galaxies in THESAN-1
t z = 6 (top left-hand panel), z = 7 (top middle panel), z = 8
top right-hand panel), z = 9 (bottom left-hand panel), and z = 10
bottom middle panel). The solid black line shows the median and
he dashed curves are the 10 and 90 percentiles of the simulated
elation. For comparison we show the estimates from Behroozi et al.
 2019 ) in blue and note that the simulations match this result at
lmost every redshift. We also show recent observational data derived
sing stellar mass estimates from deep IRAC/ Spitzer measurements

art/stab3710_f9.eps
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Figure 10. The galaxy stellar mass function in the THESAN-1 (red curve), THESAN-2 (blue curve), and THESAN-SDAO-2 (purple curve) simulations for z = 6 −10 
as indicated. The shaded regions show the Poisson noise ( ∝ 

√ 

N , where N is the number of galaxies in each bin). The observational estimates from Song et al. 
(black squares; 2016 ), Bhatawdekar et al. (black pluses for disc-like source constraints and black stars for point like sources; 2019 ), Kikuchihara et al. (black 
triangles; 2020 ) and Stefanon et al. (black circles; 2021 ) are also shown. We also show the results from the SPHINX simulations (yellow curves; Rosdahl et al. 
2018 ; Garel et al. 2021 ) for comparison. 
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f galaxies in the reionization epoch and then adopting abundance 
atching to derive SHMR 

5 (red points; Stefanon et al. 2021 ). These
oints generally lie on the higher end of the simulated relation and
re offset from the median by about 0.1 −0.2 de x. Moreo v er, the
elation seems to be steeper than both our simulated data and the
ehroozi et al. ( 2019 ) relation. Ho we ver, we note that the simulation

esults are consistent with this data within the quoted errorbars. The 
range curves and the corresponding shaded region show the SHMR 

stimate from Tacchella et al. ( 2018 ), who use a simple model which
ssigns an SFR to each dark matter halo based on the growth rate
f the halo and a redshift-independent star-formation efficiency. The 
lope of the relation seems to be very steep with low mass haloes
 M h � 10 10 M �) showing similar baryon conversion efficiencies to the
imulated data, but the model predicts slightly higher stellar masses 
n the high mass ( M h ∼ 10 11 M �) haloes. 

We also show results from other recent simulation efforts to 
odel high-redshift structure formation including SPHINX (purple 

ots; Rosdahl et al. 2018 ) and FirstLight (pink dots; Ceverino et al.
017 ). SPHINX predicts baryon conversion efficiencies that are about 
.5 dex larger than the estimates from Behroozi et al. ( 2019 ) and
 The stellar mass estimates from Ceverino et al. ( 2017 ), Tacchella et al. 
 2018 ), and Stefanon et al. ( 2021 ) have been converted to match the Chabrier 
MF (Chabrier 2003 ) used in this work, by reducing them by a factor of 1.7. 

o  

m  

T  

T

m  
tefanon et al. ( 2021 ) and are slightly higher than the predictions
rom Tacchella et al. ( 2018 ), while the estimates from FirstLight are
ompatible with the Tacchella et al. ( 2018 ) model. We note that these
odels have been specifically designed and e v aluated in simulations

hat mainly predict observables abo v e z � 6, where the constraints
re fairly limited. When some of these galaxy formation models are
sed to simulate galaxies down to lower redshifts, they give rise to
alaxy populations that are incompatible with the observed ones. 
 or e xample, when the galaxy formation model implemented in the
PHINX simulations is used to simulate galaxies at lower redshifts 
down to z � 3), it produces high stellar mass, bulge-dominated 
alaxies with centrally peaked rotation curves (Mitchell et al. 2021 ).
inally, we also show the SHMR relation from the CROC simulations
green dashed line; Gnedin 2014 ) which seem to underproduce stellar
asses of the most massive haloes ( M h ∼ 10 11 M �), which might

oint to the fact that the stellar feedback model o v ersuppresses star
ormation in high-mass objects (Zhu et al. 2020 ). 

The SHMR relies on accurately populating the simulated DM 

aloes with the observed stellar masses of galaxies. We therefore 
irectly compare the simulated stellar mass function (SMF) to the 
bservationally inferred one in Fig. 10 , which shows the galaxy stellar
ass function for THESAN-1 (red curves) at z = 6 −10 as indicated.
he plot also shows the results from the THESAN-2 (blue curves) and
HESAN-SDAO-2 (purple curves) simulations. Comparing the stellar 
ass functions for THESAN-1 and THESAN-2 , we conclude that the
MNRAS 511, 4005–4030 (2022) 
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Figure 11. UV luminosity functions at z = 6 −10, for the THESAN-1 (solid 
curves), THESAN-2 (dashed curves), and THESAN-SDAO-2 (dotted curves) 
simulations. An empirical relation presented in Gnedin ( 2014 ) is used to 
account for dust attenuation, with the opacity scaled according to the redshift- 
dependent dust-to-metal (DTM) ratio given in Vogelsberger et al. ( 2020 ). We 
also show (for z = 6 and THESAN-1 ) the dust correction obtained using the 
dust mass estimates from the empirical dust model used in THESAN (blue dot- 
dashed curve). The observational estimates are taken from Bouwens et al. 
( 2015 , 2017 ), Finkelstein et al. ( 2015 ), McLeod, McLure & Dunlop ( 2016 ), 
Livermore et al. ( 2017 ), Ishigaki et al. ( 2018 ), and Atek et al. ( 2018 ). We 
note that the luminosity functions are offset by � log( 
 ) = −( z−8). The 
simulated UV luminosity function matches the observational estimates o v er 
a wide range of magnitudes. The superior resolution of THESAN-1 allows it 
to model the very faint galaxies (up to M 1500 ∼ −12), while THESAN-2 and 
THESAN-SDAO-2 show a turn o v er at about M 1500 ∼ −15 due to resolution 
effects and lack of small scale power. 
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Figure 12. Evolution of the star formation rate density. Contribution from 

low, medium, and high mass haloes to the total star formation rate are also 
shown as dashed, dot-dashed, and dotted curv es, respectiv ely. Observational 
estimates from Madau & Dickinson ( 2014 ) and Bhatawdekar et al. ( 2019 ) 
are shown in black squares and circles, respectively. While the SFRD below 

z = 8 is well converged, the low resolution simulations show an order of 
magnitude lower SFR rate at high redshifts, due to their inability to resolve 
the low mass haloes. 
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esults are well converged above M � � 10 7 M �. Below this limit, the
HESAN-2 SMF falls off due to resolution effects. Similarly, the low
ass cutoff in the matter power spectrum in THESAN-SDAO-2 causes

he SMF to fall off at a slightly higher stellar mass. 
The observational estimates from Song et al. (black squares; 2016 ),

hatawdekar et al. (black pluses for disc-like source constraints and
lack stars for point-like sources; 2019 ), Kikuchihara et al. (black
riangles; 2020 ) and Stefanon et al. (black circles; 2021 ) are shown
or comparison. At low redshifts ( z < 8), the simulations generally
atch the observational results below M � � 10 9 M � but are lower

y less than ∼0.1 dex for the higher mass galaxies. This reflects the
ifferent slopes of the SHMR in simulations and observations (see
ig. 9 ). At higher redshifts the simulations match the observational
stimates from Stefanon et al. ( 2021 ) throughout the entire range,
ut are lower than the estimates from Bhatawdekar et al. ( 2019 ) and
ikuchihara et al. ( 2020 ) at the high mass end. Finally we also show

he SMF for the SPHINX simulations (dashed yellow curves; Garel
t al. 2021 ) which generally lies about 0.3–0.5 dex above the THESAN

esults reflecting the higher star formation efficiency implied by the
HMR. At z � 8, many of the observationally inferred estimates
eem to fa v our the THESAN results, except for the Bhatawdekar
t al. ( 2019 ) estimates based on disc-like source profiles. If point-
ike source profiles are assumed then the SMF estimates are in
etter agreement with our results. These inconsistencies in the
NRAS 511, 4005–4030 (2022) 
bservations mainly arise from uncertainties in the lensing models
sed in these works. Upcoming observations with the JWST will
elp us to resolve the tension between dif ferent observ ations and
lace much better constraints on the stellar populations of high- z
alaxies. 

Fig. 11 shows the UV luminosity functions in the THESAN-1 (solid
urves), THESAN-2 (dashed curves), and THESAN-SDAO-2 (dotted
urves) simulations at z−6 −10, as indicated. This is obtained by
umming up the radiation output at rest frame 1500 Å (using
PASS tables) of all the stars in the identified subhalo. We note

hat due to the probabilistic nature of the star formation routine,
he star formation history will only be sparsely sampled in haloes
ith low SFR. These haloes will have long periods with zero star

ormation interspersed with sudden jumps in SFR as a new particle
s stochastically spawned (the mass of the newly formed star particle
s similar to the baryonic mass resolution of the simulation, which
or THESAN-1 is 5.82 × 10 5 M �). This young and massive star will
hen dominate the whole radiation output of the galaxy especially
f the mass of the galaxy is very close to the resolution limit of the
imulation. This will adversely affect the UV luminosity function
f the simulation. In order to o v ercome this numerical artefact, the
ge and mass of stars formed less than 5 Myr ago are smoothed
 v er a time-scale given by t smooth = �M � ( < 5 Myr)/SFR gal , where
FR gal is the instantaneous SFR of that particular galaxy calculated
y summing up all the SF probabilities of the cells in the EoS
see Springel & Hernquist 2003 , for more details). This smoothing
rocedure is only done for haloes with t smooth > 5 Myr. We note that
his only affects haloes close to the resolution limit and allows for
 more faithful prediction of the simulated UV luminosity function.
he high mass end of the UV luminosity function is very sensitive

o attenuation by dust. An empirical relation presented in Gnedin
 2014 ) is used to account for dust attenuation and the opacity is
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Figure 13. The quasar luminosity function at z = 6, for the THESAN- 
1 (red curve), THESAN-2 (blue curve), and THESAN-SDAO-2 (purple curve) 
simulations. Observational estimates from Kashikawa et al. ( 2015 ) and 
Giallongo et al. ( 2015, 2019 ) are shown as coloured circles. We also show the 
derived AGN UV luminosity function from K ulkarni, Worseck & Henna wi 
(green shaded region; 2019b ). The simulation volume is not large enough 
to contain the highly luminous but scarcely abundant massive black holes 
observed at high redshift. 
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caled according to the redshift-dependent dust-to-metal (DTM) ratio 
iven in Vogelsberger et al. ( 2020 ). While the THESAN simulations
nclude a semi-empirical model to estimate the dust masses in 
alaxies, the dust-to-mass and dust-to-metal ratios are lower than 
hat is expected (see Section 3.2.3 for more details). These low 

ust masses lead to dust attenuation in luminous haloes being not 
trong enough to match the observational estimates (dot-dashed 
lue curve). The scaling relation derived in Vogelsberger et al. (red 
urve; 2020 ) on the other hand does a good job in matching the
bserv ations. The observ ational estimates are shown as coloured 
ircles. 

While the high mass end of this relation is pretty robust, the
stimates beyond M UV ∼ −15 have quite a large scatter. These low 

uminosity galaxies are difficult to observe at such high redshifts and 
herefore the only estimates come from lensed galaxies observed in 
he Hubble Frontier Fields. There are significant differences between 
ublished results because of different lensing magnification models 
nd their associated complex uncertainties. For example, Bouwens 
t al. ( 2017 ) derive a shallow faint end slope of α ∼ −1.9, while
ivermore et al. ( 2017 ) and Ishigaki et al. ( 2018 ) estimate a much
teeper slope of about ∼−2.1. Atek et al. ( 2018 ) showed that the size
istribution and the choice of lens model leads to large differences 
t magnitudes fainter than M UV = −15, where the magnification 
actor becomes highly uncertain. They fa v our a model where the
uminosity function turns o v er at these faint magnitudes. More
mportantly, they conclude that robust constraints on the UVLF 

t faint magnitudes remain unrealistic with current observational 
echniques. Future robust measurements with JWST are needed to 
esolve this discrepancy. 

Constraining the low mass slope of the UVLF is very important 
or figuring out the mechanism of the reionization process. Models 
hat rely on low mass haloes to contribute the bulk of the ionizing
hoton budget indicate that full reionization by z ∼ 6 can only be
chieved if the observed luminosity function is extrapolated by two 
rders of magnitude below (M UV ∼ −13) the current observational 
imit of the HST (Bouwens et al. 2015 ; Finkelstein et al. 2015 ,
019 ). We note that THESAN-1 , with its superior resolution, predicts
 relati vely shallo w faint end slope. The UVLF only starts to turn
 v er be yond M UV ∼ −13 due to resolution effects. This matches
he estimates from Bouwens et al. ( 2017 ). THESAN-2 , on the other
and, shows a turno v er at magnitudes fainter than M UV ∼ −15 and
s more in line with the estimates from Atek et al. ( 2018 ). This is
urely due to the lower resolution of the THESAN-2 simulation. In a
imilar vein, the cutoff in the matter power spectrum at small scales
n the THESAN-SDAO-2 model also leads to a turno v er at about the
ame magnitude as THESAN-2 . We note that we have not tuned these
ifferent simulations to match the different observation results. The 
act that they turn over at the same point as some of the observations
s purely serendipitous. Ho we ver, these simulations can be used to
est the different reionization models that assume these different low 

ass slopes for the UVLF. 
Fig. 12 shows the evolution of the star formation rate density 

SFRD) in the THESAN-1 (red curves), THESAN-2 (blue curves), 
nd THESAN-SDAO-2 (purple curves) simulations. For comparison, 
he plot also shows the observationally inferred estimates from 

adau & Dickinson ( 2014 ) and Bhatawdekar et al. ( 2019 ), plotted
s black squares and circles, respecti vely. The dif ferences between 
he observational estimates likely arise due to the fact that these 
orks integrate the SF down to different UV magnitude limits 

 M UV ∼ −17.5 for Madau & Dickinson 2014 and M UV ∼ −13.5 
or Bhatawdekar et al. 2019 ). The simulations on the other hand
nclude all the SF in the simulation volume, down to the resolution
imit. While all three simulations show roughly similar SFRD at 
ow redshift, they diverge considerably at z � 8. This behaviour can
e better understood by splitting the total SFRD into contributions 
rom low mass (dashed curves; 10 8 M � < M h < 10 9 M �), medium
ass (dot dashed curves; 10 9 M � < M h < 10 10 M �), and high mass

dotted curves; M h > 10 10 M �) haloes for each simulation. The star
ormation rate in high mass haloes is reasonably converged with all
hree simulations showing similar values. However, the contribution 
f these haloes to the total SFRD is negligible at high redshifts and
hey only start to dominate below z � 8 at which point they all show
imilar total SFRD. The star formation in low mass haloes, however,
hows a marked difference between the three runs. Abo v e z > 8,
lmost all the star formation in THESAN-1 occurs in these low mass
aloes, while they are subdominant in the other two runs. This is
ecause THESAN-2 is unable to resolve these low mass haloes and
ence their contribution to the total star formation rate is diminished.
imilarly, the THESAN-SDAO-2 model’s ability to suppress low mass 
alaxy formation also results in a very low SF in these haloes. In these
wo simulations, the medium mass haloes dominate the total SFRD 

t high redshifts. We also note that all three simulations show a dip
n the SFR, especially in low mass haloes as reionization progresses.
his is likely due to photoheating feedback by the reionization 
rocess which reduces the accretion of gas on to these small
aloes (Gnedin 2014 ; Daw oodbho y et al. 2018 ; Wu et al. 2019a ).
e plan to investigate this phenomenon further in a forthcoming 

aper. 

.2.2 Black hole properties 

ig. 13 focuses on the properties of black holes by plotting the quasar
uminosity function (QLF) in the three simulations as indicated, 
MNRAS 511, 4005–4030 (2022) 
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Figure 14. The mass–metallicity relation of gas in the galaxies present in 
the THESAN-1 simulation at z = 6 −10. The shaded region shows the typical 
dispersion in this relation. The observational results at z ∼ 5 are shown as 
black circles (Faisst et al. 2016 ). The simulations do a good job of reproducing 
the mass–metallicity relation of high redshift galaxies. 
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ith the estimates from observations (Giallongo et al. 2015 , 2019 ;
ashikawa et al. 2015 ) plotted as coloured circles and the derived
GN UV luminosity relation from Kulkarni et al. ( 2019b ) shown as

he green shaded region. Almost all the black holes in our model are in
he high accretion phase of their evolution (the low accretion regime
nly starts to become important below z ∼ 1.5; Kannan et al. 2017 ).
n this ‘quasar’ phase, we assume that the bolometric luminosity is
roportional to the mass accretion rate with a radiative conversion
fficiency of 0.2 (Weinberger et al. 2018 ). The UV luminosity is then
alculated assuming the SED parametrization outlined in Lusso et al.
 2015 ). We note that since the black holes primarily reside in high
ass haloes, whose properties are similar in all the three simulations

onsidered here, the QLF is well converged. The relati vely lo w
imulation volume restricts our ability to simulate the really high
uminosity AGNs that have been recently observed at these redshifts.
he number of low luminosity AGN also seems to be lower than

he extrapolated estimates of Kulkarni et al. ( 2019b ). These low
uminosity AGN, therefore, do not contribute significantly ( < 1 per
ent of the global ionizing photon budget) to the reionization process
n our simulations. 

.2.3 Metal and dust enrichment 

he metal and dust contents of galaxies play an important role in
he galaxy evolution process. They account for a large fraction of
he radiative cooling rate which in turn controls the gas accretion
nd star formation rates. They also regulate the attenuation and
scape of radiation from the host galaxy (Benson et al. 2003 ). It is
herefore important for simulations to properly model these quantities
n order to get accurate galaxy properties. We first start with the gas
hase metallicity–stellar mass relation at z = 6 −10 predicted by
he THESAN-1 simulation (Fig. 14 ). The shaded region shows the
ypical dispersion in this relation. The simulation predicts that there
s no evolution in this relation with redshift. The galaxies start small
NRAS 511, 4005–4030 (2022) 
ith low metallicities, beginning at the lower left-hand corner of the
hase-space and then mo v e along the relation as they grow larger.
his is consistent with the very weak evolution of the normalization
f the mass–metallicity relation outlined in Torrey et al. ( 2019 ).
stimating the metallicities is a difficult endea v our for high-redshift
alaxies. Therefore, there are only a small number of observations
ith which we can compare our simulation results. The black circles

how the results from Faisst et al. ( 2016 ) who use a calibrated relation
etween the depth of four prominent rest-UV absorption comple x es
nd metallicity of local galaxies and extrapolate it to z ∼ 5. The
imulations are in broad agreement with the observational results. 

Fig. 15 shows the various properties of dust in galaxies at z = 6
n THESAN-1 as predicted by the empirical dust model described in
ection 2.3. We start with the left-hand panel which shows the dust
ass within two times the half-mass radius of stars as a function of

he stellar mass (calculated within the same radius) of the galaxy. The
bservational estimates from Mancini et al. ( 2015 ) are shown as blue
ircles. We immediately see that the simulation predicts about an
rder of magnitude lower dust masses compared to the observations.
o we ver, we note that most of the observational estimates are upper

imits and therefore our results are still compatible with the data.
he middle panel shows the dust-to-metal ratio (DTM) normalized

o the Milky-Way (MW; 0.44) value as a function of the gas-phase
etallicity of the galaxy. Since the observational estimates of this

uantity are practically non-existent we compare our results to two
ecent semi-analytic models of dust formation. Our simulations
redict a monotonically decreasing DTM with metallicity. At low
etallicities (one hundredth solar) the DTM is relatively high with
 value of ∼0.14 and then decreases to a value of ∼0.02 at solar
etallicity. The Popping, Somerville & Galametz ( 2017 ) model on

he other hand shows a flat relation with a DTM value of ∼0.07
p to about a third solar and then dramatically increases in value
nd saturates at about DTM ∼ 0.3. This behaviour is attributed to a
ombination of low condensation efficiencies and the rapid growth
f dust in the ISM at high metallicities. On the other hand, the model
y Vijayan et al. ( 2019 ) shows a more shallow relationship, with the
TM v alues sho wing a slight decrease with increasing metallicity.
his is because the y e xplicitly model the dust content in molecular
louds and the intercloud medium. Our simulation results agree well
ith the Vijayan et al. ( 2019 ) semi-analytic model at low metallicities
ut produce relatively low dust masses at the higher metallicity
nd. The right-hand panel shows the dust-to-gas ratio (DGR) as a
unction of metallicity compared to the estimates from the Popping
t al. ( 2017 ) model. Reflecting the behaviour in the DTM relation,
he simulations show a smooth increase in DGR as the metallicity
ncreases, while the semi-analytic model shows a sharp increase at
he same metallicity value where it predicts an increase in the DTM
elation. 

Finally, we note that the amount of dust predicted by the simula-
ions, at least in high mass haloes, is too low compared to the scaling
elations obtained in Vogelsberger et al. ( 2020 ). They required a
TM = 0.11 at z = 6 in order to match the high mass slope of the
VLF. In Fig. 11 we have shown that using the DTM predicted from

he simulations does not attenuate the light from high mass galaxies
nough to match the observed UVLF, and the much higher values
erived in Vogelsberger et al. ( 2020 ) are necessary in order to comply
ith the observations. From these plots, we can probably conclude

hat the empirical dust model as used in our simulations does not
roduce enough dust in galaxies to match the available observational
onstraints. 

Up until now, we have only discussed the dust and metal content
n the ISM of galaxies. Fig. 16 aims to quantify the dust and metal
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Figure 15. The properties of dust at z = 6 in the THESAN-1 simulation. The left-hand panel shows the total dust mass of the galaxy as a function of its stellar mass 
compared with observations from Mancini et al. ( 2015 ). The middle panel plots the galaxy averaged dust-to-metal (DTM) ratio as function of the metallicity of 
the galaxy, compared with estimates from semi-analytic models of Popping et al. ( 2017 ) and Vijayan et al. ( 2019 ). The right-hand panel shows the dust-to-gas 
(DGR) ratio as a function of metallicity. The predicted dust content in high metallicity environments is low when compared to observational estimates and other 
semi-analytic works. 

Figure 16. Evolution of the comoving mass density of metals (solid curves) 
and dust (dashed curves) in the ISM (red curves), CGM (green curves) 
and IGM (blue curves) of the THESAN-1 simulation. Feedback-driven winds 
efficiently transport the metals and dust out of the ISM of the galaxy, helping 
us to enrich the CGM and IGM. 
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ontent in three different phases; ISM, CGM, and IGM. The ISM
s defined as all gas within twice the stellar half-mass radius, the
GM is all gas within the identified FoF groups but not part of

he ISM and the amount of metal and dust in the IGM is the total
etal/dust mass in the simulation minus the contributions from the 

SM and the CGM. The plot shows the comoving mass density of
etals and dust as a function of redshift in THESAN-1 . All the metals

nd part of the dust is formed in the ISM of galaxies via stellar
volutionary processes (Hoyle 1946 ; Dwek 1998 ). The rest of the
ust is produced by metal depletion on to existing dust grains (Draine
990 ). This process also mainly takes place in the high density ISM
as. Large scale galactic winds generated by stellar and black hole 
eedback then transport the metals and dust out into the CGM and
ven the IGM (Vogelsberger et al. 2019 ; Kannan et al. 2021 ). We
nd that most of the dust and metals reside in the CGM of galaxies.
his is true for all the redshifts considered, in agreement with low

edshift results from Torrey et al. ( 2019 ). The ISM is only the second
iggest reservoir of metals and dust in the Universe. There is also a
ignificant enrichment of the IGM, implying that galactic winds are 
fficient in transporting material out to very large distances. Recent 
bservations have detected this large scale metal distribution around 
alaxies (Bosman et al. 2017 ) which suggests that the CGM/IGM
as already significantly enriched with metals within the first billion 
ears of the Universe. 

.3 Effecti v e escape fractions 

he fluid description of the radiation field does not allow us to track
ndividual photon paths and hence it is difficult to estimate escape
ractions directly from the simulations. Ray-tracing codes can be 
sed in post-processing to determine this quantity (Rosdahl et al. 
018 ) and we are currently pursuing this approach in a forthcoming
aper. Ho we ver, in this work we use a simple, zeroth-order equation
rst outlined in Madau et al. ( 1999 ) to estimate the ef fecti ve fraction
f ionizing photons that escape in to the IGM. It accounts for the
roduction and absorption of ionizing LyC radiation in a clumpy and
xpanding medium and is given by 

d Q H II 

d t 
= 

ṅ ion 

〈 n H 〉 −
Q H II 

t̄ rec 
. (7) 

 H II and 〈 n H 〉 denote the mass-weighted ionized hydrogen fraction
nd the physical mean hydrogen density , respectively . ṅ ion is the
otal ionizing photon rate and is given by ṅ ion = f eff 

esc ̇n emit , where
 
eff 
esc is the ef fecti ve escape fraction and ṅ emit is the total number
f ionizing photons emitted by the radiation sources present in the
imulation. t̄ rec is the average recombination rate which is defined 
s t̄ rec = 1 / 〈 n H 〉 αC , where α is the hydrogen case B recombination
oefficient at a temperature of ∼10 4 K and C is the clumping factor.
ollowing other recent works we set C = C 100 which is the clumping
actor ( 〈 ρ2 〉 / 〈 ρ〉 2 ) calculated for gas with o v erdensities less than 100.

The left-hand panel of Fig. 17 shows the emissivity ( ̇n emit ) of stars
solid curves) and black holes (dashed curves) in the simulations 
MNRAS 511, 4005–4030 (2022) 
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Figure 17. Left-hand panel: The total ionizing emissivity of stars (solid curves) and black holes (dashed curves) as a function of redshift. Middle panel: The 
clumping factor for gas with o v erdensities less than 100. Right-hand panel: The ef fecti ve escape fraction calculated using the equations outlined in Madau, 
Haardt & Rees ( 1999 ) and Madau ( 2017 ). The ef fecti ve escape fraction of ionizing photons is about 15–20 per cent in our fiducial model, which is in agreement 
with previous estimates (Gnedin 2016 ; Rosdahl et al. 2018 ). 

a  

f  

t  

F  

t  

b  

s  

i  

n  

R  

o  

e  

b  

b
 

f  

a  

5  

h  

r  

i  

s  

e  

T  

7  

a  

s  

u  

r  

f  

a  

T  

i  

t  

A  

g  

e  

e  

c  

a  

e  

m  

n  

l  

i  

m  

e  

e  

m  

r  

r  

e  

t  

m
 

d  

L  

s  

o  

m  

f  

i  

p  

a  

t  

f  

e  

w  

(  

o  

A  

a  

d  

b  

L  

o  

s  

t  

a  

r  

f  

models. 

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/511/3/4005/6484814 by M
IT user on 05 August 2024
s indicated. The dotted curve gives ṅ ion after the unresolved escape
raction ( f esc ) has been taken into account. It is immediately clear that
he AGN contribution to the total ionizing photon budget is minimal.
or the THESAN-HIGH-2 and THESAN-LOW-2 simulations we assume

hat all haloes abo v e/below 10 10 M � do not contribute to the photon
udget (respectively). It is quite interesting to note that almost all
imulations show a monotonically increasing ṅ emit , while the drop
n SFR in low mass haloes due to the reionization process, causes
˙ emit in THESAN-LOW-2 to drop after attaining a peak at about z ∼ 7.

ecent works have fa v oured a drop in the emissivity below z = 6, in
rder to explain the observed Ly α opacitites after o v erlap (Keating
t al. 2020 ; Ocvirk et al. 2021 ), although we note that this can also
e explained by a drop in the escape fraction from galaxies, as they
ecome more massive. 
The middle panel (of Fig. 17 ) shows C 100 as a function of redshift

or the different simulations. The clumping factors start low with
 value of about ∼1.5 at z = 14 and increase to about 6 at z =
.5. The higher resolution THESAN-1 simulation shows a slightly
igher clumping factor ( ∼ 15 per cent larger) than the other medium
esolution runs. We note that this is similar to the values obtained
n other reionization simulations (Kaurov & Gnedin 2015 ). The
olid curves in the right-hand panel (of Fig. 17 ) show the the
f fecti ve escape fractions ( f eff 

esc ) obtained by solving equation (7).
he two fiducial simulations have ef fecti ve escape fractions (at z >
) of about 10–20 per cent, in agreement with previous simulations
nd analytic works (Gnedin 2016 ; Madau 2017 ). THESAN-WC-2
hows a slightly larger effective escape fraction, because the input
nresolved escape fraction is higher. The other three simulations
equire higher escape rates in order to match the observed neutral
raction evolution. This is because, by construction, only the high
nd low mass haloes contribute photons in the THESAN-HIGH-2 and
HESAN-LOW-2 simulations. Similarly, the lack of low mass haloes
n THESAN-SDAO-2 reduces the total SFR which in turn reduces the
otal number of photon emitted (see left-hand panel of Fig. 17 ).
s ṅ emit decreases, f eff 

esc has to increase correspondingly in order to
et a similar ionization history. Ho we ver, we note that the ef fecti ve
scape fraction is a combination of both resolved and unresolved
scape fractions ( f eff 

esc = f esc f 
res 
esc ). When we factor out the differences

aused by the distinct f esc factors, then f res 
esc has very similar values

cross all simulations (dashed curves). This implies that the resolved
scape fraction is constant throughout and does not depend on galaxy
NRAS 511, 4005–4030 (2022) 
ass and has a very weak dependence on redshift. Ho we ver, we
eed to take this result with a grain of salt because there are a
ot of assumptions that enter this calculation. A more thorough
nvestigation using ray-tracing RT codes is needed to more reliably
odel the escape fraction and related physics from galaxies (Smith

t al. 2019 , 2020 ). We do, ho we ver, note that some inaccuracies in the
scape fraction estimates might arise due to the fact that the feedback
odel temporarily decouples winds from the hydrodynamics, which

educes the ability to create low density channels through which
adiation can escape (Trebitsch et al. 2017 ). Moreo v er, the ef fecti ve
quation of state ISM model gives rise to a smooth gas distribution
hat will likely result in too high volume-weighted densities, which
ay artificially reduce the escape fractions. 
The steep decrease in the ef fecti ve escape fraction at z < 7 is likely

ue to the inability of this simple model to asses the impact of Lyman
imit Systems (LLS). These are high-density regions that occupy a
mall portion of the volume but are able to keep a significant fraction
f their hydrogen in neutral form. At very low neutral fractions,
ost of the photons are absorbed by these systems and only a small

raction is available for IGM ionization. Another possible explanation
s that, as the mean free path increases, there is a delay between the
hotons being emitted and absorbed. This implies that ṅ emit from
n earlier time needs to enter equation (7). Quantifying this delay
ime is beyond the scope of this paper (ho we ver see Gnedin 2016
or an empirical relation). Madau ( 2017 ) suggests a modification to
quation (7) that takes into account the impact of LLS. It replaces 〈 n H 〉
ith 〈 n H 〉 (1 + 〈 κLLS 〉 / 〈 κ IGM 〉 ), where 〈 κLLS 〉 is the opacity due to LLS

Prochaska, Worseck & O’Meara 2009 ) and 〈 κ IGM 〉 is the mean IGM
pacity which is proportional to the mass-weighted neutral fraction.
s the Universe becomes more and more ionized, 〈 κ IGM 〉 decreases

nd the contribution from 〈 κLLS 〉 starts to become important. The
otted curves in the right-hand panel of Fig. 17 show the f eff 

esc obtained
y using this modified equation. Only the estimate for THESAN-
OW-2 simulation shows any real difference. This is because most
ther simulations have a late reionization model, where a part of the
imulation volume is still neutral below z = 6. Therefore, most of
he opacity at these low redshifts is still provided by the IGM in an
verage sense. The impact of LLS opacity will only be large in the
egions where the IGM is almost fully ionized. Therefore, the model
ails to compensate for the LLS opacity in these ‘late’ reionization
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Figure 18. The left-hand panel shows the power spectrum of ionized hydrogen in THESAN-1 at different volume weighted ionized fractions ranging from 

0.1 −0.9, in increments of 0.1. The right-hand panel shows the same for the redshifted 21 cm signal. The bubbles start out small and get bigger and merge with 
each other. This is reflected in the fact that the power spectrum peaks at large- k for low ionization fractions and then shifts to smaller and smaller wavenumbers 
as the reionization process progresses. These additional fluctuations are also imprinted in the 21 cm signal which can be measured by current and upcoming 
instruments like LOFAR , HERA , and SKA , whose sensitivity limits at z = 7 and z = 8 (Pober et al. 2014 ; Kulkarni et al. 2016 ) are also shown as indicated. 

3

T
r
p  

T  

p
r
e  

H  

p  

u
(

 

f  

(
2
w
2  

(  

d
i  

t
p  

b
2

T

w  

t  

v  

a  

t

c
2  

h

h
o  

d  

b  

i  

∼  

r  

t  

s
a  

b
H  

T  

t  

r
 

t  

i  

c  

T
c
T  

b
(  

fl  

b
c  

a  

w  

s

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/511/3/4005/6484814 by M
IT user on 05 August 2024
.4 Bubble size statistics 

he statistical properties of ionized bubbles and their evolution with 
edshift will help place stringent constraints on the reionization 
rocess and the sources responsible for it (Mellema et al. 2006 ).
his is because their size distribution depends on a range of physical
rocesses that take place inside and around galaxies such as the 
adiation source function, feedback, recombinations, escape fractions 
tc. Observations of the 21 cm line (from instruments like LOFAR ,
ERA, and SKA ) will allow us to eventually get a full tomographic
icture of the ionization field. This will for the first time help
s constrain the ionized bubble sizes in a fully statistical manner 
Eastwood et al. 2019 ). 

There are many different ways to quantify the bubble size statistics
rom a theoretical point of view, like the Friends of Friends algorithm
Iliev et al. 2006 ), spherical averaging schemes (McQuinn et al. 
007 ), mean free path method (Mesinger & Furlanetto 2007 ), 
atershed algorithms (Lin et al. 2016 ), granulometry (Kakiichi et al. 
017 ; Busch et al. 2020 ) and more recently Minkowski tensors
Kapahtia et al. 2021 ). In this work, we aim to quantify the bubble size
istribution using the shot noise subtracted power spectrum of both 
onized hydrogen (left-hand panel of Fig. 18 ) and the fluctuations in
he brightness temperature of the redshifted 21 cm signal (right-hand 
anel of Fig. 18 ). The value of the brightness temperature is given
y (Furlanetto, Oh & Pierpaoli 2006 ; Choudhury, Haehnelt & Regan 
009 ) 

 b � 22 x H I (1 + δ) 

√ 

1 + z 

7 

(
T s −T γ

T s 

)[
H ( z) / (1 + z) 

d v || / d r || 

]
mK , (8) 

here x H I is the neutral fraction, δ is the gas o v erdensity, T s is the spin
emperature, T γ is the CMB temperature, and d v || /d r || is the proper
elocity gradient along the line of sight. In all our calculations, we
ssume that the spin temperature is much greater than the CMB
emperature ( T s 
 T γ ; Pritchard & Loeb 2012 ) and that the Ly α
oupling is sufficiently complete throughout the IGM (Seon & Kim 

020 ). This is a good approximation in the redshift range considered
ere (Kulkarni et al. 2017 ). 
We first concentrate on the power spectrum (PS) of ionized 

ydrogen as this is a clean measurement and is fairly independent 
f the background matter density evolution. The H II regions formed
uring the initial phases of the reionization process are quite small
ecause the early sources of radiation were not very luminous. This
s reflected in the PS, which peaks at large wavenumbers of about

5 h /cMpc at x H II = 0 . 1. As reionization progresses the ionized
e gions be gin to become larger as the galaxies become bigger and
he star formation rates increases. This shifts the peak to smaller and
maller wavenumbers. At the midpoint of reionization, the PS shows 
 shallow plateau in the range k � 0.3–3 h /cMpc implying that the
ubbles encompass a wide range of sizes. Eventually, multiple nearby 
 II regions overlap, shifting the power to the largest simulated scales.
his is accompanied by a drop in the o v erall magnitude reflecting

he drop in the fluctuations in the ionization field at the tail end of
eionization. 

The behaviour of the 21 cm PS is a bit more complicated because
he topology of the brightness temperature is a combination of the
onization field and the gas density distribution which depends on the
osmological parameters (McQuinn et al. 2006 ; Kulkarni et al. 2017 ).
he evolution of the magnitude of the brightness temperature also 
omplicates comparison between the PS derived at different redshifts. 
he small-scale power in the 21 cm spectrum is largely dominated
y the matter power spectrum. At very low ionization fractions 
 < 0.3) even the large scale power appears to be dominated by the
uctuations in the matter density field. Ho we ver, as the ionization
ubbles become bigger, they start contributing power at large scales, 
reating a bump below k � 1 h /cMpc. As ionized regions grow
nd the bubble sizes become larger the bump mo v es to smaller
av enumbers. Ev entually almost all the power shifts to the largest

patial scale and the amplitude correspondingly decreases as the 
MNRAS 511, 4005–4030 (2022) 
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Figure 19. Bubble size distribution at a volume-weighted ionization fraction of 0.3 in the THESAN-1 (left-hand panel) and THESAN-HIGH-2 (right-hand panel) 
simulations. The maps show the borders of the ionized bubbles obtained by plotting the pixels with the largest ionization gradients. It is clear that similar values 
of ionization can be achieved in very different ways, with THESAN-1 exhibiting a large number of small bubbles and THESAN-HIGH-2 containing less numerous 
but large H II regions. 
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uctuations in the ionization field decrease. Therefore, the position
nd amplitude of the bump can provide invaluable information about
he reionization process (Furlanetto et al. 2006 ). The plot also shows
he sensitivity limits for the current and upcoming second-generation
1 cm experiments like LOFAR (blue lines), HERA (orange lines),
nd SKA (red lines) at z = 7 (solid lines) and z = 8 (dashed lines)
Pober et al. 2014 ; Kulkarni et al. 2016 ). We note that SKA has the
ighest sensitivity but all three instruments should be able to measure
he bump in the 21 cm signal imprinted on it by the reionization
rocess. 
A major hurdle in the detection of the 21 cm signal is the accurate
odelling and removal of foregrounds. For example, diffuse Galactic

ynchrotron radiation, supernova remnants, and extragalactic radio
ources may be up to six orders of magnitude brighter than the
argeted signal (Dillon et al. 2014 ; Eastwood et al. 2019 ). For-
unately, most of these sources are spectrally smooth allowing us
o differentiate between the foregrounds and the underlying signal.
ecent efforts from the first generations of instruments have placed
pper limits on the signal that are about 2–4 orders of magnitude
arger than the values predicted by the THESAN-1 simulation (Dillon
t al. 2014 ; Ali et al. 2015 ; Jacobs et al. 2015 ; Eastwood et al.
019 ). Ho we ver, the increased sensitivity of upcoming instruments
ombined with impro v ed fore ground a v oidance and subtraction
chemes are expected to detect a definite 21 cm signal during EoR in
he near future (DeBoer et al. 2017 ). 

Iliev et al. ( 2014 ) showed that, while simulations with box sizes
f about ∼100 cMpc are able to achiev e conv ergent reionization
istories, larger boxes ( � 200 cMpc) are necessary to obtain
onverged 21 cm PS. Ho we ver, recent higher resolution simulations
Gnedin & Kaurov 2014 ; Kaurov & Gnedin 2016 ) have shown that
he bubble sizes and PS converge even for box sizes as low as ∼60
Mpc. This discrepancy can potentially be explained by the fact that
igher resolution allows for a reduction in the mean-free-path due to
NRAS 511, 4005–4030 (2022) 
he opacity provided by more resolved LLS. This was not possible in
he simulations presented in Iliev et al. ( 2014 ) where the resolution
f the grid on which the RT equations were solved was about ∼300
kpc. Lower mean-free-paths limit the sizes of the largest bubbles,
mpro ving conv ergence ev en for smaller box sizes. Of course, we
annot rule out the presence or impact of bias due to the limited box
ize of our simulations. We hope to understand this behaviour better
sing upcoming larger volume simulations. 
Up to this point we have focused on the evolution of the bubble

izes in THESAN-1 . It will, ho we v er, be v ery interesting to see how
he bubble size distribution varies across the different simulations
onsidered in this work. More importantly, if these differences
anifest themselves in the PS, then upcoming observations might

e able to place constraints on the different reionization models.
ig. 19 shows the outlines of ionized bubbles in a thin (10 cMpc)
lice in the THESAN-1 (left-hand panel) and THESAN-HIGH-2 (right-
and panel) simulations at a volume-weighted ionized fraction of
.3. It is immediately clear that similar values of ionization can be
chieved in very different ways. THESAN-1 shows a large number of
ery small bubbles, while the majority of the ionized gas in THESAN-
IGH-2 resides in one single large H II region. At these low ionization
ractions (high redshifts), the star fromation rate in THESAN-1 is
ominated by very low mass haloes ( M h < 10 9 M �; Fig. 12 ).
hese haloes, although numerous, are not very luminous and are

ess clustered (Cooray & Sheth 2002 ). Therefore, the H II regions are
mall and well spread out throughout the entire simulation volume.
n the other hand, the high mass haloes are more clustered, as they
nly form in the highest density peaks, and they host galaxies that
av e v ery high star formation rates. Therefore, the radiation output
rom a single individual halo is very high. This causes the bubble
izes to be large and less numerous than a model where the low mass
aloes drive the reionization process (Lidz et al. 2008 ; Seiler et al.
019 ). 
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Figure 20. The power spectrum of ionized hydrogen (top panels) and 21 cm brightness temperature (bottom panels) for THESAN-1 (red curves), THESAN-2 (blue 
curv es), THESAN-HIGH-2 (orange curv es), THESAN-LOW-2 (green curv es), and THESAN-SDAO-2 (purple curv es) at neutral fractions of 0.7 (left-hand panels), 0.5 
(middle panels), and 0.3 (right-hand panels). The different reionization models imprint uniquely distinct signatures on the ionized hydrogen and 21 cm power 
spectra. 
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Fig. 20 quantifies the differences in bubble sizes between THESAN- 
 (red curves), THESAN-2 (blue curves), THESAN-WC-2 (brown 
urv es), THESAN-HIGH-2 (orange curv es), THESAN-LOW-2 (green 
urves), and THESAN-SDAO-2 (purple curves) simulations. It plots the 
S of ionized hydrogen (top panels) and the 21 cm emission (bottom
anels) at neutral fractions of 0.7 (left-hand panels), 0.5 (middle 
anels), and 0.3 (right-hand panels). Encouragingly, there are very 
lear differences between the models considered. At x H I = 0 . 3, the
onized hydrogen PS in THESAN-1 shows a wide array of bubble sizes
n the range k ∼ 0.3 −6 h/ cMpc with a peak at about k ∼ 1 h /cMpc. At
he opposite end, THESAN-HIGH-2 has primarily large bubbles peak- 
ng at k ∼ 0 . 3 h /cMpc and very little power beyond k ∼ 1 h /cMpc.
he lack of low mass haloes in THESAN-SDAO-2 forces the higher 
ass haloes to contribute more and produces relatively large bubbles 
hich is reflected in the PS peaking at k ∼ 0.5 h /cMpc. Owing to the

act that only low mass haloes contribute, the PS in THESAN-LOW-2 
eaks at k ∼ 1.5 h /cMpc and the distribution is quite narrow . Finally ,
HESAN-2 and THESAN-WC-2 show similar behaviours to THESAN- 
 , except for the fact that they lack power at small spatial scales
ue to resolution effects suppressing star formation in low mass 
aloes. As reionization progresses, all simulations show a consistent 
hift in power to smaller and smaller wavenumbers. This reflects 
he growth in bubble sizes due to increased star formation rates and

erging. Ho we ver, the dif ferences between the models still remain
ith THESAN-HIGH-2 and THESAN-SDAO-2 showing the highest power 
t small k at any given ionization fraction. The picture at high- k is a
it more complicated, but generally, the higher the contribution from 

ow mass haloes to reionization, the higher the wavenumber at which
he PS falls of drastically. 

This behaviour is also reflected in the 21 cm PS. Ho we ver, the
icture is a bit more complicated because of the fact that the
imulations reach different ionization fractions at different redshifts, 
herefore, the disparate matter density evolutions are also imprinted 
n this measurement. Ho we ver, we can gain some insights by looking
t just the shape (and disregarding the amplitudes) of the PS at scales
here the power is not dominated by the matter power spectrum

 k � 1 h /cMpc). At low ionization fractions, the bump caused by
he reionization process is pretty small. Ho we ver, the small- k slope
till encodes the information of THESAN-HIGH-2 and THESAN-SDAO- 
 having the largest bubble sizes. As ionized regions grow and the
ubble sizes become larger the bump mo v es to smaller wavenumbers.
his causes the small- k slope to become shallower with the exact
alue and the rate at which it changes depending on the reionization
roperties of the simulation. 
Fig. 21 aims to quantify this behaviour by plotting the dimension-

ess slope of the PS as a function of the volume-weighted ionized
raction at a wavenumber of k = 0 . 2 h /cMpc. The amplitude and
he evolution of the slope show very interesting differences between 
he different simulations. At a very low ionization fraction (0.1), 
he simulations in which low mass haloes dominate the initial phase
MNRAS 511, 4005–4030 (2022) 
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M

Figure 21. Dimension-less slope of the redshifted 21 cm power spectrum 

at k = 0.2 h /cMpc as a function of the volume-weighted ionized fraction 
in the different simulations as indicated. Different reionization models 
exhibit noticeably different large scale slopes, with the simulations where 
the highest mass haloes contribute the most number of ionizing photons to 
the reionization process showing the shallowest slopes and vice versa. 
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f the reionization process ( THESAN-1 , THESAN-2 , THESAN-WC-2 ,
nd THESAN-LOW-2 ), have very small bubble sizes. Therefore, it
oes not affect (or very minimally affects) the PS on these large
patial scales causing the slope to be dominated by the matter power
pectrum. THESAN-HIGH-2 and THESAN-SDAO-2 simulations on the
ther hand start with relatively large bubble sizes and therefore the
lope is already dominated by the ionization process with both of
hem showing a very shallow slope as expected. By x H II = 0 . 3
ll simulations are able to affect the slope of the PS on these
cales. At this point, THESAN-HIGH-2 shows the shallowest slope
nd THESAN-1 the steepest with the other simulations showing a
lope in-between these two values. This is because, as discussed
arlier, haloes at the very low mass end contribute the most during
he initial stages of reionization in THESAN-1 , while THESAN-2 ,
HESAN-WC-2, and THESAN-LOW-2 are unable to resolve these low
ass haloes. As reionization progresses, the slope in all simulations

ecomes shallo wer, e v entually getting ne gativ e at high ionized
ractions. THESAN-LOW-2 has the steepest slopes abo v e x H I ∼ 0 . 4,
ecause the bubble sizes are consistently smaller than those in the
ther simulations. THESAN-1 , THESAN-2 , and THESAN-WC-2 show
similar) slopes in-between the extreme values, because galaxies
ith a wide range of masses contribute to the reionization process.

n general, the simulations where the high mass galaxies dominate
 THESAN-HIGH-2 ; THESAN-SDAO-2 ) the reionization process show
onsistently shallower slopes and vice versa. We note that instru-
ents like SKA , can in the future, measure the slopes at these
avenumbers with enough sensitivity to distinguish between the
ifferent reionization models (Seiler et al. 2019 ). It is therefore quite
lear that the slope of the PS at small- k and its evolution provides
mportant information that can help place stringent constraints on
he bubble size distribution, which in turn informs us about the
NRAS 511, 4005–4030 (2022) 
ources that dominate the ionizing photon budget at any particular
edshift. 

 CONCLUSIONS  

e have introduced the THESAN project, a suite of large volume
 L box = 95 . 5 cMpc ) radiation hydrodynamic simulations that
elf-consistently model the hydrogen reionization process and
he sources responsible for it. The highest resolution simulation
 THESAN-1 ) has a DM mass resolution of 3 . 12 × 10 6 M � and a
aryonic mass resolution of 5 . 82 × 10 6 M �. The gravitational forces
re softened on scales of 2.2 ckpc with the smallest cell radii reaching
0 pc. This allows us to model atomic cooling haloes throughout the
ntire simulation volume. The simulation uses well-tested galaxy
ormation (IllustrisTNG) and dust models to accurately predict the
roperties of galaxies that drive the reionization process. This is
oupled to an efficient radiation hydrodynamics and non-equilibrium
hermochemistry solver ( AREPO-RT ) that precisely captures the
nteraction between the radiation from galaxies and the surrounding
ow density IGM. Additionally, we also present a suite of lower
esolution (eight times lower mass and two times lower spatial
esolution) simulations that help us to investigate the changes
o reionization induced by halo mass-dependent escape fractions
 THESAN-HIGH-2 and THESAN-LOW-2 ), alternative dark matter
odels ( THESAN-SDAO-2 ), assuming an instantaneous reionization
odel ( THESAN-TNG-2 and THESAN-TNG-SDAO-2 ), back reaction

f the reionization process on galaxy formation ( THESAN-NORT-2 ),
nd numerical convergence ( THESAN-2 and THESAN-WC-2 ). In this
rst paper, we have presented initial results focusing on reionzation
istories, galaxy properties, escape fractions, and bubble size
tatistics which are summarized below: 

(i) The fiducial simulation and model variations all produce real-
stic reionization histories and match the observed neutral fraction
volution, the optical depth to CMB, and the temperature of the
GM at mean density. THESAN-1 , THESAN-2, and THESAN-HIGH-2
av e relativ ely large neutral re gions below z < 6, mimicking ‘late’
eionization models, which have recently been invoked to explain
ong troughs in the Ly α forest. The duration of reionization is short
n simulations where high mass haloes are the primary drivers of the
eionization process ( THESAN-HIGH-2 and THESAN-SDAO-2 ), while
he opposite is true in simulations like THESAN-1 where low mass
aloes have a significant contribution. 
(ii) On average, gas at higher overdensities reionizes earlier than

ow density gas in voids, supporting an inside–out reionization
cenario where the ionization fronts that originate from galaxies
lowly progress through the surrounding high-density gas and sweep
hrough low-density regions at very high speeds. 

(iii) The THESAN simulations are consistent with the estimated
tellar-to-halo mass relation (SHMR) from Behroozi et al. ( 2019 )
nd slightly below the estimates from Stefanon et al. ( 2021 ) but still
onsistent within the quoted errorbars. They also match the observed
alaxy stellar mass function (SMF) at z = 6–10. Comparable
imulation efforts that model structure formation in the reionization
poch seem to have baryon conversion efficiencies that are either
igher (see for example, Rosdahl et al. 2018 ; Garel et al. 2021 )
r lower (Gnedin 2014 ; Zhu et al. 2020 ) than the observationally
nferred values. 

(iv) The dust-attenuated (using the empirical DTM relation de-
ived in Vogelsberger et al. 2020 ) UV magnitudes of galaxies in
he simulations match the observed luminosity function over a wide
ange. The observational uncertainties in the UVLF beyond M UV 
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−15 are well represented in the simulations with the medium 

esolution runs showing a turno v er at around the same magnitude as
etermined by Atek et al. ( 2018 ). This is not present in THESAN-1 due
o its superior resolution and is in better agreement with observations 
rom Bouwens et al. ( 2017 ). 

(v) The star formation rate densities (SFRD) below z ∼ 8 are 
oughly converged between simulations and generally match the 
bservationally inferred estimates. At higher redshifts, however, the 
owest mass haloes (10 8 M � < M h < 10 9 M �) dominate the total
FRD in THESAN-1 . This population is unresolved in the medium 

esolution simulations, reducing the SFRD by almost an order of 
agnitude. 
(vi) The simulation volume is not large enough to get a statistically 

ignificant sample of high luminosity quasars. Moreo v er, the black 
ole contribution to the total ionizing photon budget in THESAN is
inimal ( < 1 per cent). 
(vii) The metal enrichment routines give rise to an accurate stellar 
ass–gas phase metallicity relation and the empirical dust model is 

n broad agreement with semi-analytic estimates at low metallicities. 
o we v er, the y predict relativ ely low dust-to-metal and dust-to-gas

atios at high metallicities. The metals and dust produced in the 
SM are efficiently transported out by feedback-driven winds, thus 
ignificantly enriching both the CGM and IGM by z = 6. 

(viii) The computed emissivities and clumping factors are in broad 
greement with previous simulations. Using a simple analytic model 
first described in Madau et al. 1999 ) we estimate that the ef fecti ve
scape fraction of ionizing photons is about 15–20 per cent in our
ducial model, which is, again, in agreement with previous estimates. 
lthough these calculations require quite a few approximations, 

ike assuming a Case B recombination rate, a constant ionized gas 
emperature of 10 4 K and that C 100 is representative of the amount of
lumping in the gas that is recombining, it does provide important 
redictions for the analytic reionization models widely used in the 
iterature (for e.g. Madau 2017 ). A thorough investigation of more 
recise luminosity-weighted escape fractions using ray-tracing codes 
ill be performed in a forthcoming paper. 
(ix) The ionization process contributes power at large scales to the 

1 cm spectrum, creating a bump below k � 1 h /cMpc. As ionized
egions grow and the bubble sizes become larger the bump mo v es to
maller wav enumbers. Ev entually almost all the power shifts to the
argest spatial scales and the amplitude decreases as the fluctuations 
n the ionization field subside. Importantly, upcoming instruments 
ike LOFAR , HERA , and SKA have enough sensitivity to detect these
eionization signatures in the 21 cm power spectrum. 

(x) Different reionization models produce different bubble size 
istributions at the same ionization fraction. Simulations where low 

ass haloes dominate the ionizing output form a large number 
f very small bubbles, while simulations in which the high mass
aloes contribute the dominating number of ionizing photons form 

ess numerous but large H II regions. Encouragingly, these different 
ubble sizes show unique signatures in the 21 cm PS. We show that
he slope at small- k ( k = 0 . 2 h /cMpc) is able to differentiate between
he different reionization models and can, therefore, help us to place 
tringent constraints on the bubble size distribution and evolution, 
hich in turn informs us about the sources that dominate the ionizing
hoton budget. 

We note that while the THESAN simulations use the same un- 
erlying galaxy formation model as IllustrisTNG, some important 
ifferences e xist. F or e xample, we replace the spatially uniform UV
ackground with full RT, the equilibrium thermochemistry solver is 
eplaced with a non-equilibrium one and we also include an empirical 
ust model. These changes can in principle alter gas cooling rates
nd the metal content in galaxies. Additionally, the differences in 
he mass and spatial resolution can also lead us to differences in
redicted galaxy properties, because the galaxy formation model 
s not perfectly converged with resolution. For example, a higher 
esolution generally leads us to slightly higher baryonic conversion 
fficiencies resulting in larger stellar masses for a fixed halo mass
Pillepich et al. 2018a ). Although we have checked that the properties
f galaxies at high- z ( z � 5.5) are not significantly affected, the
mpact of these changes at lower redshifts is unclear, and it is possible
hat there might be some noticeable differences between the low- z 
alaxy populations predicted by IllustrisTNG and THESAN . 

We have shown that large scale coupled radiation hydrodynamic 
nd galaxy formation simulations have the ability to model both the
arge scale statistical properties of the IGM during the reionization 
rocess and the resolved characteristics of the galaxies responsible 
or it. They are, therefore, able to make predictions for, and help
nterpret observations from, a slew of current and future telescopes 
uch as the JWST , ALMA , HERA , SKA , CCAT-p , SPHEREx , etc.,
hat have been specifically designed to study high-redshift structure 
ormation and EoR. In accompanying papers, we study the IGM using 
he Ly α forest, quantify Ly α IGM transmission, make predictions 
or nebular line intensity mapping e xperiments, e xplore escape 
raction statistics, quantify the back reaction of reionization on galaxy 
ormation, and so forth. We therefore hope to significantly advance 
ur understanding of high-redshift structure formation and EoR using 
he THESAN simulations. 
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PPENDIX  A:  EFFECT  OF  REDUCED  SPEED  

F  LIGHT  APPROXIMATION  

n fully coupled radiation hydrodynamic simulations, the most
omputationally intensive part of the calculation arises from the
mall time-steps required to accurately model the high signal speed
f light. Therefore, most simulations use a reduced speed of light
pproximation, which works as long as the speed of the ionization
ronts are slower than the reduced light speed (Gnedin & Abel 2001 ).
n general, in galaxy formation simulations, which mainly focus
n high density regions in and around haloes, light speeds as low
s 1000 km s −1 are sufficient to achiev e conv erged results (Kannan
t al. 2020a , b ). Ho we ver, at the tail end of reionization, the I-fronts
an reach speeds as high as 0.1 c as they sweep through the low
ensity voids (D’Aloisio et al. 2019 ). Recent investigations have
hown that some semblance of convergence can be achieved (at
east for relatively low simulation volumes) by assuming ˜ c = 0 . 3 c
Deparis et al. 2019 ) although this will still not get accurate post-
eionization neutral gas fractions (Ocvirk et al. 2019 ; ho we ver
NRAS 511, 4005–4030 (2022) 
igure A1. Effect of a reduced speed of light. Convergence on the evolution
f the neutral fraction is achieved with a value of ˜ c = 0 . 2 c. 

ee Gnedin 2016 for an alternative implementation of the reduced
peed of light approximation that reco v ers accurate post-reionization
eutral fractions even at low speeds of light). Recent works that
odel reionization using AREPO-RT have shown that the timing of

eionization is converged if a value of ˜ c = 0 . 3 c is used (Wu et al.
019a ) and the IGM heating is converged even with a value as low
s 0.1 c (Wu et al. 2019b ). 

We show a similar test in Fig. A1 , which depicts the ionization
raction evolution in a 50 cMpc volume using the fiducial model but
t a lower resolution containing 2 × 512 3 particles. The simulation
ith ˜ c = 0 . 1 c shows a delay in the reionization process particularly

aused by slow I-front speeds during the end stages of reionization.
n contrast, the simulations with ˜ c = 0 . 2 c and ˜ c = 0 . 3 c seem well
onverged. We therefore use a value of ˜ c = 0 . 2 c in all the THESAN

imulations and note that this value has also been used in other recent
orks that model the reionization process (Rosdahl et al. 2018 ). 
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