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Abstract. Chemical reactions can be modeled by a random time-changed Poisson process on
countable states. The macroscopic behaviors, such as large fluctuations, can be studied via the WKB
reformulation. The WKB reformulation for the backward equation is Varadhan’s discrete nonlinear
semigroup and is also a monotone scheme that approximates the limiting first-order Hamilton—Jacobi
equations (HJE). The discrete Hamiltonian is an m-accretive operator, which generates a nonlinear
semigroup on countable grids and justifies the well-posedness of the chemical master equation and
the backward equation with “no reaction” boundary conditions. The convergence from the monotone
schemes to the viscosity solution of HJE is proved by constructing barriers to overcome the polynomial
growth coefficients in the Hamiltonian. This implies the convergence of Varadhan’s discrete nonlinear
semigroup to the continuous Lax—Oleinik semigroup and leads to the large deviation principle for
the chemical reaction process at any single time. Consequently, the macroscopic mean-field limit
reaction rate equation is recovered with a concentration rate estimate. Furthermore, we establish
the convergence from a reversible invariant measure to an upper semicontinuous viscosity solution of
the stationary HJE.
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1. Introduction. Chemical or biochemical reactions, such as the production of
useful materials in industry and the maintenance of metabolic processes with enzymes
in living cells, are among the most important events in the world. At a microscopic
scale, these reactions can be understood from a probabilistic viewpoint. In this paper,
we focus on the large deviation principle (fluctuation estimate) for chemical reaction
processes in the thermodynamic limit regime. As a byproduct, the reaction rate equa-
tion will be recovered as a mean-field limit equation with an exponential concentration
rate. To estimate the small fluctuations away from the typical chemical reaction tra-
jectory, we will utilize Varadhan’s exponential nonlinear semigroup method with novel
techniques, which we will explain in detail below.

A convenient way to stochastically describe chemical reactions is via random
time-changed Poisson processes X () (1.1); cf. [AK15]. This continuous time Markov
process on countable states counts the number of molecular species Xy(¢),£=1,..., N,
for chemical reactions happening in a large container characterized by a size % > 1.
We assume chemical reactions in a container are independent of molecule position,
and the molecular number is proportional to the container size. Therefore, we will
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refer to the large size limit A — 0 as the thermodynamic limit or macroscopic limit.
After counting the net change of the molecular numbers 7; for a jth reaction, the
rescaled process X*(t) = hX(t) is

1 [t
Xh( Xh +ZV] <ﬂ{xh )+l7jh20}}/j+ (h/ (I)j(Xh(S))dS>
0

(L
—Lixn-)—zh>01Y; (h/o ®; (X1(5)>d5)>7

where in(t) are independent and identically distributed (i.i.d.) unit rate Poisson
processes, and 1 is the indicating function to show that there is no reaction if the next
state X"(t~) £ ¥;h is negative. This “no reaction” constraint will also be reflected in
the chemical master equation (1.2) below. The intensity @f( %) of this Poisson process
is given by the law of mass action (LMA) (2.3), indicating the encounter of species
in one reaction. The chemical master equation (CME) (2.7) for the rescaled process
X"(t) is a linear ordinary differential equation (ODE) system on countable discrete
grids with a “no reaction” boundary condition to maintain nonnegative counting states
and the conservation of total probability. The key observation is that CME (2.7) has
a monotonicity property, which is also known as a monotone scheme approximation
for hyperbolic differential equations. The generator and the associated backward
equation (2.21) of the process X" can be regarded as a dual equation for CME. The
backward equation (2.21) is also a linear ODE system on the same countable discrete
grids, adapting the “no reaction” boundary condition and monotonicity.

The macroscopic behaviors of chemical reactions with the above stochastic mod-
eling are deterministic “statistical properties” that can be studied by taking the large
size limit h — 0. At the first level, the law of large numbers characterizes the mean-
field limit nonlinear ODE, known as the reaction rate equation (RRE), with polyno-
mial nonlinearity due to the LMA:

(1.1)

d M N
12 gE=Y A @@ -0 @), eFE) =k [[ @)

At a more detailed level, the large deviation principle estimates the fluctuations away
from the mean-field limit RRE (1.2). To capture the small probabilities in the large
.. . . - _¥n(E.t) .
deviation regime, the WKB reformulation p, (Z;,t) =e & of the master equation
[KMKT73] gives a discrete Hamiltonian and an exponentially nonlinear ODE system on
the same countable discrete grids; see (2.16). This nonlinear ODE system inherits the
monotonicity and the “no reaction” boundary condition from the CME, so we refer
to (2.16) as the CME in the Hamilton—Jacobi equation (HJE) form or the monotone
scheme for HJE (2.17). The backward equation can proceed with the same WKB
reformulation and inherit the “no reaction” boundary condition as the restriction
Z; £ Ujh > 0. The resulting exponentially nonlinear ODE system is also a nonlinear

semigroup (2.28) on discrete countable grids:

(1'3) atuh(fiat) :Hh(uh(fi);fi)

M S up (8;+V5h) —uy, (&)
= E o7 (7i) | e z -1
M ~_ up (&5 =V h) —up (F)
+ g o (7) | e z —-1]).
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A zero extension to negative grids, which is consistent with the “no reaction” boundary
condition, is taken on <i>ji; see (2.4) and Lemma 2.2. Thus, after proper extension,
the domain for (1.3) and the corresponding HJE (1.5) becomes the whole space.
We observe that (1.3) is a monotone scheme because H, is decreasing w.r.t. w,(Z;)
while increasing w.r.t. w,(Z; £7;h). The probability representation for this nonlinear
semigroup is given by

ug(XP
(1.4) (Syup) (#;) = hlog E¥ (e ° )> ,

dating back to Varadhan [Var66]. The justification of the existence of the non-
linear semigroup on discrete countable grids relies on the resolvent approximation
up, — AtH, (u,) = fn (i-e., backward Euler scheme (3.5)) and Crandall and Liggett’s
nonlinear semigroup theory [CL71]; see Theorem 3.4.

We will prove the large deviation principle for process X} at a single time through
Varadhan’s inverse lemma [Bry90]. In detail, the rigorous justification for the WKB
expansion of the backward equation can be obtained by proving the convergence from
the discrete Varadhan’s nonlinear semigroup of (1.3) to the Lax—Oleinik semigroup
solution of the limiting HJE:

(1.5)
M
Owu(T,t)— H(Vu(T),T) =0, H(p,T):= Z (7 (@) (77 = 1) + @5 () (777 —1)).

Jj=1

Notice the Lax—Oleinik semigroup representation for (1.5)

t
(16) u(#,t) = sup (uo(§) — I(G:&,0)), I(F&0):= inf / L(3(s),7(s)) ds,
7 v(0)=Z~()=7Jo

where L(§,%) is the convex conjugate of Hamiltonian H(p,#). This connects the
viscosity solution to the HJE with the pathwise deterministic optimal control problem
with terminal profit ug(y) and running cost L(§(s),v(s)); cf. [Eva08]. Then, the large
deviation principle can be obtained via the inverse Varadhan’s lemma (proved by Bryc
[Bry90]). In other words, the sufficient conditions for the large deviation principle
are to justify the convergence of the above nonlinear semigroup and the exponential
tightness of the process. These are also necessary conditions, known as Varadhan’s
lemma [Var66].

To obtain the above convergence, the viscosity method is a well-developed tool
pioneered by Crandall and Lions in [CL83, CL84] using two methods: the vanishing
viscosity method and the monotone scheme approximation. Our first contribution is to
observe that the WKB reformulation for the backward equation is exactly a monotone
scheme for the limiting first-order HJE (1.5). Then, one can prove the convergence
from the monotone scheme (1.3) to the viscosity solution of HJE (1.5) using the
upper /lower semicontinuous envelopes of the discrete solution to the resolvent problem
and the Crandall-Liggett nonlinear semigroup theory. However, two difficulties arise:
the “no reaction” boundary condition and the coefficients @f(f) in Hamiltonian H
have polynomial growth at far fields. The abstract theorems established by Sougandis
[Sou85] and Barles and Perthame [BP87] cannot be directly applied.

Second, for compactness of u,, at the far field, we need a one-point compactification
at the far field. Hence, we choose the ambient space as C(RV*), i.e., the far field limit
is a constant value (see (4.14)). The key observation is that each chemical reaction
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satisfies the conservation of mass, i.e., there exists a positive mass vector 1 such that
v;-m=0,j=1,...,M. Thanks to this, any mass function f(m - Z) is a stationary
solution to the HJEs (1.3) and (1.5) and hence can be used to construct barriers to
overcome the polynomial growth of <I>ji (Z). Thus we first prove the viscosity solution
u(Z,t) € C.(RY*) and then extend it to C(RY*) by using the nonexpansive property
of the resolvent problem; see Corollary 4.7.

Third, to overcome the dynamic boundary condition due to the “no reaction”
constraint for negative states, we perform a zero extension for (I)f(f) for # € RV
and impose a local Lipschitz continuous condition. This condition excludes some
reactions, but it is convenient to use to guarantee the comparison principle for the
HJE. Removing this technical condition is possible by considering an optimal control
formulation with a boundary cost, but we leave it for future study.

Our convergence result (see Theorem 4.8) from the discrete nonlinear semigroup
solution of (1.3) to the viscosity solution of HJE (1.5) provides the convergence part
of the large deviation principle at a single time. The exponential tightness is trivial
if the starting point of X} is deterministic and positive due to the mass conservation
law for the chemical reaction. In general, to verify the exponential tightness of X" at
any time ¢, we impose one of the following two assumptions: one is the existence of
a positive reversible invariant measure m, (see (3.40)) that is exponentially tight; the
other is that there is compact support for the initial density p° (see Theorem 6.3).
As a consequence of the large deviation principle at a single time, the mean-field
limit RRE (1.2) is recovered using the concentration of measures with an explicit
concentration rate (see Corollary 6.4).

Our other contribution is in constructing a stationary solution to the HJE. The
construction of a stationary solution to the HJE is usually difficult and nonunique.
However, under the assumption of the existence of a positive reversible invariant mea-
sure 7, satisfying (3.40), we can construct an upper semicontinuous (USC) viscosity
solution in the Barron—Jensen sense [BJ90]; see Proposition 4.1. However, since the
stationary HJE does not have uniqueness, whether our construction selects a meaning-
ful weak KAM solution is still unknown. This selection principle for the drift-diffusion
process is proved in [GL23].

While a comprehensive review of the vast literature on chemical reactions and
the large deviation principle is beyond the scope of this work, let us review here some
closely related works. The use of viscosity solutions to the HJE as the limit of the
nonlinear semigroup of Markov processes was developed by Feng and Kurtz in [FK06]
as a general framework to study the large deviation principle. See also some recent
developments in [Kral6, Kra20]. The idea of using the nonlinear semigroup and the
variational principle of Markov processes to study the large deviation principle can be
traced back to [Var66, Fle83], while the idea of using viscosity solutions to HJE can be
traced back to [IE85, FS86, BP87]. Another general approach that uses HJE to study
the large deviation principle in the physical literature is the macroscopic fluctuation
theory developed by Bertini et al. [BDSGT02, BDSGT15]; see further mathematical
analysis and the variational structure in [Renl8, PRS21]. For chemical reactions, the
sample path large deviation principle was first proved in [ADE18] via constructing a
process with linear interpolation in time and the inverse contraction principle, and
recent developments have addressed the boundary issue with a uniform vanishing
rate at the boundary [AAPR21]. The LDP in path space covers the single time LDP
result in this paper, but the methodologies are completely different; see the remark
after Corollary 6.4. A dynamic large deviation principle for the pair of concentrations
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and fluxes of chemical reaction jump processes was proved in [PR19]. The connection
between the generalized gradient flow and the good rate function in the large deviation
principle was rigorously established by Mielke, Peletier, and Renger [MPR14]. The
mean-field limit of the chemical reaction stochastic model was proved by Kurtz in
[Kur70, Kur71]. Recently, Maas and Mielke [MM20] provided another proof via the
evolutionary I'-convergence approach under the detailed balance assumption.

The rest of this paper is organized as follows. In section 2, we revisit some ter-
minologies of stochastic/deterministic chemical reaction equations and introduce the
WKB reformulations for CME and the backward equation. In section 3, we study the
monotonicity, construct barriers to control the polynomial growth at far fields, and
investigate the solvability of the associated monotone schemes (i.e., WKB reformula-
tions). Then, in section 3.2, we prove the well-posedness of the backward equation,
and in section 3.3, we recover the well-posedness of CME for reversible processes.
In section 4, we prove the convergence from the monotone schemes to the viscosity
solution of the HJE. We discuss the construction of USC viscosity solutions for the
stationary HJE in section 4.1 and for the dynamic HJE in section 4.2, respectively.
The short-time classical solution to the HJE and error estimates are discussed in
section 5. Finally, in section 6, we use the convergence results, together with the
exponential tightness, to prove the large deviation principle at a single time, which
also recovers the mean-field limit RRE for chemical reactions.

2. Preliminaries: Stochastic and deterministic models for chemical
reactions, and WKB reformulations for forward/backward equations. In
this section, we provide the necessary background for understanding the stochas-
tic modeling of chemical reactions using the random time-changed Poisson process
(see section 2.1). We then derive CME (2.7) with the corresponding “no reaction”
boundary condition (see section 2.2). Additionally, we revisit the macroscopic RRE
(1.2) in section 2.3. In sections 2.4 and 2.5, we employ the WKB reformulation to
transform the CME and the backward equation into nonlinear ODE systems, specifi-
cally nonlinear discrete semigroups on countable grids.

2.1. Random time-changed Poisson process and the law of mass action

for chemical reactions. Chemical reactions involving £ =1,..., N species X, and
7j=1,..., M reactions can be kinematically described as
(2.1) Reaction j : ZVMXg ; ZVJEXZ,

J

where the nonnegative integers ij; > 0 are stoichiometric coefficients and k:]i >0 are
the reaction rates for the jth forward and backward reactions. The column vector
vj = D’; —D’; = (uj} —V;é)g:LN € ZV is called the reaction vector for the jth reaction,
counting the net change in molecular numbers for species X,. Let N be the set of
natural numbers including zero. In this paper, all vectors X = (X¢)e=1.ny € NV and

(Sﬁj)] 1o (K )J LM €RM are column vectors.

Denote m = (myg)e=1.n, where my represents the molecular weight for the fth
species. Then the conservation of mass for the jth reaction in (2.1) implies

(2.2) 7-m=0, j=1,...,M.

Sometimes, in an open system where the materials exchange with the environment
denoted as (), the exchange reaction X, == () does not conserve mass.
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Let N be the space of natural numbers, which serves as the state space for
the counting process X,(t), representing the number of each species £ = 1,...,N
in the biochemical reactions. With the reaction container size 1/h > 1, the process
X} (t) = hX,(t) satisfies the random time-changed Poisson representation for chemical
reactions (1.1) (see [Kur80, AK15]):

[t
Xt (t)=X"(0 +ZVy (1{Xh(t—)+ﬁjhzo}yj+ <h/ ‘I’j(Xh(S))CL?)

0

S Y L
— Lxn(t-)-;h>01 Y <h/0 ®; (X}(S))d5>>~

Here, for the jth reaction channel, in(t) are i.i.d. unit rate Poisson processes, and
the intensity function is given by the mesoscopic LMA:

(2.3) XM = jﬁﬁ(( )' hu?)".
=1 T_V]z

The “no reaction” constraints X" (t~) £ #;h > 0 ensure that no jump occurs if the
number of some species would become negative in the container. This “no reaction”
correction to the process (1.1) was also noticed in [AHLW19, equation (28)], where
a very similar “no reaction” constraint was imposed near the relative boundary of
the positive orthant. Here, we use <I>j to distinguish the mesoscopic LMA from
the limit macroscopic LMA <I)j[ in (2.11). In the literature, this process (1.1) is
also known as the Marcus—Lushnikov process [Mar68, Lus78] or Gillespie’s process
[Gil72]. The existence and uniqueness of the stochastic equation (1.1) were proved by
[Kur80, AK15] in terms of the corresponding martingale problem.

For the purpose of effectively handling the boundary condition when some species
become zero, we extend the process X"(¢) to include negative counting numbers for
species such that those negative numbers remain unchanged. Clearly, if X} (0) < 0 for
some /¢, then X*(t) = X*(0). To realize this, we also set the LMA as

(2.4) X (X") =0 if for some £, X} <0.
In summary, the original process is given by

(2.5) Xt et = {&=1ih;ieNV},
while after including the above extended notions, the process
(2.6) Xt e, ={Z=ih;icZ}

can still be described by (1.1). In other words, if X"(0) € Q,\Q;", then X™(¢) = X"(0).

2.2. Chemical master equation and “no reaction” boundary condition.
For a chemical reaction modeled by (1.1), we denote the counting probability of
X"(t) as p,(Z;,t) =E(1z (X"(t))), where 1z, is the indicator function. Then p, (Z;,t),
Z; € Oy, satisfies CME [AK15]:
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d 1 4o o S = =
SP@=5 Y (8@ - Bhp(@ — Fht) - &5 (@)pa(@n 1))
dt ho
1 S_ o | o "
+ W E (<I>j (Z; + ;h)pu (& + Ujh,t) — <I> (xz)ph(xl,t)) for Z; € O ;

d . -
aph(xi, t)=0 for & € Q,\Q; .

It is natural to take p,(Z;,0) = 0 for Z; € Q,\Q;", which remains 0 for all times for
Z; € 0\, In the Q-matrix form, we denote %ph = Q! p., where Q) is the transpose
of the generator @, of process X*(t). For the derivation of the generator @, with the
“no reaction” constraints, we refer to [GL22, Appendix].

Here, the constraints Z; &=7;h > 0 are understood componentwise, and we refer to
this as the “no reaction” boundary condition for CME. The “no reaction” boundary
condition implies that if the number of some species is negative in the container,
then no chemical reaction can occur. In Lemma 2.1, we will show that under this
boundary constraint, the total probability is conserved. In Lemma 2.2, we will derive
the generator (), and the backward equation associated with the boundary constraint.

In the literature, a commonly used simple Dirichlet boundary condition is p,(Z;) =
0 for Z; € 2\ (or equivalently &+ (Z;) = 0 for Z; € Q,\Q;), as seen in [AK15, GY14,
PR19, MM20]. However, the “no reaction” boundary condition is directly derived
from (1.1) and imposes the condition that any reaction jump resulting in a negative
species count cannot occur. This is in the spirit of the Feller—Wentzell type dynamic
boundary conditions proposed by Feller and Wentzell [Fel52, Fel54, Ven59] to preserve
the total probability. A similar boundary condition was used in [AHLW19], where
a constrained Langevin approximation was established to incorporate the boundary
condition.

An immediate lemma below shows the conservation of total probability.

LEMMA 2.1. For CME (2.7), we have the conservation of total probability:

d . d .
(2.8) T Z ph(.Ti,t) = n Z ph(-fut):().

TiEQ zeQ;f

Proof. From (2.7), we have

d } 1 N i
it ph(xi7t) = h (I)j (xi - th)Ph( V]h t) ; (xz)ph(zzvt)
>0 #:20=1,7—0;h>0
M
1 Lo
(2'9) + h E (I)j (% + th)ph(xz + jh, t) — j (xl)ph(ml,t)

Then changing the variable §; = Z; 4 7;h, the second line above becomes

(2.10) - Z > & (G)paFint) — @F (5 — Uih)pu (i — Tih,t).

y1 >04;—vjh>0

And thus % Zfizoph(fiat) =0. .
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The rigorous justification of nonexplosion » ;. p,(;) =1 for CME was proved in
[MM20] under the detailed balance assumption (3.40). We refer to [GY14] for the
existence and regularity of solutions to CME.

2.3. Mean-field limit is the macroscopic reaction rate equation. The
mesoscopic jumping process X" in (1.1) can be regarded as a large-size interacting
particle system. In the large-size limit (thermodynamic limit), this interacting particle
system can be approximately described by a mean-field equation, i.e., a macroscopic
nonlinear chemical reaction-rate equation. If the law of large numbers in the mean-
field limit holds, i.e., p,(Zs,t) — g for some Z(t), then the limit #(¢) describes
the dynamics of the concentration of N species in the continuous state space Rf =
{#€RY; 2, >0} and is given by RRE (1.2), also known as the chemical kinetic rate
equation. The macroscopic fluxes <I>ji satisfy the macroscopic LMA:

N
(2.11) o (@) =kt [ (o).
/=1

For simplicity of analysis, we also extend this LMA as
(2.12) oF(F) =0 if #e RV\RY.

This is a macroscopic approximation for the mesoscopic LMA (2.3) since @]i(fz) —
<I>ji (Z) as &; — Z. This RRE with LMA was first proposed by Guldberg and Waage in
1864. The detailed balance condition for RRE (1.2) is defined by Wegscheider (1901)
and Lewis (1925): there exists Z° > 0 (componentwise) such that

(2.13) OF () — @7 () =0 Vj.

Kurtz [Kur70, Kur71] proved the law of large numbers for the large-size process
X"(t); cf. [AK15, Theorem 4.1]. That is, if X"(0) — Z(0) as h — 0, then for any € >0
and t >0,

(2.14) lim]P’{ sup |X"(s) — Z(s)| 26} =0.
h—0 0<s<t

Thus, we will also refer to the large-size limiting ODE (1.2) as the macroscopic RRE.
This provides a passage from the mesoscopic LMA (2.3) to the macroscopic one (2.11).
Recent results in [MM20] establish the evolutionary I'-convergence from CME to the
Liouville equation for the case that both CME and the limiting equation have a
generalized gradient flow structure. Starting from a deterministic state Zp, [MM20,
Theorem 4.7] recovers Kurtz’s results on the mean-field limit of CME. However, the
approach in [MM20] requires the detailed balance assumption. For the derivation of
the mean-field limit of CME with “no reaction” constraints, please refer to [GL22,
Appendix].

2.4. WKB reformulation for CME and discrete HJE. Besides the macro-
scopic trajectory Z(t) given by the law of large numbers, the WKB expansion for
pu(Zi,t) in CME (2.7) is another standard method [KMK?73, Gan87, DMRH94, SW95,
GQ17], which builds a more informative bridge between mesoscopic dynamics and
macroscopic behaviors. To characterize the exponential asymptotic behavior, we make
a change of variable

_ ¥ (@,,t)
h

(215) ph(fiat) =€ ) ph(fiao) :po(fz)
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CME can be recast as the nonlinear ODE system for 7; € Q;F

M - Yh(#5) —¥n (F;—Vjh)
On(E)+ Y BF@E - D’jh)e(—h ) — (&)
j=1,%;—7;h>0
M - ¥ ()= p (37, h)
(2.16) + Z 7 (7 + ﬁjh)e( g ) - @) =0,

while for @; € Q.\QF, dyhn (;) = 0. We point out that, in general, a constant is not a
solution to (2.16). However, if v, is a solution, then 1, + ¢ is also a solution to (2.16).
Formally, as h — 0, Taylor’s expansion of 1, with respect to h leads to the following
HJE for the rescaled master equation (2.7) for (&, t):

M

(217) (@) == (@j () (eVWW»ﬂ - 1) + P (7) (e-fj-WW) - 1)) .

Jj=1

Define the Hamiltonian H (7, %) on RY x R¥ as follows. For & € Rf,

M
(2.18) H(p,2) =) [@F (£)e" 7 — & (Z) + ®; (E)e™ 7 — &} (F)];

j=1
see properties of Hamiltonian H (7, Z) in Appendix A.2. Recall that in (2.12), <I>;t (@)=
0 for Z € RN \ RY. We naturally extend H(p,Z) to RY x RY such that H(p,Z) =0
for Z ¢ RY. Then the HJE for ¢(Z,t) can be recast as

(2.19) o)+ H(Vip,7) =0, ZeRN.

The WKB analysis above defines a Hamiltonian H(p, Z), which contains almost all the
information for the macroscopic dynamics [DMRH94, GL22]. For this reason, we also
call (2.16) the CME in the HJE form. We remark that this kind of WKB expansion
was first used by Kubo, Matsuo, and Kitahara [KMK73] for master equations of gen-
eral Markov processes and later applied to CME in [Gan87]. In [DMRH94], the HJE
(2.19) with the associated Hamiltonian H in (2.18) was formally derived. In the math-
ematical analysis later, we will impose a technique assumption that @f (Z) is locally
Lipschitz continuous after the zero extension. We point out this assumption might
be removed by directly considering the optimal control problem in a domain with a
boundary and imposing an appropriate boundary cost, which will be an interesting
future study.

2.5. WKB reformulation for the backward equation is Varadhan’s non-
linear semigroup. The fluctuation on path space, i.e., the large deviation principle,
can be computed through WKB expansion for the backward equation. Recall the
rescaled process X"(¢) in (1.1), which is also denoted as X} for simplicity. For any
f € Cy(RY), denote

(2.20) w, (&, 1) =B [ f(X})];
then w, (Z;,t) satisfies the backward equation
(2-21) ow, = Qhwln Wy, (fiy 0) = f(fz)

Notice the “no reaction” boundary condition we derived in CME (2.7). Below we give
a lemma to explicitly derive the associated boundary condition in the generator @,
as the duality of Q7.
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LEMMA 2.2. The backward equation with explicit generator Q, can be expressed
as the duality of the forward equation

M
o @) [wild@i +vih) — wi(#)]
J=1,&+0;h>0
(2.22) LM N
+ 7 Z (%) [wi(@ — vjh) —w, (7)), T e
J=1,&—1;h>0

atwh(fi, t) = 0, fl S Q;L\Qj

atwh(f’ia t) =

S| =

Proof. Multiplying (2.7) by w, and summation yields

(2.23)
<wln Q:p>

M
1 Epoo o - SN E— (e (a3t L
~h Z Z ‘I’;r(xz — Ujh)pu(Zi — Ujh, t)w, (Z;) — ®; (Z)pu (T, )wi ;)

£;>0j=1,8—7;h>0

M
1 oo = S = SN Gt ~ "
+5 Z Z (& + Vih)pu (T + Vh, t)ywy (i) — ©F (&) pu (T3, t)w, ().
Here from (2.7), we used

(2.24) (wn, @yp) = (wn, Q1p) o -

Changing variable g; = Z; —/;h in the above ot (&;—V;h) term while changing variable
y; = &; + V;h in the above ®~ (Z; + 7;h), we have

M
1 0 i 7 = 4 —
(@unplor =7 o> @)@ wa (i + Fih) — w(3)]
720 j=1,4:4+7;h2>0

M
3 A Ol - ) — )

Yi20j=1,9;—7;h>0

(2.25)

Meanwhile, we set
(2.26) Quw, =0, F e\

Regarding p as arbitrary test functions, this gives the backward equation (2.21). O

Denote u,(Z;,t) = hlogw,(Z;,t) for Z; € Q,. We obtain a nonlinear ODE system
for the backward equation in HJE form

_up(Et) up (Fi,t)

(2.27) Opuy (Z;,t) = he moQue” B =:Hp(w,), uy(#;,0)=hlog f(Z;).

The above WKB reformulation for the backward equation is equivalent to

(2.28)
ug (X
wn(@5,) = hlog w, (F:,t) = hlog E™ (F(X})) = hlog E* (( ) . (Svuo) (7o),
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which is the so-called nonlinear semigroup [Var66, FK06] for process X"(¢). Notice
here the process X" and the nonlinear semigroup are all extended to Z; € §2,,.
We first write H, explicitly. For &; >0,

M
_ up (&;+v5h)—up (£;)
(2.29) Hy(w)= Y (&) (6 ) 1)

J=1,&;+;h>0

M
= un (i —vjh) —up (#i)
Py (e ),

j=1,8—1;h>0

From the extended éf(a‘:}) in (2.4), (2.29) also naturally extended to #; € ,. We
see Oyuy, = Hy,(uy,) is a nonlinear ODE system on the countable grids. We point out a
constant is always a solution to (2.27). Meanwhile, if w, is a solution, then u, + ¢ is
also a solution to (2.27). We will use these two important invariance facts to prove
the existence and contraction principle later; see Lemma 3.2 and Proposition 3.3.

Taking a formal limit in (2.27) with the discrete Hamiltonian H, in (2.29), we
obtain the HJE in terms of u(%,t), £ € RV, i.e., (1.5),

(2.30)
M
Opu(Z,t) = Z [@j(ﬁ) (eﬁj.Vu(f,t) _ 1) + @ () (e—ﬁj~Vu(£,t) _ 1)} = H(Vu(Z), 7).

j=1

We remark that the duality between the forward and backward equations, after the
WKB limit, leads to the same HJE with only a sign difference in the time derivative.
The boundary condition for (2.27) is incorporated into the constraint &; £ vjh >0 in
the equation. Imposing a physically meaningful boundary condition for the limit HJE
(1.5) at & = 0 is complicated. However, in our construction of the viscosity solution
to the HJE, as a limit of (2.27), it automatically inherits the boundary condition of
(2.27), and at the same time, the HJE (1.5) is defined on the whole space RY by using
an extension; see section 4.2. This is in the same spirit of the Feller—Wentzell type
dynamic boundary conditions, which were proposed by Feller and Wentzell to impose
proper boundary conditions preserving total mass [Fel52, Fel54, Ven59].

From now on, for both the discrete monotone scheme (1.3) and the HJE (2.17),
the domain refers to the extended domain €, and R, respectively.

3. Well-posedness of CME and backward equation via nonlinear semi-
group. In this section, we study the well-posedness of CME (2.7) and the backward
equation (2.21) via the nonlinear semigroup method. First, the WKB reformulation
for both CME (2.7) and the backward equation (2.21) leads to two discrete HJEs,
respectively. The main difference between them is the sign of the time derivative.

Next, we observe that both CME and the backward equation can be regarded
as monotone schemes for linear hyperbolic equations. These monotone schemes, af-
ter the WKB reformulation, are still monotone schemes for the corresponding HJEs.
The essential features of these monotone schemes are the monotonicity and the non-
expansive estimates, which naturally generate a nonlinear semigroup thanks to the
Crandall-Liggett nonlinear semigroup theory. Using this observation, this section
obtains a unique discrete solution to the corresponding HJEs.

In section 3.1, we study the monotone and nonexpansive properties of the mono-
tone scheme with backward Euler time discretization and then prove the existence and
uniqueness of the backward Euler scheme (3.5) by the Perron method. We point out
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that we cannot directly use the explicit scheme in [CL84] because LMA (2.11) leads
to a polynomial growth in the coefficients @f(a‘f) Thus, we will prove the existence
and uniqueness of this backward Euler scheme (3.5). In section 3.2, by taking At — 0
and using the nonexpansive nonlinear semigroup constructed by Crandall and Liggett
[CL71], we prove the global existence of the solution to the backward equation (2.21).

In order to recover the existence and exponential tightness of CME from the
results of the backward equation, section 3.3 assumes the existence of a positive re-
versible invariant measure 7, satisfying (3.40) and then proves the existence, compar-
ison principle, and exponential tightness of CME; see Corollary 3.8. This reversibility
assumption includes some nonequilibrium enzyme reactions [GL22], where the energy
landscape (i.e., the limiting solution to the stationary HJE in Proposition 4.1) is non-
convex with multiple steady states indicating three key features of nonequilibrium
reactions: multiple steady states, nonzero flux, and positive entropy production rate
at the nonequilibrium steady states (NESS).

3.1. A monotone scheme for HJE inherited from CME. Recall the back-
ward equation (2.21) and the WKB reformulation (2.27). Recall the countable discrete
domain as

(3.1) Q, = {& =ih;ieZN}.

(1.3) is exactly a monotone scheme for the corresponding HJE (1.5).

We remark that the solution to (1.3) shifted by a constant is still a solution.
After proving the well-posedness, we also refer to the solution to (1.3) as Varadhan’s
nonlinear semigroup.

3.1.1. Nonexpansive property for backward Euler monotone scheme.
We now rewrite the monotone scheme (1.3) following the Barles-Souganidis framework
[BS91]. Denote the monotone scheme operator as

(3.2)
Hh : D(Hh) - ZOO(Q;]) — goo(Qh)’ (U(fi))fieﬂh — (Hh(fivu(fi)vu(')))fi€9h7

where D(H,) is the domain of H, defined as D(H,) = {(u(Z;)) € £°(Q);

(Hy(Zi, u(@i),u)) € £°(S0,) }.
The discrete Hamiltonian Hj, is defined as

M
B3 Mm@ = > i ()

M
~ p(E; —vjh)—up(F;)
+ 3 ¢j<xi)<e%_1>.

This notation of the discrete Hamiltonian follows [BS91].
It is straightforward to verify that Hj, satisfies the monotone scheme condition,

ie.,
(3.4) if 1 <2, then Hp(Z,u, (), 1) < Hp (T, un (), p2).
Denote the time step as At. Then the backward Euler time discretization gives
u® — unfl . .
(3.5) Ty (@ wl(E),wl) =0.
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Here, the second variable in H is the value ul'(#;) at Z;, and the third variable w,
replaces ¢ in (3.2), indicating the dependence of the values w, at the surrounding
jumping points u, (Z; £ ;h). This notation clearly shows that H, is decreasing with
respect to the second variable while increasing with respect to the third variable.
Then u = (I — AtH,) *ul~1 := Jas pu"! can be solved as the solution wu, to the
discrete resolvent problem with f, = uﬁ_l

(36) Uh(fi) — AtHh(fi,uh(fi),uh) = fh(fl)

We first prove the nonexpansive property for the discrete solutions, which implies
the uniqueness of the solution to (3.5).

LEMMA 3.1. Let u, and v, be two solutions satisfying w, = Jarnf, and v, =
Jaengn. Then we have

(i) Monotonicity: if f, < g, then u, <wv,;

(ii) Nonezxpansive:

(3.7) [wn = illoc < s = Gulloo-

Proof. First, denote # as a maximum point such that max(u, — v,) =
(uy, — v,)(Z). Here, without loss of generality, we assume the maximum is attained,;
otherwise, the proof is still true by passing to a limit. Then

(= 0)(T7) = % | OF(77)et [(w, — 0) (& + Fjh) — (w, —0,) (7))

j=1,2—7;h>0
+ (fu — 9u) ()
(3.8) < (fu — 9u)(7),

where &;,£! are some constants from the mean value theorem. This immediately gives
(3.9) max(u, — v,) <max(f, — gy)-

Then if f, <g,, we have u, <wv,, which concludes (i). Notice also the identity

(3.10)
[t = i [loo = max{max(u, — v, ), max(v, —w,)} < max{max(f, - gu), max(f, — gu)}
= ||fh - thOO7
which concludes (ii). O

The property (ii) shows that the resolvent Ja; , = (I — AtH,)~! is nonexpansive.
Thus, we also obtain that —H,, is an accretive operator on £>°(2,).

3.1.2. Existence and uniqueness of the backward Euler scheme via the
Perron method. We next prove the following lemma to ensure the existence and
uniqueness of a solution u! to (3.5), i.e., solving the resolvent problem (3.6). The
proof of this lemma follows the classical Perron method and the observation that a
constant is always a solution to (1.3).
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LEMMA 3.2. Let A > 0. Assume there exist constants Ky = sup, f(Z;) and
K, :=inf; f(Z;). Then there erists a unique solution w, to

(311) Uh({fl) — )\Hh(fi, Uh(fi), Uh) = f(.’fz), r; € Q,.
We also have K,, <u, < K.

Proof. Step 1. We define a discrete subsolution u, to (3.11) as
(3.12) uh(fi) — )\Hh(fi,uh(fi),uh) < f(fz), Z; € Q.

Since H, satisfies the monotone scheme condition (3.4), we can directly verify that the
above discrete subsolution definition is consistent with the viscosity subsolution; see
the definition in Appendix A.3. Supersolution is defined by reversing the inequality.

Based on this definition, we can directly verify that K, is a supersolution while
K,, is a subsolution. Denote

(3.13) F:={v; wvis a subsolution to (3.11), v < Ky }.

Since K, € F, F #0.
Step 2. Define

(3.14) uy, (%;) :=sup{v,(Z;); v € F}.

We will prove that w,(Z;) is a subsolution. It is obvious that u, > K,,. Since 2, is
countable, by the diagonal argument, there exists a subsequence vy € F such that
for any &;, vg(%;) — u,(Z;) as k — +oo. Then, from the continuity of H,, for each
Z; € ), taking k — +o00, we have

(315) uh(fi) - AHh(fiﬂuh(fi)auh) < f(fz)

Step 3. We now prove that u, is also a supersolution. If not, there exists a point
x* such that

(3.16) up (%) — AH, (2%, uy (27),u,) < f(z¥).

*

First, if w,(z*) = Kz, then from the definition of u,, z* is a maximal point for
uy,. Then Hy(x*,u,(z*),u,) <0, which contradicts with f < K.

Therefore, we know that u,(x*) < Kjs. There exists € >0 such that u,(z*) + €<
K)s. Define

u,(x*) + €, Ti=x*;
uy, (%) otherwise.

(3.17) v, (%) == {
For Z; = «*, from (3.16), by the continuity of H,,, taking ¢ small enough, we have
(3.18) up (%) + € = AH, (2", up (27) + €, u,) < f(z7).

For Z; # x*, since u, < v, from (3.15) and the monotone condition (3.4), we have

(319) Uh(fi) — )\Hh(fi,'l}h(.’fi),’l)h) S uh(fz) — )\Hh(fi7uh(fi),uh) S f(fl)

Therefore, v, € F is a subsolution that is strictly larger than w,. This is a contradic-
tion. In summary, u, constructed in (3.14) is a solution. Uniqueness is directly from
the construction in (3.14). d
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_3.1.3. Construct barriers to control the polynomial growth of intensity
<I’Jj.: (€;). Below, under a slight assumption of the conservation of total mass, we
provide more contraction estimates on the solution to (3.11).

Assume there exists a componentwise positive mass vector m such that (2.2)
holds. Under the mass balance assumption (2.2), for m; = min_, m;, we have

(3.20) ma||Z|| <ma||E] <2< || F], FeRY,

where ||| = /23 + -+ 2%, and ||Z]|; =3, x;. In fact, since z; >0 and m; > 0, we

have [|Z]] < ||Z||x and mq||Z||y < Z.

PROPOSITION 3.3. Let f € £ be the right-hand side in the resolvent problem
(3.11). Assume there exists positive m satisfying (2.2). Define

(3.21) fm(r):=  inf  f(@), fu(r):= sup  f(Z)
|2 >, & et || >3 €05
Define
(3.22)
7T 7. + mT; = +
Um(fz) = fm(HmH>a xzegh, UM(fz) = fM( ma )a x269h7
f(f’b)ﬂ ‘fl € Q}L\Qj3 f(fl ) :L_:Z € Qh\Qj
Then
(i) we have the estimate

(3.23) U (%3) < f(Z) <un(Z;) VI € Qy;
(ii) wm(Z;) and upr(Z;) are two stationary solutions to HIE

(3.24) H (%, um (%), um) =0, H(Z;,up(Z;),unr) =0;
(iii) we have the barrier estimates for the solution w, to (3.11)

(3.25) U () < up (%) < upr(5);

(iv) if f satisfies f = const for |Z;| > R and @; € Q;F, then w,(Z;) satisfies u, =

2 ] = 7 +
const for |Z;| > 5= and T € Q.

Proof. First, far(r) is decreasing in r while f,,(r) is increasing in r. Thus, to-
gether with (3.20), we know for 7; € Q;

(3.26) J(@) < fu(|25)) < (mmlfz) )
(3.27) @) > |7 > fn (m) .

Second, 7 satisfies (2.2) so we have

(3.28)

7% 4 i - mh . . L
TEELIR) —u (@), B and 4 e 0.
m 4
Thus from the definition of Hj, in (3.3), we conclude (ii).
Third, from the monotonicity (i) in Lemma 3.1 and (3.24), we know the compar-
ison U (Z;) < f(#;) < up (@) in (3.23) implies wp, (%) < uy(Z;) < upr(#;). Thus we
have conclusion (iii) and thus (iv). d
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3.2. Existence and uniqueness of semigroup solution to the backward
equation. Combining the existence results and barrier estimates in section 3.1, we
obtain the existence and uniqueness of the solution to the backward Euler scheme
(3.5). This, together with the nonexpansive property of the resolvent Ja;p =
I - AtHh)_l in Lemma 3.1, implies that —H, is a maximal accretive operator.
Precisely, we first use the one-point Alexandroff compactification QF =, U {oo} of
Q, [Kel55] to define the Banach space

(3.29) 0208 :={(un(Z;)) € £7°(Q); uy,(Z;) — const as |Z;| = oo}

and a subspace

(3.30)  £2°() == {(un(F;)) € £2°(2,); uy(F;) = const for |Z;| > R for some R > 0}.
Define

(3.31)
H,: D(H,) C2(Q2;) = 2(0);  (u(@))z,eq, = (Hu (T3 u(Ti), ul-)))z e

The abstract domain of H,, is not straightforward to characterize due to the polyno-
mial growth of &)ji(fz) in H,. However, for u, € £2°(Q2), the polynomial growth at
far field does not turn on because u, = const for large |Z;|. Hence, £°(Q}) C D(H,).
Since £2°(F) = £>°(§2}), we conclude that H), is densely defined. Thus, we obtain the
following theorem.

THEOREM 3.4. Let H, be the discrete Hamiltonian operator defined in (3.31).
Assume there exists a (componentwise) positive m satisfying (2.2). Let u® € £>°(QF);
then there exists a unique global solution w,(t,%;) € C([0,00);£>(£2F)) to (1.3), and
u,(t,@;) satisfies the following:

(i) contraction:

(3.32) inf w%(Z;) < inf w,(t, %) < sup u,(t,@;) < sup u’(%);
T,€Q ;€0 T, €Qp T, Q)

(ii) for all Z; € Q,, w,(-,Z;) € C*(0,+00);
(ili) moreover, if u® € £2°(QF), then u,(-,%;) € C0,+o00) for all T; € Qp,.

Proof. Assume u® € ¢*°(Q) = D(H,). Then fix At; from the existence and
uniqueness of the resolvent problem in Lemma 3.2 and the barrier estimate in
Proposition 3.3, we know for any f € £°°(€), there exists a unique solution w, €
£>°(2¥) to the resolvent problem

Uh(fi) - AtHh(fiauh(fi)vuh) = f(fl)

Hence we know H, (u,) € £*° () and thus u, € D(H},). This gives the maximality of
—Hj,. Besides, the accretivity of —H}, is given by the nonexpansive property of the
resolvent in Lemma 3.1.

Thus —H, is a maximal accretive operator on Banach space £*°(€); then by
Crandall and Liggett [CL71], there exists a unique global contraction C°-semigroup
solution w, (¢, %;) € C(]0, +00); £ (£2)) to (1.3),

(3.33) u,(t, ) = AHIEO(I — AtHh)_[ﬁ]uO =: Sy, 4u’.
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Here [#;] is the integer part of z7. The contraction (3.32) follows from the nonex-
pansive property of Ja¢, in Lemma 3.1. For any &; € €2, we have

(3.34) uy (6, Z;) — u(0, ;) :/0 H, (T, un(8s,2;),un(s))ds.

Therefore we conclude u,, (-, ;) € C*(0,+00) is the solution to (1.3). For u® € £3°(Q),
u® € D(H,), thus the C! regularity includes ¢ =0. 0

Remark 3.5. We remark that since the solution to (1.3) translated by a constant
is still a solution, the nonexpansive property for time-continuous monotone schemes
is equivalent to the monotonicity of the solution, as shown by Crandall and Tartar’s
lemma [CT80]. Precisely, given an initial data u?, denote the numerical solution
computed from the monotone scheme (1.3) as

(3.35) w(t,-) = Spw).

Then we know that S; is invariant under a translation by a constant, i.e., for any
constant ¢ and any function u, € £*°(£,),

(3.36) Si(uy + ¢) = Syuy, + c.

Moreover, this semigroup satisfies the following properties:
(i) monotonicity: if u, > v,, then Siu, > Siv,;
(ii) £°° nonexpansive:

(3.37) I1Stus, — Stvnlloo < |Jtn — il co-

Indeed, first, from the definition of S, if u, is a solution to (1.3), then w, + ¢ is also a
solution. Thus, (3.36) holds. Second, similar to (3.8), we have (ii). Then, by Crandall
and Tartar’s lemma [CT80], under (3.36), (i) is equivalent to (ii).

3.3. Existence, comparison principle, and exponential tightness of CME
for reversible case. In this section, under the assumption of a positive reversible
invariant measure m, satisfying (3.40), we focus on recovering the existence and ex-
ponential tightness of the CME from the backward equation.

3.3.1. CME reversibility condition. We first review the CME reversibility
condition. Since the jumping process with ¢, only distinguishes the same reaction
vector £, we rearrange all j such that /; = +¢ and define the grouped fluxes as

O (E):= > BF@+ Y B (F), (@)= D P (E)+ > I,

Jii=¢ Jij=—¢ §i;=€ Jij=—¢

Then the CME (2.7) can be recast as

(Et) = 3 (R na =60 = b on()

“‘w

(3.39) +

—£€h>0

1 o F S A ELN = .
i Z (<1>5 (7 + EWpu (7 + Eh,t) = BE@pu(@i 1)), T e Q.
+
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Again, %ph(@,t) =0 for 7; € Q,\Q;. Therefore, for any Z; and E, the reversibility
condition for the “effective stochastic process” means that the total forward proba-
bility steady flux from #; to &; + gh equals the total backward one. In other words,
for Z; € 4F and &; + £;h € O,

(3.40) (I’g (@ + &h)m, (2 + €h) = (bg_ (Z)m, (Z;)  VE.

We call this a reversible condition for CME, a.k.a., Markov chain detailed balance;
cf. [Jos15]. Tt is well known that under a chemical version of a constrained detail
balance condition, the invariant measure 7, is given by the product Poisson and the
limit of ¢:=(¥;) = —hlogm,(Z,) gives a convex viscosity solution to stationary HJE;
see, for example, [Whi86, Chapter. 7, Theorem 3.1, and equation (1) in section 7.4],
[ACK10, Theorem 4.5], [QG21, (7.30)], [GL22, section 3].

Under the reversible condition for CME (3.40), due to the flux grouping degen-
eracy brought by the same reaction vector, we no longer have an explicit invariant
distribution. In fact, in some nonequilibrium enzyme reactions that satisfy the re-
versible condition (3.40), the macroscopic energy landscape 1*° becomes nonconvex
with multiple minima [GL22, section 4]. These multiple stable states are known as
nonequilibrium steady states, or NESS, which were pioneered by Prigogine [Pri67].
Multiple steady states, nonzero steady state fluxes, and positive entropy production
rates at NESS are three distinguished features of nonequilibrium reactions.

In the following, we provide a rigorous proof for the existence and uniqueness of
the limiting energy landscape ¢*¢ under the reversible condition for CME (3.40).

3.3.2. Existence and comparison principle for reversible CME. In this
section, under the assumption that the CME satisfies the reversible condition (3.40),
we prove the existence and comparison principle for the solution to the CME (2.7).

LEMMA 3.6. Assume there exists a positive invariant measure m, > 0 in QF for
the CME (2.7), and 7, satisfies the reversible condition (3.40). Then, we have

Ph 7. +
oo {70 (2). oo
0, 7 € Q\Q;
Proof. Using (3.40), the right-hand side of CME (2.7) reads that for 7; € Q;f,

1 1 T RV Nt *gh,t) = pu(Tist)
—Qipn=— OF (T —Eh) 2 (7)) L
T thh h B Z 3 (I 5 ) ﬂ_h(fi) g (.’,E ) Wh(fi)
E#—Er>0
1 s o o) =y pu(T,T)
- O (% +Eh Lo f (7 .
+h_‘ 3 5(3" +§ ) W},(fz) 5( ) Wh(fi)
§,%;+h§20
(3.42) . . & .
€7i—En>0 m (% = €h) (@)
1 ~ . ,fi"‘_’hqt xf'ht 1
T > <I>§(:vi)<pl(q 54)—“(#,)):@}.(“). u|
e (@ +Eh) (&) o
DEFINITION 3.7. Given any 0 < { < oo, if there exists an Ry and hy such that
(3.43) sup Z (T, 1) < et Vh < hg,
0T 2 1> Ry et

then we say the sequence of process (X"(t)) is exponentially tight for each t € [0,T].
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Here we only consider Z; € Q;F because from (2.7), it is natural to take p, (Z;,0) =0
for Z; € O, \Q;", which remains 0 all the time for Z; € Q,\Q;". Notice that

(3.44) sup P(|X"(t)|> Ry) <P ( sup |X"(¢)| > Rg) .

te[0,T] te[0,T]
Hence the exponential tightness of (X"(¢)) for each t € [0,T] defined above is weaker
than the usual definition of the exponential compact containment condition for X",
i.e., for any ¢ < oo, there exist Ry and hg such that

~

(3.45) P ( sup | X" ()| > Rz) <e r Vh<hy;
te[0,T)

cf. [FK06, Theorem 4.4].

Then using Theorem 3.4, we obtain the existence and comparison principle for
u, = hlogw, and thus the solution w, to backward equation (2.21). We remark that
one can also directly prove the existence and comparison principle for (2.21) using
linear semigroup theory developed by Lumer and Phillips in 1961. Therefore, under
the detailed balance assumption of the invariant measure 7,, we have the following
corollary.

COROLLARY 3.8. Assume there exists a positive reversible invariant measure mw, >
0 in Q; to CME (2.7) such that (3.40) holds. We have
(i) there exists a unique global solution ph(fi,ot) =7, (Z;)u,(Z;,t) in QF, where u,
is the solution to (1.3) with initial data Z—’; in Qf;
(ii) if the initial density satisfies c1m, <p? < cam, in QF, then

(3.46) e <p,<com, in S

(iii) if m, is exponentially tight, then p, is also exponentially tight for any t.

Now we state a lemma which also ensures the exponential tightness as long as the
initial density is compact support.

LEMMA 3.9. Assume there exists (componently) positive m satisfying (2.2) and
the initial distribution p? has a compact support. Then X" is exponentially tight for
any t.

Proof. Under assumption (ii), then (3.20) holds. Using the mass balance vector
(2.2), multiplying SDE (1.1) by 1, we have

(3.47) X" (t)-m=X"(0)-m.
For X"(0) € Q;, we know X"(t) € Q;F and obtain
(3.48) ma [ X (@) < [|m[[[| X" (0)]  v¢=0

and thus the associated distribution P of X* has a compact support for any time ¢.
We obtain the exponential tightness of X"(¢) at each time ¢. d

Remark 3.10. For the chemical reaction detailed balance case (2.13), we know
¥, = —hlogm, — KL(Z||2®). Since KL(Z||Z®) is superlinear, we know for |Z;| > R> 1,
Z; € Q,T,

1 ‘
(3.49) i 2 5 KL(@||Z%) 2 |2
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Thus

(3.50) Z 6_% S/ e~ W <e 2

For any ¢ < oo, taking R = %Z, we obtain that 7, has exponential tightness and hence
by Corollary 3.8, the chemical process satisfies the exponential tightness for any t.

4. Thermodynamic limit of CME and backward equation in the HJE
forms. The comparison principle and nonexpansive properties for the monotone
schemes naturally bring up the concept of viscosity solutions to the corresponding
continuous HJE as h — 0; see Appendix A.3 for the definition of viscosity solutions.
Indeed, the monotone scheme approximation and the vanishing viscosity method are
two ways to construct a viscosity solution to HJE proposed by Crandall and Lions in
[CL83, CL&4].

In this section, we first study the existence of a USC viscosity solution to the
stationary HJE in the Barron—-Jensen sense; see Proposition 4.1. This relies on the
assumption of the existence of a positive reversible invariant measure m, for CME.
We point out that our reversible assumption (3.40) is slightly more general than the
commonly used chemical reaction detailed balance condition. Therefore, our invariant
measure includes some nonequilibrium enzyme reactions, and the stationary HJE so-
lution can be nonconvex, indicating a nonconvex energy landscape for nonequilibrium
reactions [GL22].

Second, we focus on the viscosity solution to the dynamic HJE (1.5). Fixing
At in the backward Euler scheme (3.5) and taking the limit A — 0, following Barles
and Perthame’s procedure, the USC envelope of the discrete HJE solution gives a
USC subsolution to HJE, which automatically inherits the “no reaction” boundary
condition from (3.5). The proof still relies on the monotonicity and nonexpansive
property of the monotone schemes. Thanks to the conservation of mass, we use some
mass functions f(m - &) to construct barriers to control the polynomial growth of
coefficients in the Hamiltonian. Then, by the comparison principle, we obtain the
viscosity solution to the continuous resolvent problem. Next, taking At — 0, thanks
to Crandall and Liggett’s construction of a nonlinear contraction semigroup solution
[CL71], we finally obtain a unique viscosity solution to the HJE as a large size limit
of the backward equation; see Theorem 4.8.

=

&

4.1. Stationary HJE and convergence from the mesoscopic reversible
invariant measure. The stationary solution to the HJE, H(V?*(Z),Z) =0, can be
used to compute the energy landscape guiding the chemical reaction, to decompose
the RRE to dissipative and conservative parts, and to compute the associated energy
barrier of transition paths; see [GLLL23, GL22]. However, 1% is usually challenging to
compute and is nonunique. Indeed, the structure of the chemical reaction network can
only be revealed through the global energy landscape obtained from the large deviation
rate function for the invariant measure. In this section, we assume the existence of
an invariant measure for the mesoscopic CME (2.7) satisfying the reversible condition
(3.40) and then use it to obtain convergence to the stationary solution of the HJE.

Under the assumption of the existence of a positive reversible invariant measure,
we now prove that this invariant measure converges to a Barron—Jensen USC viscosity
solution.

As in (2.15), we change the variable in the CME to 1:(Z;) such that

Th (fz) = e_wlsls(fi)/h.
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Then the reversible condition for CME (3.40) becomes, for 7; € Q7 and 7; —&—éh e,

~ - PP (&) =S (&;+7; h) ~ -
(4.1) D (75 + & h)e z = @Z(@) VE.
The solvability follows from the assumption that 7w exists and satisfies the reversible
condition for CME (3.40).

Let ¥, (Z;), Z; € Q;F, be the solution to (4.1). Take some continuous function ()
in the domain RYV\RY . Define the extension of ¥, in Q,\Q" as

(4.2) V(i) = (7)), T e\
Denote its USC envelope as
(4.3) P(F):= limsup ¥, (7).

h—01+,2;, =T
Similarly, we use the lower semicontinuous (LSC) envelope to construct a supersolu-

tion

(4.4) (%)= liminf (7).

- h—0+,Z; =T

The next proposition states that, after taking the large size limit A — 0 from a
reversible invariant measure, we can obtain a USC viscosity solution to the stationary
HJE in the sense of Barron and Jensen [BJ90, Definition 3.1].

PROPOSITION 4.1. Let 1,(Z;) be a solution to (4.1) with a continuous extension
(4.2). Then, as h — 0, the USC envelope ¥(Z) is a USC wiscosity solution to the
stationary HJE in the Barron—Jensen sense. That is, for any smooth test function o,
if ¥ — ¢ has a local maximum at Ty, then

(4.5) H(Vp(Zo),Zo) = 0.

Proof.  Step 1. For any smooth test function ¢, let x* be a strict local maximal
of 1) — ¢. Denote ¢y :=max; |;|. Then for some r, there exists ¢ > 0 such that

(4.6) (@) — p(x0) 29 (x) — p(2) + clz — z0f?,  x € B(ao,r).
Then taking ¢ large enough, as proved by Barles and Souganidis in [BS91, Theorem
2.1], there exists a sequence {¢,} with z being the maximum point of 9, — ¢ in
B(x", coh) and it satisfies
(4.7) all = xo,  pu(al) = (o).

Step 2. Since 1, is the discrete solution to (4.1),

Y (&) = ¥R (@i +E;h) N
h

(4.8) O (F; + & h)e =df (&) Ve

Since for @ € B(z",coh), we have

(4.9) () — p(al) > (@) — p(),
thus v, (2) — 1, (2) > (@) — p(z). Thus replacing 1, by ¢ in (4.8) yields

*

o) ol +E;n) -
h

(4.10) O (ah +Eh)e <o (ah) VE
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On the other hand, v, also satisfies

~ - Y1 (F) —¥p (8 —E;h) ~
h

(4.11) OF(F — h)e =d, (&) V¢

due to (4.1). Hence, as in (4.9), using ¥, (z") — 1, (z) > o(2) — p(z), replacing 1, by
¢ in (4.11) yields

el —p@h—&;n) o
h

(4.12) Of (ah — gh)e <&, (al) VE.

Then talking limit & — 0 in (4.10) and (4.12) implies
(4.13) By (wo)e™ VP =B (aq). o

Remark 4.2. This notion of a USC viscosity solution was first proposed by Barron
and Jensen [BJ90]. They proved the uniqueness of the solution in this new notion for
evolutionary problems. However, the uniqueness of the solution in this new notion
for the stationary problem was left as an open problem. On the other hand, if this
USC viscosity solution can be proved to be continuous, then by [BJ90, Theorem
2.3], this USC viscosity solution is indeed the viscosity solution in the sense of the
Crandall-Lions viscosity solution [CL83].

Remark 4.3. We point out that the assumption of the reversibility of 7, includes
both the chemical reaction detailed balance case and some nonequilibrium enzyme
reactions [GL22], where the energy landscape is proved to be the USC viscosity so-
lution to the stationary HJE in the Barron—Jensen sense (see Proposition 4.1). The
resulting energy landscape is nonconvex with multiple steady states, indicating three
key features of nonequilibrium reactions: multiple steady states, nonzero flux, and a
positive entropy production rate at the NESS, as advocated by Progogine [Pri67].

Remark 4.4. In the chemical reaction detailed balance case (2.13), one has a closed
formula for the unique invariant measure 7, given by the product Poisson distribution.
However, for the corresponding macroscopic stationary HJE H (Vs (%), Z) = 0, we
still do not have the uniqueness of the viscosity solution since a constant is always a
solution. This means a selection principle such as the weak KAM solution needs to be
used to identify a unique solution; see [GL23] for the drift-diffusion case. We believe
this selection principle shall be consistent with the physically meaningful stationary
solution, which is constructed by the limit of the invariant measure m, for the CME
as shown in Proposition 4.1. We leave this deep question for future study.

4.2. Convergence of backward equation to viscosity solution of HJE.
Define the Banach space

(4.14) C(RN*) := {u € C(RY); u(F) — const as |Z| — +o0},

where RV* =RY U {oo} is the one-point Alexandroff compactification of RY [Kel55].
In this section, we will follow the framework of Crandall and Lions [CL83] and Feng
and Kurtz [FKO06] to first prove that the Hamiltonian, regarded as an operator on
the Banach space C(R"*), is an m-accretive operator and then obtain the dynamic
solution of HJE as a nonlinear semigroup contraction generated by H.

To overcome the polynomial growth of the coefficients in the Hamiltonian H, we
further define a subspace of C(RV*) as

(4.15) C.(RN*) := {u € C(RM*); u = const for |Z] > R for some R}.
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Recalling the Hamiltonian H(Vu(Z),Z) in (2.18), we define the operator
(4.16) H:D(H)cC C(RY*) — C(RN*) such that u(Z) — H(Vu(Z),7).

The maximality of H such that ran(I — AtH) = C(RN*) requires finding a classical
solution to the HJE, which is generally difficult. This is because (i) the solution to
the HJE does not have enough regularity; (ii) due to the polynomial growth of the
coefficients in the Hamiltonian, we cannot find a solution in commonly used spaces,
such as Cp(RY).

Instead, we will use the notion of viscosity solution to extend the domain of H
so that the maximality of H in the sense of viscosity solution is easy to obtain as
the limit of the backward Euler approximation when h — 0. We refer to section A.3
for the definition of viscosity solutions. Additionally, we need to construct a C(RV*)
solution as a limit of a C.(R™*) viscosity solution obtained above.

Precisely, in the first step, following [CL83] and [FKO06], we define the viscosity
extension of H as

(4.17) Hy : D(Hy) C Co(RN*) = Co(RY)

satisfying .
(i) w € D(Hy) C C.(RV*) if and only if there exists f € C.(RV*) such that the
resolvent problem

w(@) — AtH(Vu(), 7) = f(7)

has a unique viscosity solution u € C, (RN*);
(ii) for uwe€ D(Hy), Hy(u) := % for such an f(Z) in (i).

In other words, the domain D(f[ 1) is defined as the range of the resolvent operator
(4.18) Jae = (I — AtHy)™L.

Since the resolvent problem holding in the classical sense implies that the resolvent
problem has a viscosity solution, we can regard H, as an extension of H. We will
prove later in Proposition 4.6 the existence and comparison principle for the resolvent
problem in C,(RV*) above. We remark that the domain D(H;) characterized in (i)
does not depend on the value of At < oco. Indeed, if u € D(f[l) such that uy —
H(Vuy(z),x) = f1 has a viscosity solution u; € C.(R¥*) for some f; € C.(RV*), then
ug — AtH (Vug(zx),x) = fo also has a viscosity solution with fo = Atf; + (1 — At)uy €
Co(RN*).

Next, we extend C.(RV*) to the Banach space C(RV*). Notice that C.(RV*) is
dense in C'(RY*). For any f € C(R™*), there exists a Cauchy sequence f, € C,(RV*)
such that ||fx — flloo — 0. Then, from the comparison principle of the resolvent
problem in C.(RY*) [BD*97, Theorem 5.1.3, p. 293], we know that the corresponding
viscosity solutions up € C.(R™*) of the resolvent problem with f; form a Cauchy
sequence in C(RV*). Let u be the limit of ug in C(R™*). This limit is independent
of the choice of the Cauchy sequence. Thus, we further define the viscosity extension
of H as

(4.19) H:D(H)c C(RY*) = C(RN*)

satisfying
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(i) u € D(H) c C(RV*) if and only if there exists f € C(RN*) such that the
resolvent problem

w(@) — AtH(Vu(Z), T) = f(T)

has a unique viscosity solution u € C (RN*);
(ii) for we D(H), H(u):= “Tj for such an f(Z) in (i).
Below, we show that the abstract domain D(H) above indeed includes a large

subspace.

LEMMA 4.5. We have the following inclusions:

(4.20) CHRN*Yc D(H)c D(H,) c D(H);

ll-lleo |l

(4.21) CRYN)=DE)"~ = D) =D(A)

Proof. First, based on the definition of D(H), it is obvious that D(H) C D(H),
because for u such that H(Vu(Z),Z) € C(RYN*) holds in the classical sense, it implies
that there exists f € C(RY*) such that (I — AtH)u = f holds in the viscosity solution
sense. Also, D(H,) C D(H) is obvious because if there exists f € C,(RN*) c C(RN*),
then we have a viscosity solution u € C,.(RV*) C C(RN*).

Second, for u € C}(RV*), Vu = 0 outside a ball B,.. Thus, H(Vu(Z), ) is bounded
for ¥ € B,., while H(Vu(Z),%) = 0 outside B,. Hence, H(Vu(%),7) € C.(RV*) and
u € D(H). So we conclude (4.20).

Third, since C.(RV*) C C(RY¥*) and C(RY*) is a closed space, we have C(RN*) =

“‘oo

ci®™ = cpE) " c o®N, 0
In the next subsection, we construct a viscosity solution to the resolvent problem
(4.22) w=Jaf with Ja=(I—AtH)™L.

This solvability in the viscosity solution sense gives the maximality of H.
Then the nonexpansive property of Ja; can be shown after taking the limit from
the nonexpansive property of the discrete resolvent Jay  proved in Lemma 3.1.

4.2.1. Barles—Perthame procedure of convergence to viscosity solution
as h — 0. In this section, we first fix At and take h — 0 to construct a viscosity
solution to the backward Euler problem

(4.23) (I — AtH)u™(Z) =u"" (%), TeRV.
For easy presentation, this reduces to solving the following resolvent equation:
(4.24) (I — AtH)u(Z) = f(Z), TeRY.

The following proposition follows the Barles—Perthame procedure [BP87] to use the
USC envelope of the numerical approximation to construct a subsolution to (4.23).
Let uy, (Z;), Z; € Qy, be the solution to (3.11), and define

(4.25) a(Z) == limsup wu,(Z;).

h—0+,2;, =%
Similarly, we use the LSC envelope to construct a supersolution

(4.26) w(Z):= liminf w,(Z;).

- h—0+,2; =7

We denote the set of USC functions on RY as USC(RY).
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Below, we impose the local Lipschitz continuity condition for @f(f), 7 e RV,
after zero extension. This condition is to guarantee the comparison principle for
the viscosity sub/supersolution constructed in the following proposition. We remark
that this local Lipschitz continuity condition can be weakened, but the comparison
principle requires more estimates; see [DFL11, KM20]. Similar assumptions on the
vanishing rate of fluxes near the boundary are studied for the sample path large
deviation principle [AAPR21].

PROPOSITION 4.6. Let u,(Z;) be a solution to (3.11) with f € (32. Assume
@;t(fﬁ 7 € RY, after zero extension, is local Lipschitz continuous. Assume there
exists (componently) positive m satisfying (2.2). Then as h — 0, the USC envelope
a(Z) is a subsolution to (4.23). The LSC envelope u(Z) is a supersolution to (4.23).
Furthermore, from the comparison principle,

(4.27) u(@)=u=u=_lim u,(%)e C.(R"").

h—0,Z; =%

Proof. Step 1. From the barrier estimates in Proposition 3.3, we know u, (Z;) = ¢
for |#;| > R for some R >0 and for some constant ¢g. Thus

(4.28) (%) =u(¥) =co for |7;| > R.

Step 2. For any test function ¢, let z¢ be a strict local maximal of @ — ¢. Denote
o :=max; |;|. Then for some r, there exists ¢ > 0 such that

(4.29) a(zo) — o(z0) > u(x) — (x) + c|lr — 20|?, € B(zo,7).

Then taking ¢ large enough, as proved by Barles and Souganidis in [BS91, Theorem
2.1], there exists a sequence {u,} with mf,} being the maximum point of u, — ¢ in
B(2" coh) and it satisfies

(4.30) 2l = o, uy(xl) = (o).
Step 3. Since u, is the discrete solution to (3.11),
(4.31) uh(ajil) - )\Hlx@fa uh(xf),uh) = f(xil)
Since for = € B(x", coh), we have
(4.32) un () = p(al) > u(2) — p(2),
s0 uy () — uy (z") < p(x) — p(x). Thus replacing u, by ¢ in (4.31), we have
(4.33) H, (2 uy (2}), w,) < Hy (0 (2l), ).
Thus taking limit h — 0,
(4.34) u(zo) — AH (w0, Vip(z0)) < f(20).

Step 4. Similarly, we can prove the LSC envelope u is a supersolution. Then by
the comparison principle of (4.23) in a ball B [BD'97, Theorem 5.1.3, p. 293], we
have © <wu and thus

(4.35) w(@)=lim  u,(Z;)

h—0,%; —T

is the unique viscosity solution to (4.23). d
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COROLLARY 4.7. Assume <I>ji(f), Z RN, after zero extension, is local Lipschitz
continuous. Assume there exists (componentwise) positive m satisfying (2.2).

(i) Let f € C.(RN*); then the limit solution u(%) € C.(R™N*) obtained in Propo-
sition 4.6 is the unique viscosity solution to (4.23).

(ii) Let uy and ug be viscosity solutions to (4.23) in (i) corresponding to f1 and
fa- Then |luy — uslloo < || f1 = falloo-

(iii) Let f € C(RN*); then there exists a unique viscosity solution to (4.23) u €
C(RN*) which satisfies the nonexpansive property. In other words, Ran(I +
AtH) = C(RV*).

Proof. First, (i) is directly from Proposition 4.6.

Second, taking limit h — 0 preserves the nonexpansive property of Ja;. Indeed,
assume u; and ug are two solutions to the resolvent problem (4.23) with f; (&), f2(%),
respectively. Then denoting f1(%;) := f1(%:), f2(Z;) := f2(;), the associated discrete

solutions u}(#;) and u}(&;), by Lemma 3.1, satisfy

(4.36) lud () =5 (Y le= S FC) = f3 e

Then taking limit A — 0 implies
(4.37) lur —uz|| e < lim [luf —ublee < lm [|f7 = f3[le= = [ /1 — foll L=
h—0 h—0

This implies the monotonicity as in Lemma 3.1.

Third, notice C.(RY*) is dense in C(RV*). For any f € C(R"*), there exists a
Cauchy sequence f;, € C.(R™*) such that ||fx — f|loc — 0. Then from the last step,
we know the corresponding viscosity solutions uy, € C.(RV*) of the resolvent problem
with f; are also a Cauchy sequence in C'(R™V*). Take u = limy_, ;o ux as the limit of
ug, in C(RY*). The nonexpansive property is still maintained as in the last step. O

4.2.2. At — 0 converges to the semigroup solution. Now we follow the
framework in [CL83, FKO06] to obtain a strongly continuous nonlinear semigroup so-
lution u(Z,t) to HJE. It is indeed a viscosity solution to the original dynamic HJE
[CL83, FK06]. Given any ¢ >0, denote [#;] as the integer part of ;. We next prove
the convergence from the discrete solution of the backward Euler scheme (3.5) to the
viscosity solution of HJE (1.5).

THEOREM 4.8. Assume <I> (%), € RY, after zero extension, is local Lipschitz
continuous. Assume there emsts (componentwise) positive M satisfying (2.2). Given
any t >0 and At > 0, let u)(Z;),%; € Q,n =1,. [ﬁt] be a solution to (3.5) with
initial data u)(T;) € £°(Q)). Assume for any & € RY, u%(F) = limg, 7 u; (%) and
u® € C.(RN*). Let H: D(H) C C(RN*) — C(RN*) be the viscosity extension of H
defined in (4.17). Then as h— 0, At — 0, we know

(4.38)

o) = fim, (1= 808)/20) = i, (1 - a0 /4%2 ) € O™

This is the unique viscosity solution to HJE (1.5).

Proof. First, take u® € C.(RV*), fix At, and denote the solution to resolvent
problem (4.24) as ul(&;) satisfying

(4.39) (I = ALH, Ju, (73) = up () € €2 ().
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Then by Proposition 4.6, since u’ (%) = limgz, ,z u’(%;) € C.(RN*), we know as h — 0,

h
u' € C.(RNV*) is a viscosity solution to the continuous resolvent problem

(4.40) (I — AtH)u'(Z;) = u(Z).
In the resolvent form, we have

(4.41) ul = (I — AtH) '’ = lim (1 — AH,) M € C.(RY).
—

Repeating [ﬁ] =:n times, we conclude that for any # and &; — Z as h — 0,

(4.42) (@)= ((1 AtH)~t/A 0)( 7) = lim ((1 AtH,)" t/At]uh) ()

h—0
= lim ul(&;) € C.(RN™).
h—0

Second, the nonexpansive property and the maximality of —H in C (RN *) are proved
in Corollary 4.7. Thus we conclude —H is an m-accretive operator on C (RN*). From

llll o
inclusion (4.21) in Lemma 4.5, we know u’ € C(RV*) C D(H) ; then by the
Crandall-Liggett nonlinear semigroup theory [CL71], H generates a strongly contin-
uous nonexpansive semigroup

(4.43) u(Z,t) = AI%I—I}O(I — AtH)T/A0 = S(4)uP,
which is the solution to HJE (1.5). ad

5. Short time classical solution and error estimate. In this section, we give
error estimates between the discrete solution of monotone scheme (1.3) (i.e., discrete
nonlinear semigroup) and the classical solution of HJE for a short time.

Notice the chemical flux has a polynomial growth at the far field so usual methods
for error estimates do not work. However, we observe that for special initial data
u® € CL(RN*), the dynamic classical solution u still belongs to C}(RM*) for a short
time. This can be seen from the characteristic method for a short time classical
solution. Starting from any initial data (£(0),5(0)), construct the bicharacteristics
Z(t),p(t) for HIE

7=V,H(p.), ©(0)=y,
P=—V.H(p,7), p(0)=Vo(Zo),

up to some T > 0 such that the characteristics exist uniquely. Then following along
characteristics, with p(t) = V,u(Z(t),t), we know z(t) = u(Z(t),t) satisfies

(5.1)

(5.2)  2=Vu(@(),t)- &+ du(E(t),t) = §- VuH (5, 7) + H(p,T), 2(0) =uo (o).
(

Hence after solving (5.1), we can solve for z(t) = u(Z(t),t).

Since u® € C}(RN*), we know for |Zy| > 1, pp =0. Then as long as the bicharac-
teristic is unique up to T', =0 due to VwH(G, Z) =0. This, together with (5.2) and
H(0,%) =0, implies 2=0 up to 7. Thus we conclude

(5.3) u(Z,t) = const for |Z] > 1.

Recall At is the time step and the size of a container for chemical reactions is
%. Next, based on the above observation, we give the error estimate for initial data
0 1N+
u’ e C (RY*).
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PROPOSITION 5.1. Assume (I>j[ (%), ¥ € RN, after zero extension, is locally Lip-
schitz continuous. Let T >0 be the mazimal time such that bicharacteristic Z(t),p(t)
for HIE ezists uniquely. Given any initial data u® for the backward equation (1.3),
assume there exists u® such that ||u? — u®||o < Ch. Then we have

(i) the error estimate between the backward Euler scheme solution u'(Z;) to (3.5)

and the classical solution u(Z,t") to HJE (1.5)

(5-4) Juf = u(,t") oo < C(T + 1)(AL + h);

(ii) the error estimate between the monotone scheme solution w,(Z;,t) to (1.3)
and the classical solution u(Z,t) to HJE (1.5)

(5.5) un(t) —u(,t)[o <Ch VO<t<T.

Proof. Let T be the maximal time such that bicharacteristic Z(t),p(t) for HJE
exists uniquely, and thus from the uniqueness of solution to HJE, the viscosity solution
obtained in Theorem 4.8 is the unique classical solution. Then from analysis for (5.3),
u is constant outside Bg.

(i) We perform the truncation error estimate for u(Z,t) € C?. By Taylor expan-
sion, plugging u(&,t") into the resolvent problem, we have

(5.6) w(Z,t") — AtH(Z, Vu(Z, ")) = w(Z, ") + O(At?).

Then we further plug u(#;,t") into the discrete resolvent problem. Since H = 0 for
Z € B%, the polynomial growth outside Br does not affect the truncation error and
thus

(5.7) u(Ti, t") — AtH,,(Fi, V(T t")) = u(@, ") + O(AE? + hAt).

(ii) We perform an error estimate using the nonexpansive property for the discrete
resolvent in Lemma 3.1. Recall the numerical solution obtained in backward Euler
scheme

(58) uﬁ(a’c}) — AtHh(fi,uf(fi),uf) = uf_l(fz)
Then by Lemma 3.1, we have

(5.9) [luy = u(,t")loo < flup ™ = u(,t"")|loo + CAL(AE + h)
<o < — (-, 0)]|oo + CRAL(AL + h) < O(T + 1)(At + h).

Notice this is linear growth in time. Changing the above resolvent problem to the
original CME in the HJE form (1.3), we have the first-order convergence

(5.10) s (-, 8) — u(- )] oe SCh VO<t<T. O

Under the observation of the finite time propagation of support (5.3), the error
estimates for monotone schemes to classical solutions of HJE are standard; see the
abstract theorem in [Sou85]. We remark that if the solution to HJE (1.5) loses the
regularity and becomes only locally Lipschitz, then the convergence rate in terms of
h can be at most h2; cf. [CL84, Waa08, Sou85].
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6. Application to large deviation principle for chemical reactions at
single time. In previous sections, we proved the convergence from the solution to
the monotone scheme (1.3), i.e., Varadhan’s nonlinear semigroup (1.4), to the global
viscosity solution to HJE (1.5). In this section, we discuss some straightforward
applications of this convergence result, particularly the large deviation principle and
the law of large numbers at a single time.

First, we will discuss the exponential tightness of the large size process X" at
single times. Then, using the Lax—Oleinik semigroup representation for first-order
HJE, the convergence result in Theorem 4.8 implies the convergence from Varadhan’s
discrete nonlinear semigroup to the continuous Lax—Oleinik semigroup. Therefore,
together with the exponential tightness, we obtain the large deviation principle at a
single time point in Theorem 6.3. As long as one can prove the exponential tightness
in Skorokhod space D([0,T7;€,), by using [FK06, Theorem 4.28], the large deviation
principle for finite many time points will lead to the sample path large deviation
principle for the chemical reaction process X". We leave the exponential tightness in
Skorokhod space D([0,T];€,) to future study. The exponential tightness for (X"())
in path space was proved in [ADE18, Lemma 2.1] under the assumption that there
exists a growth estimate for a Lyapunov function. For a finite states continuous time
Markov chain, the exponential tightness for (X®(-)) in path space was proved by
[MRP14].

Second, the large deviation principle also implies the mean-field limit of the CME
(2.7) is the RRE (1.2), but with a more explicit rate of the concentration of measures.
The mean-field limit of the CME for chemical reactions was first proved by Kurtz
[Kur70, Kur71]. Recent results in [MM20] prove the evolutionary I'-convergence from
CME to the Liouville equation corresponding to RRE under the detailed balance
assumption.

6.1. Large deviation principle for chemical reaction at single times. In
this section, we prove the large deviation principle of the random variable X"(t) at
each time.

DEFINITION 6.1. Let X" be the large size process defined in (1.1) and X"(0) =
Zy € RY. Assume &y — Ty € RY . Then at each time t, we say the random variable
X'"(t) satisfies the large deviation principle in RY with a good rate function I(i; Zo,t)
defined in (1.6) if for any open set O CRY, it holds that

(6.1) liminf hlog Pz {X"(t) € O} > — inf I(¥; Zo,t),
h—0 0 geO

and for any closed set C C Rf, it holds that

(6.2) limsup hlog Pz {X"(t) € C} < — ingl(gj’; Zo,t).
ye

h—0

Here I(¥;Zo,t) is a good rate function that means the sublevel set {3 € RY; I(if; %o, t) <
L} is compact for any €. This sublevel set compactness automatically implies I is LSC.

From the theory of the Hamilton—Jacobi equation (or the deterministic optimal
control formulation), it is well-known that the viscosity solution to first-order HJE
can be expressed as the Lax—Oleinik semigroup; cf. [Tra2l, Theorem 2.22], [Eva08].

LEMMA 6.2 (Lax—Oleinik semigroup). Assume <I>;-IE (%), € RN, after zero exten-
sion, is locally Lipschitz continuous. The viscosity solution uw(Z,t) to HJE (1.5) can
be represented as the Laz—Oleinik semigroup, i.e., (1.6),
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(63) wld.t) =swp (uo(d) ~ IG2.0). TGa= inf [ 160

where L(8,Z) is the convex conjugate of H(p,T).

We can directly verify the following semigroup property for the Lax—Oleinik rep-
resentation for viscosity solution (1.6):

(6.4) u(,t) =sup (u(y,t —7) = I(¢; 7,7)), 0<7<t.
7

This is also known as the dynamic programming principle.

THEOREM 6.3. Assume <I)Ji (%), ¥ € RN, after zero extension, is locally Lipschitz
continuous. Assume there exists (componentwise) positive m satisfying (2.2). Let
X"0) = Ty — Zo in RY. Then the chemical reaction process X"(t) at each time
t satisfies the large deviation principle with a good rate function I(y;Zo,t) as in
Definition 6.1.

Proof. First, the exponential tightness of the process X" is essential for large
deviation analysis. Using Lemma 3.9, the existence of positive 7t and the fixed initial
position X"(0) ensure that X" is exponentially tight for any ¢.

Second, from Varadhan’s lemma [Var66] on the necessary condition of the large
deviation principle and Bryc’s theorem [Bry90] on the sufficient condition, we know
X" satisfies the large deviation principle with a good rate function I(y) if and only if
for any bounded continuous function ug(Z),

ug(xhe
(6.5) lim hlogE” <60(Xh o > = u(Z,t) = sup (uo(y) — I(y; z,1)).
—0 y
Then we show (6.5) holds. From the WKB reformulation for the backward equa-
tion (2.28)
. ug (XP)
u, (%, t) = hlogw, (%;,t) = hlog E* (e F ) ,

we show below the pointwise convergence for any ¢ € [0, T,

ug(xh)

(6.6) lim hlog E® (e 2 > = u(Z,t).
h—0

For any ¢ € [0,T], € > 0, from Theorem 4.8, we know there exists Aty such
that for any At < Atg, n = [t/At], the estimate between the solution u(Z,t) to
HJE and the solution u"(Z) to the backward Euler approximation (4.23) satisfies
|u(-,t) —u™(:)||pe < %e. For this u”(Z), at any fixed £ € RY, from (4.42), there exists
hg such that for any h < hg, the solution u]"(#;) to the discrete (3.5) converges to u"(Z)
pointwise. That is to say, there exists hg such that for h < ho, |[u™(Z) — u?(Z;)| < 1e.
From the convergence of the backward Euler scheme (3.5) to the ODE system (1.2)
in (3.33), we obtain another e and hence (6.6) holds.

Meanwhile, u(z,t) has the Lax—Oleinik semigroup representation (1.6). Hence we

conclude (6.5). 0

As a consequence of the above large deviation principle, we state below the law
of large numbers that gives the mean-field limit ODE (1.2).
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COROLLARY 6.4. Assume (I)j[ (%), € RV, after zero extension, is locally Lipschitz
continuous. Assume there exists (componentwise) positive m satisfying (2.2). Let
X"(0) =2y — Tp in RY. Let @*(t) be the solution to RRE (1.2). Then #*(t) is the
mean-field limit path in the sense that the weak law of large numbers for process X"(t)
holds at any time t. Moreover, for any t >0, for any € > 0, there exists hg > 0 such
that if h < hg, then

where (e, t) = inf|g_g«(4)>c I(7; Z,1) > 0.

The proof for the mean-field limit of X"(¢) was given by Kurtz [Kur71]. Here
we use the large deviation principle at single time ¢ to illustrate that large deviation
principle implies the law of large numbers after the concentration of measure and
gives the exponential rate of that concentration. This can be seen via the verification
method.

First, we know Z*(¢) is the solution to RRE (1.2) if and only if the action cost is
zero I(y;xo,t) = 0; see section A.2.

Second, we choose any bounded continuous function ug in (6.5) such that at
time ¢, ug(£*(t)) = argmax, ug(z). Then (6.5) becomes limy_,o hlog E(e“O(Xh(t))/h) =
uo(@*(t)). This is to say X"(t) concentrates at £*(t). Thus the concentration rate
near a tube of Z* is directly given by the obtained rate function I(%;&,t).

We remark that the sample path large deviation principle for {X"(¢)} is more
significant for studying the transition path theory and the proof is more involved;
see Agazzi, Dembo, and Eckmann [ADE18]. We state the definition of the sample
path large deviation principle in section A.4 and show it covers the single time large
deviation principle in Theorem 6.3.

Appendix A. Terminologies for macroscopic RRE, LDP, and viscosity
solutions. In this appendix, we review some known terminologies for the large size
limiting RRE (1.2) and collect some preliminary results/concepts for the detailed
balanced RRE system and the associated Hamiltonian. We also give the definition
for viscosity solutions and LDP for completeness.

A.1. The macroscopic RRE and equilibrium. The M x N matrix v :=
(vje) = (Vj} - V;Q)J' =1,....,M,¢=1,...,N, is called the Wegscheider matrix and
vT is referred to as the stoichiometric matrix [MS97]. Then mass balance (2.2) reads
vim = 0 and the Wegscheider matrix v has a nonzero kernel, i.e., dim (Ker(v)) > 1.

Thus we have a direct decomposition for the species space
(A1) RN =Ran(vT) @ Ker(v),

where Ran(v7') is the span of the column vectors {7;} of vT. Denote the stoichiometric
space G := Ran(vT). Given an initial state Xoeq+G, e Ker(v), the dynamics of
both mesoscopic (1.1) and macroscopic (1.2) states stay in the same space G4 := §+G,
called a stoichiometric compatibility class.

A.1.1. Detailed balance and characterization of steady states for the
macroscopic RRE. Denote a steady state to RRE (1.2) as #°, which satisfies

(A.2) Zﬁj (®F (@) — @; (7)) =0.

j=1
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Under the assumption of detailed balance (2.13) and (2.11), we have
(A.3) log k;r —logk; =; - logz°.

Then 7} -log(Z5 — 2%) = 0 and all the steady states of RRE (1.2) can be characterized

as follows. For any ¢ € Ker(v), there exists a unique steady state &% in the space

{Z € +G; ¥ > 0}. This uniqueness of steady states in one stoichiometric compatibility
class is a well-known result; cf. [HJ72, Theorem 6A], [AK15, Theorem 3.5].

A.2. Properties of Hamiltonian H and the convex conjugate. Recall the
mass conservation law of chemical reactions (2.2) and direct decomposition (A.1).
We further observe, for H, that we have H(0,Z) = 0 and hence V,H(0,Z) = 0. We
summarize useful lemmas on the properties of H and L.

LEMMA A.1. Hamiltonian H(p,%) on RY x RY in (2.18) is degenerate in the
sense that

where py € Ran(vT) is the direct decomposition of p such that
(A.5) P=p+p2 P €Ran(v"), ph € Ker(v).

LEMMA A.2. For any & > 0, H(p,%) defined in (2.18) is strictly conver and
exponential coercivity w.r.t. p € G, i.e., for p € G, there exists A > 0 such that

H(p, %) > Ae®lP! for |p] > 1.

Indeed, fix any £ >0, H(p, %) = Zjle @j(f)(eﬁf'ﬁ— D+ @5 (%)(e~7P —1). Since
for p'e G, ;- p# 0, and thus |7; - p| > a|p] > 0 for some j. Hence for |p] sufficiently
large,

(A.6) H(p, %) > %min{@j(f), o (7)}el.

Since for Z > 0, H defined in (2.18) is convex and superlinear w.r.t. p, we compute
the convex conjugate of H via the Legendre transform. For any 5 RY, define

(A7) L(5,Z) := sup ((p,5) — H(p,T)).
pERN

Then we have the following lemma.
LEMMA A.3. For the L function defined in (A.7), we know L(3,Z) >0 and
maxgzeq{5-p— H(p,Z)} <+4oo, 5€G and &> 0,

(A.8) L(5,%)= —mingegy H (P, T) < +00, §=0,
400 otherwise;

moreover, L is strictly convex in G for & > 0.

Proof. First, for § =0, L(0,#) = — mingepy H(p, %) due to the coercivity of H.
For s +# 6, case (i) for some component x; < 0, by the zero extension of H, we have
L(8,Z) = +o0; case (ii), if § € ker(v), then taking sup for '€ ker(v) gives L(5, Z) = +o0.
For > 0,p' € G, since H is superlinear, the maximum is attained at p* (5, Z) satisfying

(A.9) F=V,H("&) =Y 7 (cpjew”‘ — @y e T ) .
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Assume there is a C! least action curve (t) connecting v(0) =Z > 0 and () =
¢ >0 and y(7) > 0 for all 7 €10,t]. Thus 0 < I(¥;Z,t) < +oo. Then ~(7) satisfies the
Euler-Lagrangian equation

(A10) 3 (Gzam.am) = G

A.3. Concepts of viscosity solution. Here for the convenience of readers, we
adapt the notion of viscosity solutions used in [BP87].

DEFINITION A.4. Let Q CRY be an open set. We say u € USC(RN)(Q) (resp.,
LSCRN)(Q)) is a wiscosity subsolution (resp., supersolution) to (4.23) if for any
x € and any test function p € C°(RYN) such that u— ¢ has a local mazimum (resp.,
minimum) at x, it holds that

(A.11) u(z) — H(Ve(z),x) <0 (resp., >0).

We say u is a viscosity solution if it is both a viscosity subsolution and supersolution.

A .4. Definition of the sample path large deviation principle. Let D([0,T7;
RY) be Skorokhod space and AC([0,T];RY) be the space of absolute continuous
curves. We state the definition of the sample path large deviation principle in path
space D([0, T];RY).

DEFINITION A.5. Let X" be the large number process defined in (1.1) with gen-
erator Q,. Assume X"(0) =&y € RY. Then we say the sample path X"(t), t € [0,T],
satisfies the large deviation principle in D([0,T);RY) with the good rate function

T h - o - -
(A12) Ay, p(Z()) = {fo L(Z(t),Z(t))dt  if 2(0) =Zo, Z(-) € AC([QT];RN),
’ +00 otherwise
if for any open set £ C D([O,T];Rf), it holds that

(A.13) lihmigfhlongg{Xh(t) €&} > _%Ielg Az (Z(+)),

while for any closed set G C D([0,T];RY), it holds that

(A.14) limsup hlogPz{X"(t) € G} < — inf Az 1(Z()).
h—0 0 £eg

Under an additional mild assumption for exponential tightness in D([O,T];Rf ),
the sample path large deviation principle for X"(y) was proved in [ADE18, Theorem
1.6]. It covers the single time large deviation principle in Theorem 6.3. Indeed,
for any fixed open set O C RY, we take a special open set £ C D([0,T];RY) as
E={Z(-) e D([0,T);RY); Z(t) € O}. Then

T
inf Az, 7(Z(+)) = inf inf /LfS,fs ds
zee »7(#0)) geo (f(.)eD([o,T];Rf),f(o)_fo,f(t)_g 0 (#(s), 7(s)) >
= inf I(¥; To,1).
520 (y7 o, )

Here in the last equality, the least action from 0 to T is the combination of the least
action from 0 to t and a zero-cost action for ¢ to 7.

Copyright (©) by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 10/29/23 to 152.3.102.254 . Redistribution subject to SIAM license or copyright; see https://epubs.siam.org/terms-privacy

LARGE DEVIATION FOR CHEMICAL REACTIONS 1567

Acknowledgments. The authors would like to thank Jin Feng for valuable dis-
cussions. The authors would also like to thank the Isaac Newton Institute for Math-
ematical Sciences at Cambridge for their support and hospitality during the program
Frontiers in Kinetic Theory: Connecting Microscopic to Macroscopic Scales (KineCon
2022), where work on this paper was partially undertaken.

[AAPR21]

[ACK10]

[ADE18]

[AHLW19)

[AK15]

[BD197]

[BDSG*02]

[BDSG*15]

[BJ9O]

[BP87]
[Bry90]
[BS91]
[CL71]
[CL83]
[CL84]
[CTS0]
[DFL11]
[DMRHY4]

[Eva08]

[Fel52]
[Fel54]

[FKO06]

REFERENCES

A. Acazzi, L. ANDREIS, R. I. A. PATTERSON, AND D. R. M. RENGER, Large Devi-
ations for Markov Jump Processes with Uniformly Diminishing Rates, https://
arxiv.org/abs/2102.13040, 2021.

D. F. ANDERSON, G. CRACIUN, AND T. G. KURTZ, Product-form stationary distribu-
tions for deficiency zero chemical reaction networks, Bull. Math. Biol., 72 (2010),
pp. 1947-1970.

A. Acazzi, A. DEMBO, AND J.-P. ECKMANN, Large deviations theory for Markov
jump models of chemical reaction networks, Ann. Appl. Probab., 28 (2018),
pp. 1821-1855.

D. F. AnbERsON, D. J. Hicuam, S. C. LeITE, AND R. J. WiLLIAMS, On con-
strained Langevin equations and (bio) chemical reaction networks, Multiscale
Model. Simul., 17 (2019), pp. 1-30.

D. F. ANDERSON AND T. G. KURTz, Stochastic Analysis of Biochemical Systems,
Springer, New York, 2015.

M. BARDI AND I. CAPUZZO-DOLCETTA, Optimal Control and Viscosity Solutions
of Hamilton-Jacobi-Bellman FEquations, Mod. Birkhéduser Class. 12, Springer,
New York, 1997.

L. BERrTINI, A. DE SOLE, D. GABRIELLI, G. JONA-LASINIO, AND C. LANDIM, Macro-
scopic fluctuation theory for stationary non-equilibrium states, J. Stat. Phys., 107
(2002), pp. 635-675.

L. BERTINI, A. DE SOLE, D. GABRIELLI, G. JONA-LASINIO, AND C. LANDIM, Macro-
scopic fluctuation theory, Rev. Modern Phys., 87 (2015), pp. 593-636.

E. N. BARRON AND R. JENSEN, Semicontinuous viscosity solutions for Hamilton-Jacobi
equations with convex hamiltonians, Comm. Partial Differential Equations, 15
(1990), pp. 293-309.

G. BARLES AND B. PERTHAME, Discontinuous solutions of deterministic optimal stop-
ping time problems, ESAIM Math. Model. Numer. Anal., 21 (1987), pp. 557-579.

W. BRryc, Large Deviations by the Asymptotic Value Method, Birkhduser Boston,
Boston, MA, 1990, pp. 447-472.

G. BARLES AND P. E. SoucaNIDIS, Convergence of approxzimation schemes for fully
nonlinear second order equations, Asymptot. Anal., 4 (1991), pp. 271-283.

M. G. CRANDALL AND T. M. LIGGETT, Generation of semi-groups of nonlinear trans-
formations on general Banach spaces, Amer. J. Math., 93 (1971), pp. 265-298.

M. G. CRANDALL AND P.-L. LiONs, Viscosity solutions of Hamilton-Jacobi equations,
Trans. Amer. Math. Soc., 277 (1983), pp. 1-42.

M. G. CRANDALL AND P.-L. LIONS, Two approzimations of solutions of Hamilton-
Jacobi equations, Math. Comp., 43 (1984), pp. 1-19.

M. G. CRANDALL AND L. TARTAR, Some relations between monexpansive and order
preserving mappings, Proc. Amer. Math. Soc., 78 (1980), pp. 385-390.

X. DENG, J. FENG, AND Y. L1U, A singular 1-D Hamilton-Jacobi equation, with appli-
cation to large deviation of diffusions, Commun. Math. Sci., 9 (2011), pp. 289-300.

M. I. DYKMAN, E. MorI, J. Ross, AND P. M. HUNT, Large fluctuations and optimal
paths in chemical kinetics, J. Chem. Phys., 100 (1994), pp. 5735-5750.

L. C. Evans, Weak KAM theory and partial differential equations, in Calculus of
Variations and Nonlinear Partial Differential Equations, Springer, New York, 2008,
pp. 123-154.

W. FELLER, The parabolic differential equations and the associated semi-groups of
transformations, Ann. of Math., 55 (1952), pp. 468-519.

W. FELLER, Diffusion processes in one dimension, Trans. Amer. Math. Soc., 77 (1954),
pp. 1-31.

J. FENG AND T. G. KURTZ, Large Deviations for Stochastic Processes, Math. Surveys
Monogr. 131, AMS, Providence, RI, 2006.

Copyright (©) by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 10/29/23 to 152.3.102.254 . Redistribution subject to SIAM license or copyright; see https://epubs.siam.org/terms-privacy

1568

[Fle83]

[FS86]

[Gan87]
[Gil72]

[GL22]

[GL23)

[GLLL23]

[GQ17]

[GY14]

[HI72]

[IES5)

[Jos15]

[Kel55]

[KM20]

[KMK73]

[Kral6]

[Kra20]

[Kur70]
[Kur71]
[Kurg0]
[Lus78]

[Mar68]
[MM20]

[MPR14]

[MS97)

YUAN GAO AND JIAN-GUO LIU

W. H. FLEMING, Optimal Control of Markov Processes, Technical report, Lefschetz

Center for Dynamical Systems, Brown University, 1983.

W. H. FLEMING AND P. E. SOUGANIDIS, PDE-viscosity solution approach to some

H.

D.

Y.

Y.

Y.

H.

L.

F.

H.

B.

R.

R.

D.

problems of large deviations, Ann. Sc. Norm. Super. Pisa Cl. Sci., 13 (1986),
pp. 171-192.

GANG, Stationary solution of master equations in the large-system-size limit, Phys.
Rev. A, 36 (1987), pp. 5782-5790.

T. GILLESPIE, The stochastic coalescence model for cloud droplet growth, J. Atmos.
Sci., 29 (1972), pp. 1496-1510.

GAO AND J.-G. Liu, Rewisit of macroscopic dynamics for some non-equilibrium
chemical reactions from a Hamiltonian viewpoint, J. Stat. Phys., 189 (2022),
pp. 1-57.

GAO AND J.-G. Liu, A selection principle for weak KAM solutions via Freidlin—
Wentzell large deviation principle of invariant measures, SIAM J. Math. Anal.,
to appear.

Gao, T. L1, X. L1, AND J.-G. Liu, Transition path theory for Langevin dynamics
on manifold: Optimal control and data-driven solver, Multiscale Model. Simul.,
21 (2023), pp. 1-33.

GE AND H. QIAN, Mathematical formalism of nonequilibrium thermodynamics for
nonlinear chemical reaction systems with general rate law, J. Stat. Phys., 166
(2017), pp. 190-209.

GAUCKLER AND H. YSERENTANT, Regularity and approximability of the solutions
to the chemical master equation, ESAIM Math. Model. Numer. Anal., 48 (2014),
pp. 1757-1775.

HoORN AND R. JACKSON, General mass action kinetics, Arch. Ration. Mech. Anal.,
47 (1972), pp. 81-116.

Isuit AND L. C. EVANS, A PDE approach to some asymptotic problems concerning
random differential equations with small noise intensities, Ann. Inst. H. Poincaré
Anal. Non Linéaire, 2 (1985), pp. 1-20.

JosHi, A detailed balanced reaction network is sufficient but not necessary for its
Markov chain to be detailed balanced, Discrete Contin. Dyn. Syst. Ser. B, 20 (2015),
pp. 1077-1105.

L. KELLEY, General Topology, University Series in Higher Mathematics, Van
Nostrand, New York, 1955.

C. KRAALJ AND L. MAHE, Well-posedness of Hamilton-Jacobi equations in popu-
lation dynamics and applications to large deviations, Stoch. Process. Appl., 130
(2020), pp. 5453-5491.

KuBo, K. MaTsuo, AND K. KITAHARA, Fluctuation and relazation of macrovari-
ables, J. Stat. Phys., 9 (1973), pp. 51-96.

KRrAAL), Large deviations for Markov jump processes with mean-field interaction
via the comparison principle for an associated Hamilton-Jacobi equation, J. Stat.
Phys., 164 (2016), pp. 321-345.

. C. KraAL, The exponential resolvent of a Markov process and large deviations for

Markov processes via Hamilton-Jacobi equations, Electron. J. Probab., 25 (2020),
134.

. G. Kurtz, Solutions of ordinary differential equations as limits of pure jump Markov

processes, J. Appl. Probab., 7 (1970), pp. 49-58.
G. KUrTz, Limit theorems for sequences of jump Markov processes approrimating
ordinary differential processes, J. Appl. Probab., 8 (1971), pp. 344-356.

G. KURTZ, Representations of Markov processes as multiparameter time changes,
Ann. Probab., 8 (1980), pp. 682-715.

A. Lusunikov, Coagulation in finite systems, J. Colloid Interface Sci., 65 (1978),
pp. 276-285.

. H. MARcus, Stochastic coalescence, Technometrics, 10 (1968), pp. 133-143.

MaAs AND A. MIELKE, Modeling of chemical reaction systems with detailed balance
using gradient structures, J. Stat. Phys., 181 (2020), pp. 2257-2303.

. MIELKE, M. A. PELETIER, AND D. R. M. RENGER, On the relation between gradient

flows and the large-deviation principle, with applications to Markov chains and
diffusion, Potential Anal., 41 (2014), pp. 1293-1327.

A. MCQUARRIE AND J. D. SIMON, Physical Chemistry: A Molecular Approach,
Vol. 1, University Science Books, Sausalito, CA, 1997.

Copyright (©) by SIAM. Unauthorized reproduction of this article is prohibited.



Downloaded 10/29/23 to 152.3.102.254 . Redistribution subject to SIAM license or copyright; see https://epubs.siam.org/terms-privacy

[PR19)
[Pri67]

[PRS21]

[QG21]
[Ren18]
[Sou85]

[SW95]

[Tra21]
[Var66]
[Ven59]

[Waa08]

[Whi86]

LARGE DEVIATION FOR CHEMICAL REACTIONS 1569

R. I. A. PATTERSON AND D. R. M. RENGER, Large deviations of jump process fluxes,
Math. Phys. Anal. Geom., 22 (2019), 21.

1. PRIGOGINE, Introduction to Thermodynamics of Irreversible Processes, Interscience,
New York, 1967.

R. I. A. PaTTERSON, D. R. M. RENGER, AND U. SHARMA, Variational Structures
Beyond Gradient Flows: A Macroscopic Fluctuation- Theory Perspective, https://
arxiv.org/abs/2103.14384, 2021.

H. QiaNn AND H. GE, Stochastic Chemical Reaction Systems in Biology, Lect. Notes
Math. Model. Life Sci., Springer, New York, 2021.

D. R. M. RENGER, Fluz large deviations of independent and reacting particle systems,
with implications for macroscopic fluctuation theory, 172 (2018), pp. 1291-1326.

P. E. SouGANIDIS, Approzimation schemes for viscosity solutions of Hamilton-Jacobi
equations, J. Differential Equations, 59 (1985), pp. 1-43.

A. SHWARTZ AND A. WEISS, Large Deviations for Performance Analysis: Queues,
Commumnication and Computing, Stochastic Modeling Series 5, CRC Press, Boca
Raton, FL, 1995.

H. V. TRAN, Hamilton-Jacobi Equations: Theory and Applications, Grad. Stud. Math.
213, AMS, Providence, RI, 2021.

S. R. S. VARADHAN, Asymptotic probabilities and differential equations, Comm. Pure
Appl. Math., 19 (1966), pp. 261-286.

A. D. VENTTSEL’, On boundary conditions for multidimensional diffusion processes,
Theory Probab. Appl., 4 (1959), pp. 164-177.

K. WAAGAN, Convergence rate of monotone numerical schemes for Hamilton—Jacobi
equations with weak boundary conditions, SIAM J. Numer. Anal., 46 (2008),
pp. 2371-2392.

P. WHITTLE, Systems in Stochastic Equilibrium, John Wiley & Sons, New York, 1986.

Copyright (©) by STAM. Unauthorized reproduction of this article is prohibited.



	Introduction
	Preliminaries: Stochastic and deterministic models for chemical reactions, and WKB reformulations for forward/backward equations
	Random time-changed Poisson process and the law of mass action for chemical reactions
	Chemical master equation and &#x201C;no reaction&#x201D; boundary condition
	Mean-field limit is the macroscopic reaction rate equation
	WKB reformulation for CME and discrete HJE
	WKB reformulation for the backward equation is Varadhan&#x2019;s nonlinear semigroup

	Well-posedness of CME and backward equation via nonlinear semigroup
	A monotone scheme for HJE inherited from CME
	Nonexpansive property for backward Euler monotone scheme
	Existence and uniqueness of the backward Euler scheme via the Perron method
	Construct barriers to control the polynomial growth of intensity <0:inline-formula ><0:tex-math 0:notation="LaTeX" 0:version="MathJax" ><?LDGXML	j(xi)?></0:tex-math></0:inline-formula>

	Existence and uniqueness of semigroup solution to the backward equation
	Existence, comparison principle, and exponential tightness of CME for reversible case
	CME reversibility condition
	Existence and comparison principle for reversible CME


	Thermodynamic limit of CME and backward equation in the HJE forms
	Stationary HJE and convergence from the mesoscopic reversible invariant measure
	Convergence of backward equation to viscosity solution of HJE
	Barles&#x2013;Perthame procedure of convergence to viscosity solution as <0:inline-formula ><0:tex-math 0:notation="LaTeX" 0:version="MathJax" ><?LDGXML	h0?></0:tex-math></0:inline-formula>
	<0:inline-formula ><0:tex-math 0:notation="LaTeX" 0:version="MathJax" ><?LDGXML	t 0?></0:tex-math></0:inline-formula> converges to the semigroup solution


	Short time classical solution and error estimate
	Application to large deviation principle for chemical reactions at single time
	Large deviation principle for chemical reaction at single times

	Acknowledgments
	References
	Appendix A. Terminologies for macroscopic RRE, LDP, and viscosity solutions
	The macroscopic RRE and equilibrium
	Properties of Hamiltonian <0:inline-formula ><0:tex-math 0:notation="LaTeX" 0:version="MathJax" ><?LDGXML	H?></0:tex-math></0:inline-formula> and the convex conjugate
	Concepts of viscosity solution
	Definition of the sample path large deviation principle


