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Abstract— Quantum networks have emerged as a future plat-
form for quantum information exchange and applications, with
promising capabilities far beyond traditional communication net-
works. Remote quantum entanglement is an essential component
of a quantum network. How to efficiently design a multi-routing
entanglement protocol is a fundamental yet challenging problem.
In this paper, we study a quantum entanglement routing problem
to simultaneously maximize the number of quantum-user pairs
and their expected throughput. Our approach is to formulate
the problem as two sequential integer programming problems.
We propose efficient entanglement routing algorithms for these
two optimization problems and analyze their time complexity
and performance bounds. Evaluation results highlight that our
approach outperforms existing solutions in both the number of
quantum-user pairs served and network throughput.

Index Terms— Quantum networks, multi-entanglement rout-
ing, swapping, integer programming.

I. INTRODUCTION

Q
UANTUM networks are capable of generating, trans-

mitting, and computing quantum information (qubits)

in addition to classical data (ebits) between quantum proces-

sors [1]. They support massive quantum applications in both

quantum computing and quantum communication systems,

such as distributed quantum computing [2], quantum commu-

nication [3], quantum machine learning [4] and quantum key

distribution [5]. Several trial quantum communication systems

in research labs have been constructed, such as long-distance

link (40 kilometers) teleportation over the fiber link [6], mobile

quantum network [7], and integrated entanglement system

through satellites that can support the entanglement over 4,600

kilometers [8].

Entanglement is an essential component of almost all quan-

tum applications mentioned above. For example, the quan-

tum key distribution system has provable security for the
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distributed information [1] by taking advantage of the entan-

glement and no-cloning theorem [9]. Supporting long-distance

entanglement is critical for quantum networks. However, the

probabilistic entanglement process is unstable. Different from

binary ebits in traditional communication, qubits created by

photons are extremely fragile. The successful entanglement

rate among qubits decreases exponentially with the transmis-

sion length. Hence, to enable long-distance entanglement of

quantum users in the quantum network, quantum switches are

placed in the network as relays to supply end-to-end entan-

glements for multiple quantum users that demand them [10],

[11]. Quantum switches are equipped with quantum memories

(qubits) and have the ability to perform multi-qubits measure-

ment (swapping) [11].

The entanglement routing problem about how to build

long-distance entanglement through quantum switches is cru-

cial in a quantum network. Thoughtful design for the entangle-

ment routing in the quantum network can boost the network

performance by efficiently utilizing resources, e.g., switch

memories.

While large-scale quantum networks have not been imple-

mented outside of the lab due to physical and experimental

challenges, it is still valuable to investigate the entanglement

routing problem from the network layer for the future. The

entanglement routing problem has been drawing great atten-

tion in previous studies. The network model with a single

switch and multiple users is considered in [11] and [12].

In [13], the entanglement waiting time for a single path with

one source-destination pair is discussed. These papers focus

on the theoretical analyses of performance on a single switch

or a single path and do not address routing in large-scale

quantum networks. References [11], [13], [14], [15], [16], and

[17] study the entanglement routing problem or theoretical

entanglement performance on the special network topologies

such as a single switch, single entanglement path, rings, grids,

or spheres. References [18] and [19] consider a general quan-

tum network for multiple quantum-user pairs entanglement.

However, their strategy is a greedy algorithm to maximize

the throughput of the quantum user pair one by one which

may assign the majority of resources to a limited number

of quantum users, while others are starving. The proposed

algorithm incurs high time complexity and lacks performance

guarantees. In addition, the number of users that a network can

serve is another crucial criterion in evaluating its performance,

as it represents the network’s service capacity. This aspect has

been widely discussed in the networking area (e.g., wireless

networks [20], [21], optical switching networks [22]), but has
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never been discussed in quantum networks before. Maximizing

the number of users allows the network to fully utilize its

resources and serve as many users as possible, rather than

focusing on a limited number of users. In this paper, we will

consider optimizing both the network throughput and the

number of served quantum user pairs to improve the overall

performance of the network.

Moreover, most existing works treat the transmission link

capacity as the main bottleneck of the network. However, the

switch resources (i.e., the number of qubits in the switch)

are the major limitation of the quantum network in real-

ity. A most recent quantum processor can only have up to

127 qubits [23]. The average cost to build a single qubit in

a quantum processor can be up to 10,000 U.S. dollars [24].

Meanwhile, it is still very difficult, if not impossible, to build

a quantum processor with a large number of qubits embedded.

On the other hand, optical fibers have mature technology

with relatively low cost (i.e., 0.5 U.S. dollars per kilome-

ter). One optical fiber cable can contain up to 19 cores to

support information processing [25], [26], each of which can

be used as an independent link for entanglement. In addi-

tion, multiple optical fiber cables can be placed between

quantum switches. Hence, the transmission link has enough

capacity to serve the entanglement demands of the quantum

users.

In this paper, we consider a general quantum network

structure and present a comprehensive entanglement process

for multiple pairs of quantum users. Our goal is to maximize

the number of quantum-user pairs and the (expected) network

throughput at the same time. Our contributions are as follows:

1) We describe the detailed multi-entanglement routing

process for multiple quantum-user pairs as Offline Stage

and Online Stage.

2) In Offline Stage, we formulate the problem as two integer

linear programming problems that are NP-Complete and

NP-Hard, respectively, whose goals are to maximize

the number of quantum-user pairs served and expected

throughput.

3) We first design an algorithm to maximize the number

of quantum-user pairs that can be served by the net-

work. Then, we propose an algorithm to maximize the

expected network throughput of served quantum-user

pairs. The proposed efficient algorithms are for Offline

Stage with lower time complexity and performance

guarantees.

4) We further propose an algorithm to design the recovery

path set and design the swapping policy to recover the

failed entanglement links for Online Stage.

5) Results of evaluation highlight that our approach can

improve the number of served quantum-user pairs by

85% and the expected throughput by 27% on average

compared with existing baselines.

To the best of our knowledge, this is the first paper to

maximize the number of quantum-user pairs served and

expected throughput simultaneously. We also elaborate on the

background of the quantum network including its necessary

Fig. 1. A teleportation example. The source node teleports a qubit by a pair
of entanglement qubits.

components and clarify its relationship with the traditional

Internet.

The organization of the remaining of this paper is as follows.

We first introduce the background of the quantum network and

the multi-entanglement routing process in Section II. Then,

we present the quantum network model and formulate the

routing entanglement process as two integer linear program-

ming problems in Section III based on the routing process

introduced in Section II. The entanglement routing algorithms

for Offline Stage are proposed in Section IV and Section V

for two integer linear programming problems, respectively.

In Section VI, we propose the algorithm for constructing

the recovery path set and design the swapping policy for

Online Stage. We conduct extensive simulations to discuss

and analyze the performance of our proposed algorithms and

compare them with previous work in Section VII, followed by

related work in Section VIII and the conclusion in Section IX.

II. QUANTUM NETWORK BACKGROUND

In this section, we introduce some basic quantum network

backgrounds, including quantum network components and

multi-routing entanglement processes.

A. Basic Quantum Terminologies

1) Qubit: In the quantum network or quantum computing,

a qubit is a basic unit to represent quantum information.

A qubit can be an electron or a photon or a nucleus from

an atom. A qubit is described by its state [1]. Different from

an ebit in the classical Internet representing 0 or 1, a qubit can

present a coherent superposition of both. For example, a basic

qubit state |ϕ⟩ = x|0⟩+ y|1⟩, where |⟩ is a ket which denotes

a vector (i.e.,|0⟩ =

(

1
0

)

), x and y are complex numbers that

satisfy |x|2 + |y|2 = 1.

2) Entanglement: Entanglement is a phenomenon in which

a group of qubits expresses a high correlation state which can

not be explained by individual qubits states. In this paper,

we consider the simplest case of two qubits entanglement

which is a bipartite entangled state. In quantum physic,

a simple way to entangle two independent qubits is by using

CNOT gate [27]. When the entanglement qubits number is

two, Bell-state measures (BSMs) can be applied to measure

the entanglement.

3) Teleportation: If a pair of entanglement qubits are shared

by two nodes, the secret information can be transmitted

from one node to another one with the help of quantum

measurement. This process is called teleportation. An example

is illustrated in Figure 1.

4) Entanglement Swapping: Swapping is a quantum oper-

ation in which if two processors each have a different qubit

entangled with another common processor, then the qubits of

these two processors are entangled directly with the help of the
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Fig. 2. A swapping example.

common processor. Figure 2 presents an example of swapping.

If Alice shares an entangled qubit pair (Bell pair) with the

middle node Carol, and Carol shares another entangled qubit

pair with Bob, Carol can teleport its qubit entangled with Alice

to Bob, then Alice and Bob are entangled directly [28].

B. Quantum Network Components

With these basic concepts, we first introduce several impor-

tant components of the quantum network.

1) Quantum Users: A quantum user is a quantum processor

or a quantum virtual machine consisting of several quantum

processors that has demands to entangle with the other user

in the quantum network for quantum applications. Qubits in

a processor have a range of potential applications, includ-

ing quantum computing and communication. In this paper,

we mainly consider the communication function of quantum

users. The user who intends to entangle with the other user is

called a source node. Another user who tried to be entangled

is called a destination node.

2) Quantum Switches: The quantum switch is a quantum

processor with quantum memories to work as relays for the

entanglement process in the quantum network [11], [29]. The

qubits in the processor are mainly for communication. They

can either transmit qubits or establish the entanglement at

distant nodes without physically sending an entangled qubit

by swapping.

3) Quantum Links: Quantum links are the links used for

connecting quantum switches and quantum users. In this paper,

we assume that the quantum network is connected by optical

fiber cables among quantum switches and quantum users. The

successful entanglement generation probability is related to the

material and the length of the quantum link, i.e., p = e−αL,

where α is a positive constant related to the material of the

quantum link and L is the length of the quantum link.

4) The Traditional Internet (The Cloud): The quantum

network cooperates with the traditional Internet together for

quantum users’ entanglement routing. The Internet is respon-

sible for exchanging information among networks. Quantum

users and quantum switches are equipped with traditional

computing devices (e.g., computers) and can communicate

with others through the traditional Internet.

We list several of the most important roles of the traditional

Internet (the cloud) in the quantum network but do not include

all.

• The cloud is the center of the network that knows

detailed information about the quantum network includ-

ing quantum-user pairing information, the quantum net-

work topology, the quantum switch capacity, and so on.

• The cloud computes the offline routing paths of

quantum-user pairs with network information available.

• The cloud shares network information through the Inter-

net such as quantum-user pairing information and routing

paths to quantum switches.

• During the entanglement process, adjacent switches (e.g.,

the graph distance between switches is small) communi-

cate through the Internet to inform each other about link

and switch states.

C. Entanglement Process

Reference [18] presents a detailed quantum network

entanglement process for one quantum-user pair. Here,

we summarize the routing entanglement process for multiple

quantum-user pairs as a two-stage process including an offline

stage and an online stage.

1) Offline Stage: In Offline Stage, the main tasks of the

quantum network are offline entanglement routing design

for quantum-user pairs and transmitting the routing paths to

switches for the entanglement in Online Stage.

The offline routing protocol design is conducted by the

cloud. We assume that the following offline information of

the network is known by the cloud: the quantum-user pair-

ing information; the network topology (switches placement

and connection); switches information (the number of qubits

in each switch). With all information available, the cloud

computes the routing paths for quantum-user pairs with the

limitation of switch capacity. After that, the routing paths

computed by the cloud are transmitted through the Internet

to switches for the entanglement.

2) Online Stage: In Online Stage, switches try to generate

entanglement among links over routing paths sent from the

cloud and then swap in their interiors.

The entanglement and swapping process is probabilistic,

e.g., the successful entanglement rate over optical fiber is

typically 0.01% [30]. The duration of the entanglement over

a link is short, e.g., 1.46s [30]. The entanglement generation

time of one attempt is usually 165 µs [30]. All the entangle-

ment and swapping processes over a path should be processed

in the duration of the entanglement T . The short duration

of T requires the entanglement and swapping process to be

carefully considered.

The detailed entanglement process is as follows.

• First, all the switches are time-synchronized through the

Internet [14], which can ensure that the whole quantum

network starts entanglement at the same time.

• Second, given the routing paths of all quantum-user pairs,

all the switches try to process entanglement over links

and swap in the interiors. Each switch can try multiple

times until the entanglement is generated or the time out

(greater than T ).

• Third, some switches may fail to generate entanglement

over part of links to build paths for quantum-user pairs.

Then, the switches will try to build recovery paths for

quantum-user pairs locally. Link states (successful entan-

glement or not) and swapping states cannot be efficiently

sent to the cloud for rescheduling in T due to the Internet

delay. The switch can access link states near it through

communication with nearby switches with the Internet.
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TABLE I

TABLE OF NOTATIONS USED IN THE NETWORK MODEL

Fig. 3. An example of network.

The transmission delay from a switch to other switches

in a few hops is acceptable compared with T . The exact

number of hops depends on the Internet latency condition.

A typical communication time between two switches

within one hop is around 1 ms [30]. With the link states

and swapping states available, the switches decide the

recovery paths for quantum-user pairs locally.

III. QUANTUM NETWORK MODEL

In this section, we first describe the quantum network

model, and then formulate the routing entanglement problem

with the goal to maximize the number of quantum-user

pairs that can be served by the network and their expected

throughput. The network model described here follows real

quantum network entanglement experiments [31], [32], [33]

and previous studies about quantum entanglement routing [10],

[11], [14], [18]. Figure 3 shows an example of the pro-

posed quantum network. The key notations are summarized

in Table I.

A. Network Model

Quantum Users: The Quantum user set M consists of

M quantum-user pairs ⟨s1, d1⟩, ⟨s2, d2⟩, · · · , ⟨sM , dM ⟩. S =
{s1, s2, · · · , sM} denotes the set of sources, and D =
{d1, d2, · · · , dM} denotes the set of destinations. In this paper,

we assume that quantum users are private entities connected

to the quantum network and request entanglement. As a result,

quantum users do not act as switches in the entanglement

processes of other quantum user pairs. We also assume that

all switches are honest and controlled by the cloud to serve

the network.

Network Graph: The transmission graph consists of quan-

tum switches and quantum links. The network is abstracted as

an undirected graph which is denoted as G = (V, E), where

V = {S ∪ D ∪ V} denotes the set of quantum switches and

quantum users, and E = {eij} ⊂ {(vi, vj) : vi, vj ∈ V}
denotes the set of the quantum links.

Quantum Switch: Each quantum switch or quantum user

vi ∈ V has Qi qubits that can be assigned for the entan-

glement. We focus on 2-qubit entanglement, and the switch

uses Bell-state measurements (BSMs). Since exact 2 qubits

will be involved in the swapping process, we assume that Qi

is a positive even number. The successful swapping rate in

each switch for any pair of qubits is uniform and denoted as

q ∈ [0, 1].
Quantum Link: eij is an edge which is an optical fiber

cable connecting vi and vj for transmitting qubits. In each

cable, there are several cores. Each core can be used as

a quantum link for the entanglement of a pair of qubits.

Therefore, multiple qubits can be assigned at one edge for

the entanglement at the same time. We assume that the

optical fiber cable contains enough cores for the entanglement

between switches. The length of eij is denoted as Lij . The

success rate of each attempt to generate an entanglement over

eij is pij = e−αLij , where α is a positive value that is

determined by the properties of the physical material involved.

Since pij only depends on the link length and link material,

successful entanglement rates for different pairs of qubits over

different cores at the same edge are the same. If a pair of

qubits from a quantum-user pair successfully generate the

entanglement, there will be a quantum channel between qubits.

Each channel can transmit an ebit at each time.

B. Routing Metrics

We use the expected throughput of a path as a routing metric

to evaluate the performance of the quantum network.

For a quantum-user pair ⟨s, d⟩, let A denote the set of

all paths between s and d. Fix a path A ∈ A, where A =
{v0, v1, v2, · · · , vl−1, vl}, where v0 = s, vl = d, and l denotes

the distance of A, i.e., the number of its edges. The nodes in

A are listed as the order in the path from the source s to

the destination d, and the adjacent nodes are connected by

one quantum link. Every switch in path A assigns QA qubits

for the entanglement, which implies the number of parallel

quantum channels in path A can be up to QA

2 .

From Section II-C, building a successful quantum channel

for a quantum-user pair along a path requires all links to
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generate entanglement and switches to swap successfully

during the fixed time period. The probability of one attempt to

generate the entanglement successfully of all links in a quan-

tum channel at the same time is the product of the successful

entanglement rate of every single link in the channel, i.e.,

Πl
i=0pi(i+1). The probability of one attempt to swap success-

fully in all switches of a channel at the same time is the prod-

uct of every switch’s successful swapping rate in the channel,

i.e., ql−1. Then, the successful probability to build a quantum

channel for the entanglement is Πl
i=0pi(i+1)q

l−1. Formally, the

routing metrics are defined as the expected throughput of path

A with QA

2 quantum channels for the quantum-user pair ⟨s, d⟩:

P =
QA

2
· Πl

i=0pi(i+1) · q
l−1 =

QA

2
e−α

∑l
i=0 Li,i+1ql−1,

(1)

which indicates the expected number of ebits that can be

transmitted from the source to the destination in a fixed

time period. In the current setting, the routing metrics also

correspond to the expected number of entangled pairs of

qubits along the path that are successfully established during

the fixed time period.

C. Problem Formulation

We divide our objectives into two steps, named STEP I and

STEP II. In STEP I, our goal is to maximize the number of

quantum-user pairs that can be served by the network, and a

main routing path is selected for every chosen quantum-user

pair. In STEP II, we aim to maximize the expected throughput

of all selected quantum-user pairs from STEP I.

Motivation of the Two-step Design: In STEP I, we try

to maximize the number of entanglement source-destination

pairs and select the major path of each source-destination pair.

The number of users that can be served by the network is

another important criterion to describe the network perfor-

mance, which has never been discussed in previous studies

about the quantum network before. The width of each selected

path in STEP I is one and each quantum-user pair has at most

one path. However, there could be multiple paths with more

than 1-width between one quantum-user pair. For example,

as shown in Figure 4, after STEP I, the network can serve

two source-destination pairs. The green square dash-dot lines

indicate one group of possible routing paths for ⟨s1, d1⟩ and

⟨s2, d2⟩. However, there are still enough qubits in switches

to generate another entanglement routing path for ⟨s2, d2⟩
(the red long dash-dot line). The expected throughput of the

network can be improved by adding a new path for ⟨s2, d2⟩
pairs chosen in STEP I. Therefore, to fully utilize the network

resources, we will maximize the expected throughput of the

network in STEP II. Meanwhile, the major paths selected in

STEP I will be kept in STEP II which ensures the selected

quantum-user pairs have at least one path.

STEP I: We first formulate the problem of STEP I.

To maximize the number of quantum-user pairs, we assume

that QA = 2 for any path A ∈ A, and at most one path can

be selected for a quantum-user pair. Let the binary variable

xAm
∈ {0, 1} denote whether the path Am of ⟨sm, dm⟩ is

Fig. 4. An routing example. The orange lines are the optical fiber links, the
green square dash-dot lines are the routing paths determined in STEP I, and
the red long dash-dot lines indicate a routing path undiscovered in STEP I.

chosen to be entangled in the network or not. The formulation

to maximize the number of quantum-user pairs is as follows:

Problem S1 : max
∑

m∈M
xAm

, (2)

subject to : xAm
∈ {0, 1}, ∀m ∈ M (3)

∑

Am∈Am

xAm
≤ 1, ∀m ∈ M

(4)
∑

m∈M,xAm=1

|vi ∩ (AmxAm
)|

≤
Qi

2
, ∀vi ∈ V, (5)

Am ∈ Am,∀m ∈ M, (6)

where Am denotes the set of all paths between ⟨sm, dm⟩, and

Am is a path in Am. Constraint (4) denotes that at most

one path can be selected for each quantum-user pair which

can ensure the network serves quantum-user pairs as many as

possible. Constraint (5) indicates that for any switch vi ∈ V ,

the total number of qubits assigned for all paths through vi

cannot over its capacity Qi, | · | in (5) denotes the number of

elements in the set.

STEP II: Next, we formulate the problem in STEP II to

maximize the expected throughput of selected quantum-user

pairs from STEP I by determining the qubits assigned to

possible paths from the path set. We first reserve the qubits in

the network assigned for the main paths selected in STEP I

and then maximize the expected throughput for quantum-user

pairs from STEP I in the residual graph. Let M̂ denote the set

of quantum-user pairs selected from STEP I, and M̂ denote

the number of pairs in M̂. Q̂i denotes the available qubits of

switch vi after STEP I. The formulation is as follows:

Problem S2 : max
QAm̂

M̂
∑

m̂=1

∑

Am̂∈Am̂

PAm̂
, (7)

subject to Am̂ ∈ Am̂,∀m̂ ∈ M̂, (8)

QAm̂ ∈ N, ∀Am̂ ∈ Am̂,

m̂ ∈ M̂, (9)

0 ≤ QAm̂ ≤
Q̂i

2
, ∀Am̂ ∈ Am,

m̂ ∈ M̂, ∀vi ∈ V, (10)

∑

m∈M
QAm̂ |vi ∩ Am̂| ≤

Q̂i

2
,

∀vi ∈ V, (11)

where PAm̂
is the expected throughput of path Am̂ defined in

(1) and N denotes the set of non-negative integers. QAm̂ is
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the number of qubits assigned for path Am̂. (10) means that

switch vi cannot assign the qubits to the path over its capacity.

(11) indicates that the number of qubits in the switch is the

main limitation for the path selection of quantum-user pairs.

IV. ENTANGLEMENT ROUTING ALGORITHM OF STEP I

We first propose algorithms to solve Problem S1 in STEP I

and analyze their performance and time complexity. There are

two parts to solve Problem S1. First, we relax the binary

variable xAm
from {0, 1} to [0, 1]. Let Problem Ŝ1 denote

the relaxed problem which is a standard linear programming

problem. However, the time complexity to solve Problem

Ŝ1 is extremely high because of the huge size of the path set

(the detailed analyses are presented in Section IV-A). Hence,

we construct a smaller path set that contains efficient paths to

reduce the complexity to solve Problem Ŝ1. Second, we derive

the feasible integer solution from the solution of Problem

Ŝ1 which may be fractional and not feasible.

A. Challenges

Problem S1 in STEP I is a binary multi-commodity

flow problem. It has been proved that the problem is NP-

Complete [34]. When relaxing the binary variable to be con-

tinuous, the fractional solution can be solved by the standard

Linear-Programming techniques such as simplex [35].

However, the overhead for computing the path set is not

considered in the previous papers [19], [36]. An inevitable

prerequisite to solving Problem S1 is that the routing paths

set Am,∀m ∈ M should be calculated. This will add extra

extremely huge computing complexity to solve Problem S1.

More specifically, there could be up to |E|! paths between one

quantum-user pair in a complete graph (the switches can be

selected multiple times), where |E| is the number of edges

in G. Such a huge path set will cause great computational

overhead to solve the problem. The computing complexity will

be unacceptable.

B. Problem Ŝ1 Solution

As we have discussed above, using a standard linear pro-

gramming technique to solve Problem Ŝ1 with huge path sets

will bring unacceptable complexity. To address this challenge,

we select the shortest distance paths of quantum-user pairs as

the path set instead of all possible paths. The distance of a path

indicates the number of edges on this path. Building a 1-width

path requires one qubit per hop from both endpoints. Choosing

shortest distance paths can consume fewer resources (e.g.,

the qubits in switches) to satisfy more commodities. Since

we consider the number of qubits as the main limitation in

the model, prioritizing a shorter-distance path consumes fewer

resources from the feasible path set, which allows the network

to serve more quantum-user pairs. More accurate proofs are

shown in [37] and [38].

The detailed path set selection algorithm is concluded in

Algorithm 1, and we explain how it runs as follows. The

goal is to construct a new smaller feasible set A′ with total

O(M2) paths for Problem Ŝ1, and each quantum-user pair

Algorithm 1 Path Selection Algorithm

Input: G = (V, E),S,D,M
Output: A′

1: A′ = ∅
2: for all m ∈ M do
3: Obtain M2 shortest distance paths of the pair ⟨sm, dm⟩ by

Yen’s algorithm, A′
m = {A′k

m}, k ∈ [1, M2]
4: A′ = A′ ∪ A′

m

5: end for
6: Sort paths in A′ by ascending order of length
7: Remove the path with largest length in A′ until |A′| = M2

8: for all m ∈ M do
9: Remove the path with largest length in A′

m until |A′
m| = M

10: A′ = A′ ∪ A′
m

11: end for

has at least M paths. We first compute M2 shortest distance

paths by Yen’s algorithm [39] for each quantum-user pair. The

reasons are as follows. First, M2 is a large enough number to

ensure a source-destination pair has a set with enough paths.

Meanwhile, M2 paths do not bring a huge impact on the

time complexity to solve the problem that will be discussed in

detail later. Second, if we find the shortest distance paths of all

quantum-user pairs directly instead of for individual pairs one

by one, some pairs with a small number of shortest distance

paths will be less likely considered. From the fairness aspect,

we choose the path set of each quantum-user pair one by one.

Then, we sort those M3 paths by ascending order of their

distance and add M2 paths with the shortest distance to A′.
To ensure that each quantum-user pair has M paths, we reserve

M shortest paths for each quantum-user pair and add these

M paths to A′. Finally, A′ includes totally O(M2) paths, and

there are at least M paths for each quantum-user pair.

With a smaller path set A′, Problem Ŝ1 can be solved by

the standard linear programming techniques [35], [40] with the

acceptable time complexity. Let x̃ = {x̃A′

m
∈ [0, 1]| ∀A′

m ∈

A′
m, m ∈ M} denote the set of Problem Ŝ1 solution.

C. Integer Solution Recovery

The solution of Problem Ŝ1 may be fractional which is

not feasible to Problem S1. Hence, we need to recover the

feasible integer solution of Problem S1 from x̃ and select a

main routing path for each selected quantum-user pair. In this

subsection, we present an integer recovery solution, based on a

specialized branch-and-bound method employing an efficient

branching rule [38], to enhance the overall effectiveness of the

approach.

The detailed algorithm is described in Algorithm 2. Let

x
†
A′

m
denote the recovered integer solution from Algorithm 2.

We first add the paths for x̃A′

m
= 1. Then, we implement

an efficient branching rule of the branch-and-bound strategy,

as described in [38], to derive a feasible integer solution from

the fractional solution.

Branch-and-Bound Algorithm: The basic idea of the

branch-and-bound strategy is to compare the results from

different search branches. To accelerate the search process,

we optimize the search order and cut some poorly perform-

ing branches. We only choose two branches that maximize
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Algorithm 2 STEP I Integer Solution Recovery Algorithm 1

Input: LP solution to STEP I, x̃A′

m
, ∀A′

m ∈ A′
m, m ∈ M

Output: Integer solution to STEP I, x†

A′

m
, ∀A′

m ∈ A′
m, m ∈ M

1: x†

A′

m
= 0, x̄A′

m
= 0, ∀A′

m ∈ A′
m, m ∈ M

2: Sort x̃A′

m
in descending order

3: for all A′
m, m ∈ M do

4: if x̃A′

m
= 1 then

5: x̄A′

m
= 1, mark the pair ⟨sm, dm⟩

6: end if
7: end for
8: hm = 0, ∀m ∈ M
9: Find the maximum x̃A′

m
< 1, ∀A′

m ∈ A′
m, m ∈ M that

satisfies the corresponding ⟨sm, dm⟩ is not entangled
10: Branch-and-bound (∅, m, x̃A′

m
, x̄A′

m
, H = {hm, m ∈ M})

Algorithm 3 Branch-and-Bound Algorithm

Input: Current path A′
m = {sm, v1, v2, . . . , vl}, x̃A′

m
, x̄A′

m
, m,

current visited pair marks H
Output: x†

A′

m
, ∀A′

m ∈ A′
m, m ∈ M

1: A′′ = ∅
2: for all A′

m ∈ A′
m do

3: if Am ∩ A′
m = A′

m and A′
m is feasible then

4: A′′ = A′′ ∪ A′
m

5: end if
6: end for
7: if |A′′| ≤ 1 then
8: Mark the pair m, hm = 1
9: if |A′′| = 1 then

10: x̄A′′

m
= 1, A′′

m ∈ A′′

11: end if
12: Compare x̄A′

m
and x†

A′

m
, update x†

A′

m
if necessary

13: Find the maximum x̃A′

m′

< 1, ∀A′
m′ ∈ A′

m′ , m′ ∈ M such

that A′
m′ is feasible and ⟨sm′ , dm′⟩ is not marked

14: Branch-and-bound (∅, m′, x̃A′

m
, x̄A′

m
,H)

15: Unmark the pair m, hm = 0
16: x̄A′′

m
= 0

17: else
18: Find the minimum i s.t. exist two paths

A′
m(vi)(j), A

′
m(v′

i)(j) ∈ A′, satisfies vi ̸= v′
i, vi ∈ A′

m(vi)(j),
v′

i ∈ A′
m(v′

i)(j)
19: Choose any A′

m ∈ A′
m, append vl+1, . . . , vi−1 to A′

m

20: for all A′
m(vi)(j) ∈ A′′ do

21: cvi = cvi + x̃′
A′

m(vi)(j)

22: end for
23: Find two maximum cvi , cv′

i

24: Branch-and-bound(A′
m ∪ vi, m, x̃A′

m
, x̄A′

m
,H)

25: Branch-and-bound(A′
m ∪ v′

i, m, x̃A′

m
, x̄A′

m
,H)

26: Choose the better solution
27: end if

the number of entanglement pairs as the fractional solution

instead of all branches. The detailed process is concluded in

Algorithm 3.

To start the search process, we first sort the x̃A′

m
in the

descending order and select the quantum-user pair ⟨sm, dm⟩
with the highest x̃A′

m
as the initial pair in the algorithm.

Then, we search the feasible integer path for this pair

⟨sm, dm⟩. Start from sm, we search along the path until we

find a branch switch vbm
, e.g. A1 = {sm, v1, v2}, A2 =

{sm, v1, v3}, A3 = {sm, v1, v4}, the branch switch is v1.

With multiple paths to select, the preference is to search

for the paths with the larger x value to reduce branches.

For example, the current path to the branch switch vbm
is

denoted as A′
m = {sm, v1, v2, · · · , vbm

}. For every possible

next switch vi that could be added to the path, we append

vi to A′
m and count the total xA′

m
value ensuring that A′

m

remains feasible. In Algorithm 3, among all possible switches

that could be added to A′
m, we select two switches denoted as

vi and v′i with the top two total x values. Next, we continue to

build paths in the following two branches denoted as A′
m(vi)

and A′
m(v′i), respectively.

We repeat this process to construct the path from sm to

dm until there is only one feasible path or no feasible paths

exist. If there is only one feasible path A′
m, then x̄A′

m
= 1,

otherwise x̄A′

m
= 0. Then, we mark the current entanglement

pair ⟨sm, dm⟩ by letting hm = 1 as checked in the recursion.

After traversing branches for ⟨sm, dm⟩, we choose the next

quantum-user pair with the largest x value which has not

been searched. The search process will end if there are no

quantum-user pairs to be searched.

D. Performance Analyses and Discussion

1) Time Complexity to Solve Problem Ŝ1 (Algorithm 1): The

size of the newly selected path set A′ is O(M2), thus there

are O(M2) variables in the linear programming. The total time

complexity of our Algorithm 1 and solving the corresponding

linear programming is O(M3|V|(|V|2+ |V| log |V|)+O((M +
M2)2.373) = O(M3|V|3 + M4.746) (when Problem Ŝ1 is

solved by [40], the linear programming solution with lowest

time complexity as far as we know), where |V| is the number

of switches and users in V .

2) Algorithm 2 and Algorithm 3:

Algorithm 3 is a sub-function in Algorithm 2, so we

analyze them together. Algorithm 3 is a specialized branch-

and-bound algorithm with the recursion whose complexity is

almost impossible to track [38]. Hence, we only analyze the

performance guarantee here. Let f∗(x∗
A′

m
) =

∑

m∈M x∗
A′

m

and x∗
A′

m
denote the optimal result and the optimal solution

of Problem Ŝ1 with path set A′, respectively. Let f†(x†
A′

m
) =

∑

m∈M x
†
A′

m
and x

†
A′

m
denote the integer result and the integer

solution from the Algorithm 2, respectively. The relationship

between f∗(x∗
A′

m
) and f†(x†

A′

m
) is stated in the following

theorem.

Theorem 1: Algorithm 2 is an approximation algorithm to

Problem S1 with path set A′, and it achieves an approximation

ratio of 2, i.e., f∗(x∗
A′

m
) ≤ 2 f†(x†

A′

m
).

Proof Sketch: Let ϵ denote the summation of remaining xA′

m

after Algorithm 2. If we assume ϵ ≤
∑

m∈M x
†
A′

m
, then from

the definition of f∗(x∗
A′

m
), we obtain that

f∗(x∗
A′

m
) =

∑

m∈M
x∗

A′

m
≤

∑

m∈M
x̃A′

m
=

∑

m∈M
x
†
A′

m
+ ϵ

≤
∑

m∈M
x
†
A′

m
+

∑

m∈M
x
†
A′

m
= 2f†(x†

A′

m
),

where we use the fact that the optimal integer result is less than

the relaxed continuous result in the first inequality, and we use

the fact that the relaxed continuous result equals the integer

result from Algorithm 2 plus the remaining part ϵ in the second

equality. Note that the assumption ϵ ≤
∑

m∈M x
†
A′

m
can be
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Algorithm 4 STEP II Integer Solution Algorithm 1

Input: LP solution of STEP II, Q̃A′

m̂ , ∀A′
m̂ ∈ A′

m̂, m̂ ∈ M̂
Output: Integer solution to step II, Q†

A′

m̂

, ∀A′
m̂ ∈ A′

m̂, m̂ ∈ M̂

1: Q†

A′

m̂

= 0, ∀A′
m̂ ∈ AI

m, m̂ ∈ M̂

2: Sort Q̃A′

m̂ in descending order
3: for all A′

m̂ ∈ M do

4: while Q̃A′

m̂ > 1 do

5: Q̄A′

m̂ = Q̄A′

m̂ + 1, Q̃A′

m̂ = Q̃A′

m̂ − 1
6: Remove the corresponding qubits
7: end while
8: end for
9: Find the maximum Q̃A′

m̂ < 1, ∀Am̂ ∈ Am̂, m̂ ∈ M̂ that
satisfies A′

m̂ is feasible

10: Branch-and-bound2 (Q̃A′

m̂ , Q̄A′

m̂ )

satisfied in most of cases. In simulation results of [38], the gap

between the optimal results and the ones from the branch-and-

bound algorithm is 0. One exceptional case is that when the

total number of variables is 57404 in the linear programming,

the gap ratio between the optimal and the branch-and-bound

algorithm is 10.7% since the algorithm is terminated when the

largest running time is reached. □

V. EXPECTED THROUGHPUT MAXIMIZATION OF STEP II

A. Algorithm Design

In STEP I, we have determined the maximum quantum-user

pairs number that can be served by the network and selected

one major path for each of them. We then reserve the qubits in

the network assigned for the major paths. In STEP II, we aim

to maximize the expected throughput of selected quantum-user

pairs in STEP I in the residual graph by optimizing the qubits

assigned to each path in Problem S2. The updated formulation

of Problem S2 is,

Problem S2 : max
Q

A′

m̂

M̂
∑

m̂=1

∑

A′

m̂
∈A′

m̂

PA′

m̂
,

subject to A′
m̂ ∈ A′

m̂,∀m̂ ∈ M̂,

QA′

m̂ ∈ N, ∀A′
m̂ ∈ A′

m̂, m̂ ∈ M̂,

0 ≤ QA′

m̂ ≤
Q̂i

2
, ∀A′

m̂ ∈ A′
m,

m̂ ∈ M̂, ∀vi ∈ V,

∑

m̂∈M̂

QA′

m̂ |vi ∩ A′
m̂| ≤

Q̂i

2
,

∀vi ∈ V.

Problem S2 is an integer optimization problem which is

NP-Hard [34]. The formulation of Problem S2 is similar with

Problem S1 except constraints (3) and (4). Hence, we modify

algorithms in STEP I to address the problem in STEP II. The

path set of Problem S2 is constrained by the newly constructed

path set A′.
First, we relax QA′

m̂ ∈ N to be a continuous non-negative

real number. The relaxed problem of Problem S2 is denoted as

Problem Ŝ2. Problem Ŝ2 is a continuous linear programming

which can be solved by the standard linear programming

Algorithm 5 Branch-and-Bound2 Algorithm

Input: Q̃A′

m̂ , Q̄A′

m̂

Output: Q†

A′

m̂

1: Find the maximum Q̃A′

m̂ , where A′
m̂ is a feasible and unmarked

path

2: if Found such Q̃A′

m̂ then

3: Q̄A′

m̂ = Q̄A′

m̂ + 1, remove the corresponding qubits

4: Branch-and-bound2 (Q̃A′

m̂ ,Q̄A′

m̂ )

5: Q̄A′

m̂ = Q̄A′

m̂ − 1, add the corresponding qubits
6: Mark the path A′

m̂

7: Branch-and-bound2 (Q̃A′

m̂ ,Q̄A′

m̂ )
8: Unmark the path A′

m̂

9: else
10: Compare Q̄A′

m̂ and Q†

A′

m̂

, update Q†

A′

m̂

if necessary

11: end if

method [35], [40]. Let Q̃A′

m̂ denote the solution solved from

Problem Ŝ2. Q̃A′

m̂ could be fractional which is not feasible.

Therefore, we design an integer recovery algorithm to derive

the feasible integer solution.

Let QA′

m̂† denote the recovered integer solution, and Q̄A′

m̂

denote the temporary integer solution iterated in Algorithm 4

and Algorithm 5.

Algorithm 4 first determines Q̃A′

m̂ that is equal or greater

than 1. Q̄A′

m̂ equals to the integer part of Q̃A′

m̂ solved

from Problem Ŝ2. The main difference needed to be dealt in

Algorithm 4 compared with Algorithm 2 is that the range of

Q̃A′

m̂ is [0, Qi

2 ] instead of [0, 1]. This indicates that Q̄A′

m̂ can

be added greater than 1 in process (5th row in Algorithm 4).

Then, we use Algorithm 5 algorithm to deal with the

remaining fractional part in which Q̃A′

m̂ < 1, and try to

recover the feasible integer solution from this part. The algo-

rithm is presented in Algorithm 5.

Algorithm 5 is similar but simpler compared with Algo-

rithm 3 because Problem S2 has no constraint to limit the

maximum path number of one quantum-user pair. For each

iteration, the algorithm finds a feasible path for iteration and

decides whether to occupy the current path. The algorithm

marks the path to avoid repeatedly accessing the same path.

When there are no paths to continue the iteration, Algorithm 5

updates the optimal solution Q
†
A′

m̂

when given Q̃A′

m̂ , Q̄A′

m̂ .

B. Performance Analyses and Discussion

1) Performance Analyses:

Theorem 2: Algorithm 4 is an approximation algorithm to

Problem S2 with path set A′, and it achieves an approximation

ratio of 2.

Similar to Algorithm 2, Algorithm 4 is an approximation

algorithm with a ratio of 2. We do not provide the detailed

proof of Theorem 2 since the proof is almost the same

as Theorem 1, which is based on the assumption that the

summation of the fractional part in the solution is less than

the summation of the integer part.

Theorem 3: The output of Algorithm 5 {QA′

m̂†,∀Am̂ ∈
Am̂, m̂ ∈ M̂} is the optimal solution of Problem S2 given

the integer part, i.e., Q̃A′

m̂ , Q̄A′

m̂ .

Proof: Algorithm 5 is a brute-force algorithm to enumer-

ate all possible solutions for selecting paths in the remaining
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graph. When there is an optional path, the algorithm will enu-

merate both choices, which are providing qubits for 1-width

or skipping the path. Finally, the algorithm would enumerate

all possible solutions and obtain the optimal solution. □

2) Discussion:

We do not apply Algorithm 5 directly to solve Problem

S2, and Algorithm 5 only deals with the factional part of the

results from Algorithm 4 where the integer part is kept as the

solution. If we apply Algorithm 5 directly to address Problem

S2, the time complexity will be extremely high due to the

large number of branches that need to be searched from the

start point. Therefore, keeping the integer part and then dealing

with the fraction part can greatly reduce the time complexity.

Algorithm 3 and Algorithm 5 are similar. Their basic idea is

to enumerate as many branches as possible to obtain a solution

with the best performance among all branches. Algorithm 3

makes decisions for each pair to choose a path, and the

algorithm picks at most two paths when there are multiple

branches when enumerating solutions. The size of the possible

solution set is too large for the algorithm to enumerate all

possible cases, thus the algorithm picks two paths with the

largest x values. Algorithm 5 makes decisions for each path

to choose to allocate qubits for one more width or not,

which is a binary selection, and it would finally traverse all

possible cases. Since the integer part of the qubits assignment

has already been removed in the graph, the size of possible

solutions to Algorithm 5 is possible to be traversed.

Algorithm 4 can be implemented as an independent algo-

rithm to maximize the network expected throughput without

considering selected quantum-user pairs in STEP I. We con-

duct simulations about Algorithm 4 to maximize expected

throughput directly in Section VII and the results reveal that

Algorithm 4 outperforms existing works.

VI. RECOVERY PATH ALGORITHM DESIGN IN Online Stage

A. Insights

In this section, we propose algorithms to address the rout-

ing problem in Online Stage of the entanglement process.

In Section IV and Section V, we present algorithms to deal

with Offline Stage. However, the entanglement process is

probabilistic. Some paths may fail to be successfully entangled

because of the failed entanglement between switches or the

swapping process inside the switches. Therefore, the goal of

the online process is to utilize the available qubits in switches

to construct recovery paths within the remaining time of the

entanglement duration T .

Two primary challenges arise when constructing recovery

paths during the Online Stage.

• First, each switch can only access its nearby switches’

entanglement information including the link state and

currently available qubits, i.e., K hops near it. This is

because switches communicate with each other through

the traditional Internet, which can generate a relatively

high transmission delay compared with the entanglement

duration T . Therefore, it is impossible for all switches to

send their entanglement states to the cloud, and then let

the cloud decide the routing design in a centralized man-

ner like in Offline Stage. The switch needs to determine

the swapping and the entanglement to recover the path

in an online manner with only limited nearby switches’

state information.

• Second, in Online Stage, the majority of qubits in

switches have been utilized for the entanglement in Stage

I. Only a very limited number of qubits are left for the

path recovery in Online Stage.

In this section, we aim to answer the following question:

how to design the recovery path and swapping policy in Online

Stage?

There are two ways to construct a recovery path set. In the

first method, when entanglement links fail, switches need to

design and build recovery paths instantly based on the online

information during the remaining duration of T . However, it is

extremely challenging to determine a delicate recovery path set

in such a short time with promising performance. The second

method is to pre-calculate the recovery path set in an offline

manner which includes all possible recovery paths for every

switch in every major path selected in Offline Stage. The cloud

can calculate the recovery path set at the beginning of Online

Stage, and let switches decide the swapping policy by selecting

recovery paths directly.

In this paper, we select the second method to determine the

recovery path set. The reasons are as follows. First, the current

quantum network is time-sensitive and only has a very limited

entanglement duration (a few seconds). It is almost impossible

to jointly determine the recovery path set and the swapping

policy in Online Stage in such a small duration not mention

to considering the communication delays and so on. Second,

similar to Offline Stage, the cloud has enough computational

ability, and the network has enough time to calculate routing

for the entanglement.

Therefore, at the beginning of Online Stage, the cloud will

pre-calculate the recovery path set for switches in every path

selected in Offline Stage and send the related sub-recovery path

set to each switch. Then, the quantum network will generate

the entanglement for quantum user pairs. When some paths fail

to be entangled, the switches will make the swapping policy

in the remaining entanglement duration by selecting feasible

paths from the recovery path set.

In the remaining section, we first propose an algorithm to

derive the recovery path set. Then, we determine the swapping

policy of individual switches to recover failed entanglement

paths.

B. The Recovery Path Algorithm

We consider a random path A = {v0, v1, . . . , vl} as a

general case to build the recovery path.

First, switches need to compute possible recovery paths.

A recovery path Ar = {vr0, vr1, . . . , vrl′} is available, when

vr0 = vj , vrl = vk are two different switches in path A.

Each switch vi in the path except vl can pre-compute the

possible recovery paths for edges vi, vi+1 after obtaining the

major paths. Although switches need to obtain those paths

by traversing the graph, the computational complexity is still

acceptable. They only need to search recovery paths so that all

switches in the paths are in K−hop distance, and the number
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Algorithm 6 Search Recovery Paths Algorithm

Input: G = (V, E), current switch vi, path A = {v0, v1, . . . , vl}
Output: Ar

1: function SEARCH(v, A)
2: for all (v, v′) ∈ E & v′ is in K−hop distance from all

switches in A do
3: if switch v′ has at least 1 qubit & is a switch in

{vi+1, ..vl} then
4: Ar = Ar ∪ (A ∪ v′)
5: else if switch v′ has at least 2 qubits & v′ /∈ A then
6: SEARCH(v′, A ∪ v′)
7: end if
8: end for
9: end function

10: Ar = ∅
11: for all h ∈ [0, i − 1] do
12: if vh remains more than 1 qubit & dist(vi, vh) ≤ K &

dist(vi+1, vh) ≤ K then
13: SEARCH(vh, ∅)
14: end if
15: end for

of remaining qubits is limited. Therefore, it is possible for

switches to compute possible recovery paths in time. Switches

can apply the depth-first search method [41] to compute the

distance between any two switches.

Second, switches need to determine if the recovery path Ar

is possible to recover path A when it is disconnected. Path A

is disconnected when the entanglement of one edge of the path

is failed, i.e. the entanglement of two switches vi, vi+1 ∈ A

is failed. When vi, vi+1 is disconnected, j ≤ i < k, then Ar

that connects vj and vk is possible to recover path A.

Third, all switches in the path A between vj and vk have

to know the information that the recovery path Ar is possible

to recover path A. Therefore, all switches in Ar need to be in

K−hop distance from vj and vk. Besides, each switch in Ar

needs to know all of the other switches in the recovery path,

thus each switch in Ar needs to be in K−hop distance from

any other switches in Ar.

Through Algorithm 6, switches can find the recovery paths.

Each switch v needs to find possible recovery paths Ar for

each major path A that includes v. Assume that v is vi ∈ A,

the mutual distance between vi, vi+1 and all switches on the

recovery path do not exceed K−hop. Moreover, each switch

in the path except start and end switches should have at least

2 qubits, while start and end switches should have 1 qubit.

For each path, the time complexity of Algorithm 6 is

O(l|E|). For each switch in the path, the algorithm may

traverse the whole network once. Practically, the real run time

is less than the time complexity bound, because the limit of

K−hop distance restricts the distance of the visited switch

when traversing the network.

C. The Swapping Policy

Since resources in the network may not be enough to recover

all failed paths, switches need to recover the entanglement path

by selecting feasible paths from the recovery path set. The

final entanglement path may be different from the original

major path, thus we need to consider the swapping process to

correctly recover the path. In this section, we will elaborate on

the swapping policy about how to recover the entanglement.

There may be multiple quantum-users pairs with several

entanglement paths going through one switch. When more than

one path failed to be entangled at the same link connected

directly with the switch, the switch needs to set the priority

for failed paths to determine which path should be recovered

when qubits of the switch are not enough to recover all failed

paths. We set the priority for the switch to recover failed paths

for quantum-user pairs in the following order based on the goal

which is to serve quantum-user pairs as many as possible and

maximize their expected throughput. Here, the priority order is

only related to the online information available to the switch.

1) The quantum-user pair with exact one 1-width entangle-

ment path over the network which passes through the

switch. In STEP I and STEP II, a quantum-user pair

may be only assigned with only one path whose width

is 1. It indicates that once the path failed to be entangled,

the quantum-user pair cannot be entangled. Therefore,

this type of quantum-user pair has the highest priority

for switches to build recovery paths through swapping.

2) The quantum-user pair with larger expected throughput.

For the rest of the quantum-user pairs, the switch will

utilize the network information a few hops near it

to maximize the expected throughput as illustrated in

STEP II. Although different recovery paths correspond

to different major paths, switches do not consider the

differences between different major paths. The reason

is that switches only know the information in a K−hop

distance, and the entanglement situation out of this range

is not accessible. If switches consider the corresponding

major paths, they may obtain different throughput values

and cannot reach a consensus on the priority of recovery

paths.

After setting the priority for quantum-user pairs for the

single switch, each switch connected with failed entanglement

paths needs to determine its swapping policy. Therefore, the

entire entanglement path can be recovered for quantum-user

pairs. Without loss of generality, we discuss each pair of

switches with exactly one major path individually. For each

entanglement path, except for the quantum users at both ends,

each intermediate switch needs to provide at least one qubit

for each adjacent switch.

We consider a switch v ∈ V that has at least one failed

entailment link and the switch only belongs to one 1-width

major path. When the switch belongs to a major path, it may

belong to at most two recovery paths. We state that a switch

may only belong to at most two recovery paths that correspond

to this major path. For each recovery path, the switch in the

major path has to let a qubit entangle with another switch

in the recovery path, instead of a switch in the major path.

An intermediate switch provides two qubits for a 1-width

major path. Thus, each switch can only belong to at most two

recovery paths that correspond to the major path. We discuss

all possible cases one by one.

1) The switch belongs to exactly one path. The switch

can make the swapping decision that entangles the two
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qubits on the same path. In specific, the switch provides

a qubit for each neighbor in the path and entangles these

two qubits.

2) The switch belongs to a major path and a recovery

path. This situation implies that one side of the major

path cannot be entangled. Therefore, the switch will

entangle the other side of the major path and the recov-

ery path. The switch provides a qubit for the available

neighbor on the major path and the recovery path and

entangles these two qubits.

3) The switch belongs to a major path and two recovery

paths. It indicates that both sides of the major path can-

not be entangled. In this case, the switch will entangle

two recovery paths.

The recovery path Av at switch v connects switch v with

v + 1 from another new path instead of the major one, which

indicates that the path Av may have overlapping switches with

the major path A. To fully build the entire entanglement path

for the quantum-user pairs, we take an exclusive-or (xor, ⊕)

operation between Av and A. The swapping policy for the

single switch mentioned above can be implemented one by

one at the same time for switches to recover paths.

Since each switch can only have access information a few

hops near it in Online Stage, the qubits allocated to a path from

different switches along it may not be consistent, especially for

the recover links. To evaluate the expected throughput of a path

A with failed entanglement links in Online Stage, the number

of parallel quantum channels in path A, i.e., QA, is equal to

half of the minimum number of quantum bits assigned to the

path by any switch.

The time complexity of making swapping decisions for

one major path is O(|V|). Each switch traverses the whole

path and makes decisions based on the mentioned three cases.

After traversing, the switch traverses the whole path and takes

exclusive OR operations to remove duplicated switches in the

path. Therefore, each switch traverses each major path twice

with O(|V|) complexity.

VII. SIMULATION RESULTS

In this section, we will introduce our simulation results.

We implement proposed algorithms and compare the per-

formance of our proposed algorithms with existing works.

We generate different data on multiple variables to enhance

the confidence of the simulations. We mainly focus on two

measurements of the simulations, the number of quantum-user

pairs that can be served by the network, and the expected

throughput.

A. Network Generation

To show the differences between the performance of our

proposed algorithms and other existing works, we design

controlled experiments under different network parameters.

We generate network sets with standard parameters by default

first and test various parameters later. The number of switches

is set as 100 and the number of quantum-user pairs is set as

20. The total count of edges is defined by the average degree

D of nodes, which is set to be 10. The number of qubits in

each switch is 4. The successful swapping rate is 0.9.

We randomly generate each network in the standard test

network set as follows. The area of the quantum network is set

as 10k×10k unit square, each unit could be 1 kilometer [18].

The switches and quantum-user pairs are randomly placed in

the area. The edge generation follows the work [42]. Quantum-

user nodes do not connect with other quantum-user nodes

directly, and they are connected with switches directly. The

length of each edge is less or equals 50√
N

, where N is the

number of switches. The edge capacity does not have a

limitation according to our assumption in the model. Con-

sidering the randomness of the network topology, we generate

10 random networks as a set and take the average value of the

measured values, i.e., the expected throughput and the number

of quantum-user pairs in the network that can be served.

B. Algorithm Benchmarks

Our routing design is denoted as MULTI-R. To further show

the performance of our recovery path algorithm in Online

Stage, the results denoted as MR-REC consist MULTI-R and

the recovery path algorithm. Since our recovery path algorithm

does not increase the number of selected quantum-user pairs

in Step I, we do not show the number of selected pairs

computed by MR-REC in our following figures. We compare

our algorithms with the following algorithms:

• FER [19]: First it sorts quantum-user pairs in the

descending order of the expected throughput, then selects

the pair with the largest expected throughput until no

feasible paths exist.

• Q-PASS [18]: Q-PASS is a similar greedy algorithm

with FER that uses
∑

1
pi(i+1)

as the routing metric, where

pi(i+1) is the successful entanglement rate of edge ei(i+1).

It indicates the summation of each link creation rate in a

path.

• BASELINE-1(B1): we use the number of hops of a path

(i.e., l in (1)) as the evaluation metrics, and run the greedy

selection similar with Q-PASS.

• ALG-4: We skip STEP I and implement Algorithm 4

directly over the path set A′ to maximize the network

expected throughput.

C. Performance Evaluation

1) Network Generation Methods: Different from the

method we describe in Section VII-A, we generate two dif-

ferent network sets by two different methods. One method

is Watts-Strogatz [43]. This method generates networks that

reveal the properties of some real communication networks.

The other method is to generate the networks by the power-law

random graph [44]. This method can generate scale-free

power-law random graphs that follow the topology of complex

“real-world” networks.

Figure 5 shows the performances of the algorithms in graphs

generated by different methods. Figure 5a shows that MULTI-

R can serve 20 quantum-user pairs on all different graphs.

It shows that our algorithms can serve as many quantum-user

pairs as possible on different constructed networks. Other
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Fig. 5. (a) The selected quantum-user pairs with different network generation
methods. (b) The expected throughput with different network generation
methods.

Fig. 6. (a) The selected quantum-user pairs with different numbers of
switches. (b) The expected throughput with different numbers of switches.

Fig. 7. (a) The selected quantum-user pairs with different numbers of pairs.
(b) The expected throughput with different numbers of pairs.

algorithms cannot serve all 20 quantum-user pairs and average

less than 9 selected pairs on the power-law random graph.

Figure 5b shows that MULTI-R, MR-REC improves around

10%, 13% throughput more than FER. B1 and Q-PASS

perform worse than the other three algorithms in all networks.

2) The Number of Switches: In Figure 6, we generate

networks with 50, 100, 150, and 200 switches, when other

parameters keep the same. Figure 6a shows that the number of

selected pairs of FER increases with the number of switches.

The reason is that FER can serve more pairs on the network

with more resources. The results of Q-PASS and B1 do not

change significantly. Our MULTI-R can serve all 20 quantum-

user pairs in all test networks. It implies that our algorithms

always consider serving more quantum-user pairs, even if

the resources in the network are limited. In Figure 6b, the

advantage of MULTI-R and MR-REC are more pronounced as

the number of switches increases. The throughput of MR-REC

improves 4%, 13%, 33%, 55% more than FER on graphs with

50, 100, 150, and 200 switches. A network with more switches

has more resources, thus MR-REC has more opportunities to

detect recovery paths to improve throughput. B1 and Q-PASS

have less throughput when switches increase because their

routing metrics decrease significantly when the size of the

network is larger. It is hard for the algorithms to detect paths

with high throughput in a large network.

3) The Number of Quantum-User Pairs: Figure 7 demon-

strates the difference between algorithms on graphs with

Fig. 8. (a) The selected quantum-user pairs with different average degrees of
nodes. (b) The expected throughput with different average degrees of nodes.

different quantum-user pairs. As Figure 7a shows, MULTI-

R can serve all quantum-user pairs in all test cases. Com-

pare with FER, the number of served pairs is improved

by 35%, 59%, 76%, and 104%. When the number of

quantum-user pairs increases, FER serves less proportion of

pairs. B1 and Q-PASS serve similar number of quantum-user

pairs. Figure 7b shows a trade-off between the number of

served pairs and throughput. The throughput of MULTI-R

and MR-REC is higher than the throughput of FER when

the number of quantum-user pairs is lower than 40, and

FER has higher throughput when the number of pairs is

40. This phenomenon demonstrates that MULTI-R and MR-

REC sacrifice throughput to improve service point pairs. The

throughput of B1 and Q-PASS increases with the number of

pairs because it is easier for these algorithms to find paths

between more pairs.

4) The Average Degree of a Switch: Figure 8 shows the

impact of the average degree of a switch. A larger average

degree indicates more edges in the network. Figure 8a shows

that MULTI-R serves all quantum-user pairs in all cases.

FER, B1 and Q-PASS can serve more pairs when the degree

increases. Figure 8b shows throughput variation as degree

changes. Compare with the throughput in networks with

degree 6, MR-REC improves 92%, 194% when the degree is

10, 14. Compare with FER, MR-REC improves the throughput

by 6%, 13%, 26% when the degree is 6, 10, 14. The throughput

of B1 and Q-PASS increases with the degree but is much

lower than the other algorithms.

5) The Number of Qubits in a Switch: We adjust the number

of qubits in each switch, and Figure 9 shows the results.

Figure 9a and 9b show that, for all algorithms, the number

of served pairs is the same, and the throughput grows pro-

portionally to the number of qubits in a switch. The reason

is that when the algorithms are routing in the same network

settings, they always find the same routing schedule, and the

throughput is directly affected by the number of qubits.

6) Successful Swapping Rate: In Figure 10, we test the

effect of different successful swapping rates of switches. The

algorithms perform similarly in served quantum-user pairs,

as shown in Figure 10a. MULTI-R can serve 20 pairs, while

other algorithms can serve 10 to 13 pairs. Figure 10b shows

that the throughput of all algorithms increases with the success

rate, which is intuitive. Both MULTI-R and MR-REC have

higher throughput values and increments than MULTI-R, and

MULTI-R is also greater than B1 and Q-PASS.

7) Quantum Link Successful Entanglement Rate: We test

different quantum link successful entanglement rates (i.e., p)
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Fig. 9. (a) The served quantum-user pairs with different numbers of qubits
in each switch. (b) The expected throughput with different numbers of qubits
in each switch.

Fig. 10. (a) The served quantum-user pairs with different successful swapping
rates. (b) The expected throughput with different successful swapping rates.

Fig. 11. (a) The served quantum-user pairs with different successful link
entanglement rates. (b) The expected throughput with different successful link
entanglement rates.

TABLE II

THE TIME COST DIFFERENCE BETWEEN THE OFFLINE STAGE AND ONLINE

STAGE OF PROPOSED ALGORITHMS

as shown in Figure 11. All links have the same p to avoid the

randomness brought by the network generation. When p grows

from 0.1 to 0.4, the number of served quantum-user pairs is

almost the same. The network expected throughput has an

evident improvement up to 775%. MULIT-R still outperforms

other algorithms.

8) Running Time of Online Stage: To show the running

time, we compare the time cost of MULTI-R in Offline Stage

(MULTI-R) and the proposed recovery algorithm in Online

Stage. Table II shows the time cost differences in different

number switches. As the number of switches increases, the

Online Stage costs more time than Offline Stage, and the

increment of Offline Stage is higher than Online Stage. Due

to recent advancements in long-lived quantum memories, the

entanglement duration time T can now last up to one hour [45].

The proposed recovery algorithm in Online Stage can be

completed during the entanglement duration time T .

9) Fairness: To evaluate the fairness of algorithms, we

employ evaluation methods similar to those outlined in

Fig. 12. (a) The average throughput with different numbers of switches.
(b) The average throughput with different numbers of pairs.

reference [18] when referring to discussing fairness, i.e., the

average number of served quantum user pairs and the average

expected throughput of each served quantum pair. For the

average number of served quantum user pairs, our proposed

algorithms outperform existing ones as stated before.

The average expected throughput is calculated by dividing

the total throughput by the number of served pairs. We calcu-

late the average expected throughput to illustrate the fairness

of the algorithms from another aspect. Figure 12 shows the

average expected throughput for different numbers of switch-

ing and entanglement user pairs. FER has the highest average

throughput, higher than ALG-4, MULTI-R and MR-REC. The

reason is that FER has a lower number of service pairs and

a higher average throughput per service pair. For the same

reason, the average expected throughput of ALG-4 is higher

than that of MULTI-R and MR-REC. In conclusion, FER and

ALG-4 have higher throughput but sacrifice fairness. MULTI-

R and MR-REC balance fairness with high throughput. B1

and Q-PASS have lower average throughput, therefore they

perform worst among all algorithms.

10) Robustness: To demonstrate the robustness of the algo-

rithm, it is important to test the network in an environment

where switches or links may be broken. In this study, we will

focus on the scenario where switches are broken. This is

because, when a switch is broken, the links connected to

the switch will also be broken. Therefore, by testing the

network with broken switches, we can better evaluate the

algorithm’s ability to handle unexpected failures and ensure

that the network can continue to function effectively even

in the face of such challenges. We randomly select 10% of

quantum switches to be offline and compare the performance

between different algorithms. When computing entanglement

paths, the algorithms do not know that some switches are

offline. We remove the offline quantum switches and calcu-

late the expected throughput. Figure 13a shows the expected

throughput for networks with different numbers of switches

when 10% of the switches are offline. Compared to Figure 6b,

the throughput of each item is reduced, and the relationship

of the performance of all algorithms is similar. To show the

difference clearly, we calculated the ratio of the throughput

when 10% of the nodes are offline to the throughput when they

are not offline, and the results are shown in 13b. Intuitively, the

reduction would be 10%, since 10% of the quantum switches

are offline. However, the reduction in most cases is above

10%. The decreasing trends of ALG-4 and MULTI-R are

similar and different from the results of FER. However, the

throughput of all three algorithms is about 80% of the original.
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Fig. 13. (a) The average throughput with different numbers of switches when
10% of quantum switches are offline. (b) The ratio of the throughput when
10% of the switches are offline to the throughput when the switches are not
offline.

Fig. 14. (a) The average throughput with different ratios of offline switches.
(b) The ratio of the throughput when some switches are offline to the
throughput when the switches are not offline.

The throughput of MR-REC is much lower compared to the

original because the recovery algorithm makes more attempts

to reconnect paths containing offline switches. The reduction

of B1 and Q-PASS is relatively low, and their throughput is

about 0.87 of the original. In summary, all algorithms differ in

their robustness when some switches are offline, but the drop

in throughput is in the range of about 0.1 to 0.2. We then test

the effectiveness of different ratios of offline switches. The

test networks have 100 switches. We further test the impact

of different ratios of broken switches in Figure 14. It can be

concluded that the ratio of throughput drop is greater than the

ratio of offline switches, but less than twice the ratio of offline

switches.

11) Simulation Summary: We compare five different algo-

rithms in three simulation networks with different variables.

We summarize several simulation observations as follows.

• MULTI-R and MR-REC can serve all quantum-user pairs

in all test cases. FER can serve less quantum-user pairs,

but higher than B1 and Q-PASS.

• In most cases, MR-REC has the highest throughput, while

MULTI-R yields slightly less throughput. FER generates

throughput less than MULTI-R in most cases, but is larger

than MULTI-R when the number of quantum-user pairs

is large. This is because there is a trade-off between the

number of served pairs and throughput. ALG-4 has the

largest expected throughput among all algorithms since

it applies the optimization method that can fully utilize

network resources. B1 and Q-PASS yield much lower

throughput than FER in most cases.

• When the resources of the networks (i.e., the number

of switches, the number of average degrees, and the

number of qubits) are increasing, all algorithms yield

more throughput in most cases. One exceptional case

is that the throughput of B1 and Q-PASS decreases as

the number of switches increases because they are more

difficult to choose higher throughput path combinations

in large networks.

• Varying quantum parameters such as successful swapping

rates and quantum link successful entanglement rates do

not have an obvious impact on the served number of

quantum-user pairs since the capacity of the network is

not changed. The parameters that can enlarge the network

capacity could let the network serve more quantum-user

pairs, e.g., the average degree of a switch and the number

of switches. One exceptional case is the number of qubits

in a switch, where the improvement is little when the

number of qubits is larger. This is because the main

limitation for the served number of quantum-user pairs

under the default parameter setting is the number of

switches, the network cannot serve more quantum-user

pairs even if the number of qubits in a switch is larger.

However, a larger number of qubits can make the width

of paths larger, thus increasing the network throughput.

VIII. RELATED WORK

Quantum networks and their applications have drawn great

attention. Several trials for constructing real quantum net-

works have been conducted, such as DARPA Quantum Net-

work [46], SECOQC Vienna QKD network [47], Tokyo QKD

network [48], the mobile quantum network [7], the integrated

satellites [8]. These trial networks aim to distribute quantum

keys or transmit real qubits for communication. Nevertheless,

due to physical and hardware limitations, the application of

large-scale quantum networks, in reality, is still not broadly

feasible.

A few studies have been conducted on the theoretical

network layer for the future large-scale quantum network.

Numerical evaluations or simulations on the virtual simulator

are the main methods to justify the efficiency. Vardoyan et

al. [11] studied the theoretical performance of the switch

capacity and the memory occupancy distribution for a single

switch with multiple quantum users. Shchhukin et al. [13] ana-

lyzed the average waiting time for a single entanglement path

based on Markov chain theory. Pant et al. [14] proposed a local

routing policy for independent switches both in single-flow

and multi-flow. Das et al. [17] presented a routing protocol

for two groups of quantum users in a Bravais lattice topology.

Li et al. [15] studied the flow-based network performance in

a lattice network. Reference [16] proposed a greedy routing

design in ring and grid networks. These papers considered the

routing design in quantum networks with special typologies.

These typologies may bring the advantage for the efficient

design of routing protocol but they can not fit arbitrary graphs

that are more common in reality. Shi et al. [18] proposed the

routing protocol in a random graph. Their protocol was to

add the path one by one with the largest expected throughput.

Reference [19] enhanced the performance by using the remain-

ing qubits in the network. However, their protocol assigned

too many resources for limited quantum-user pairs which

may waste the network resources and limit the number of

quantum-user pairs that could be served. Their algorithms

were greedy-based without considering the time complexity

of choosing paths set and lacked performance guarantee.
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Farahbakhsh et al. [49] proposed an opportunistic routing

method along the routing path to reduce the waiting time.

Le et al. [50] considered a reinforcement learning approach to

serving quantum-user pair requests. References [36] and [51]

considered fidelity as the main limitation for the entanglement

which had high-level requirements for the capacity of the

network. Zhao et al. [52] proposed a segmented routing design

in a room-size network. All of these works assume that

quantum switches use Bell Statement Measurements for the

swapping. In [53] and [54], the authors adopt a more general

swapping method (i.e., n-fusion) through Greenberger-Horne-

Zeilinger Measurements for the swapping.

IX. CONCLUSION

In this paper, we have proposed an effective routing protocol

for multi-entanglement routing in quantum networks to maxi-

mize the number of quantum-user pairs and their throughput at

the same time. We have formulated our goal as two sequential

integer programming steps and proposed efficient algorithms

both in offline and online stages with low computational

complexity and performance guarantees. We have conducted

simulations to show that our proposed algorithms have better

performance compared with existing algorithms.
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