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Abstract—Recent advancement in emerging brain-inspired
computing has pointed out a promising path to Machine Learning
(ML) algorithms with high efficiency. Particularly, research in the
field of HyperDimensional Computing (HDC) brings orders of
magnitude speedup to both ML model training and inference
compared to their deep learning counterparts. However, current
HDC-based ML algorithms generally lack uncertainty estimation,
despite having shown good results in various practical appli-
cations and outstanding energy efficiency. On the other hand,
existing solutions such as the Bayesian Neural Networks (BNN)
are generally much slower than regular neural networks and
lead to high energy consumption. In this paper, we propose
a hyperdimensional Bayesian framework called DiceHD, which
enables uncertainty estimation for the HDC-based regression
algorithm. The core of our framework is a specially designed
HDC encoder that maps input features to the high dimensional
space with an extra layer of randomness, i.e., a small number
of dimensions are randomly dropped for each input. Our key
insight is that by using this encoder, DiceHD implements Bayesian
inference while maintaining the efficiency advantage of HDC. We
verify our framework with both toy regression tasks and real-
world datasets. We compare our DiceHD to several widely-used
BNN baselines in terms of performance and efficiency. The results
on CPU show that DiceHD provides comparable uncertainty
estimations while achieving significant speedup compared to the
BNN baseline. We also deploy DiceHD on two FPGA platforms
with different acceleration capabilities, showing that DiceHD

provides up to 84× (3740×) better energy efficiency for training
(inference).

I. INTRODUCTION

In the past ten years, research in the area of deep learning

observed the fast growth of Deep Neural Network (DNN)

based algorithms. We have seen that DNNs fundamentally

change how machine learning interacts with our daily life

through their advancements in natural language processing,

object detection, and reinforcement learning. However, the

complexity of DNNs and the computation cost of using

such networks have also been increasing significantly. This

inevitably leads to a surge of power consumption for training

and inference, which essentially contrasts with the power limit

and efficiency requirements of edge computing. Compared

to the human brain, DNN-based algorithms are surprisingly

inefficient, albeit the fact that neural networks are bio-inspired

to start with.

Therefore, novel brain-inspired computing methods such

as Spiking Neural Networks (SNN) and HyperDimensional

Computing (HDC) are gaining traction because of their better

efficiency [1], [2] and robustness against hardware noise [3]. In

particular, HDC mimics human brain functionalities by learn-

ing and reasoning in high-dimensional spaces with lightweight

operations [4], [5]. This is supported by the finding that

information on sensory inputs is stored in the cerebellum

cortex using high-dimensional neural activity patterns [6].

To enable HDC operations, inputs from the original low-

dimensional space are encoded to vectors with thousands of di-

mensions, i.e., hypervectors. HDC-based algorithms, equipped

with lightweight computations, are usually easily parallelizable

using off-the-shelf hardware accelerators so that the efficiency

is further improved [7]. Prior works [1] show that HDC pro-

vides a significant efficiency boost over other widely-deployed

ML algorithms such as DNN and Support Vector Machine

(SVM). Recent research brings this advantage of HDC to dif-

ferent kinds of learning tasks like classification/clustering [8]–

[10], regression [11] and reinforcement learning [12]–[14],

and it enables low-latency training and inference with less

power consumption. However, current HDC algorithms are not

without limitations.

We observed that HDC-based ML algorithms still lack

the ability to provide uncertainty along with regular

prediction. This ability is a must for safety-critical tasks

where the importance of model trustworthiness and robustness

are particularly emphasized [15]. For example, self-driving

cars should make conservative decisions with high confi-

dence. Predictions without uncertainty can lead to catastrophic

consequences. This is not only a challenge for HDC but

also for DNN because both mainly evolved without Bayesian

statistics. Different from regular ML, Bayesian inference pa-

rameters have a probability distribution instead of a single

value. This key difference enables the analytical expression of

the posterior distribution and predictive distribution through

Bayes’ Theorem. The advantage of Bayesian statistics is that

the posterior predictive distribution accounts for the noise of

observation, model stochasticity, and prior knowledge about

the task. Prior research works try to incorporate this advantage

into the DNN learning process and propose several Bayesian

Neural Networks (BNN) algorithms [16]–[19]. However, to

approximate Bayesian statistics, expensive modifications are

necessary for the original network structure or the training

and inference processes. Unfortunately, existing BNN algo-

rithms bring more computations and larger energy costs in

the learning, compared to already complex DNNs. We believe

the lightweight HDC with uncertainty estimation is a more
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efficient alternative to existing BNN algorithms. We find that

introducing random noise to the HDC encoding process effec-

tively approximates the posterior distribution. This functions

as the key to Bayesian inference while keeping the whole

framework as lightweight as possible.

In this paper, we propose DiceHD, a hyperdimensional

Bayesian framework that enables efficient uncertainty estima-

tion for HDC-based regression algorithm. Our contributions

are summarized as follows:

• Through DiceHD, we overcome a major limitation in exist-

ing HDC-based ML methods, i.e., the inability to provide

uncertainty estimation. Previously, without model confi-

dence, the usability of HDC regression algorithms is limited

in safety-critical tasks. DiceHD, as it incorporates Bayesian

statistics, opens up new opportunities such as more efficient

exploration in optimization.

• We revisit the recent HDC regression algorithm and draw

a connection to the more general Vector Function Archi-

tecture [20]. In essence, we encode the input to a high

dimensional space and we construct the model hypervector

that holographically represents the function to approximate.

• We propose a novel HDC encoder that includes pertur-

bations via randomly dropped dimensions to propagate

the uncertainty estimation in our DiceHD framework. Our

solution, unlike existing BNN methods, introduces few

complications to the original regression, simplifies the train-

ing, and enables computational reuse in the inference. In

Section III-B, we show how this noisy mapping to hy-

perdimensional space effectively approximates the posterior

distribution.

• Our design is evaluated on both CPU and FPGA plat-

forms. We verify DiceHD using several toy regression tasks

and multiple real-world datasets. Through visualization, we

show that DiceHD is able to generate meaningful uncertainty

estimation. Results on real data show that our framework

significantly improves the training and inference efficiency,

compared to BNN baselines. Compared to BNN on FPGA

(or CPU), our design shows a noticeable speedup of up

to 2.5× (17×) for training and 8×(748×) for inference.

DiceHD provides 84× (3740×) better energy efficiency for

training (inference).

II. RELATED WORK

Bayesian Inference: The Bayesian paradigm utilizes prob-

ability instead of point estimates to represent the belief of

models. This probability is updated as the model observes

more training data points. In the past few years, there has

been a resurgence of interest in Bayesian statistics due to the

need for more informative ML models. There are multiple

challenges in making modern ML algorithms Bayesian, es-

pecially if they are deep. Most of the existing works take

the path of approximating the posterior distribution, which

is often intractable. Markov Chain Monte Carlo (MCMC)

methods have been used to generate samples from desired

posterior distributions [21]–[23]. However, MCMC methods

are hardly scalable, memory-hungry, and time-consuming.

Therefore, methods in the family of Stochastic Variational

Inference (SVI) are considered more suitable for the task.

SVI methods learn a tractable variational distribution that is as

close as possible to the original posterior. Nevertheless, SVI

methods require significant training time and large compu-

tational costs due to the more complex networks [16], [17].

Some prior works enable Bayesian inference through ensemble

methods [18], [19], [24]–[27]. Many of them approximate the

posterior distribution by training multiple models and capture

the model uncertainty through model averaging. However,

training multiple models inevitably increases the runtime

and energy costs. MC-Dropout [18] alleviates this significant

overhead by leveraging neural network dropout layers. It en-

ables uncertainty estimation without training multiple models.

However, the computationally heavy DNN training process

and the multi-layer deep structure significantly increase its

energy consumption. This shows the need for a more efficient

alternative ML algorithm.

Hyperdimensional Computing: For machine learning in

resource-limited environments, HDC is a more efficient al-

ternative computing paradigm compared to DNN. Previous

works have successfully applied HDC to ML tasks of various

natures. Considering supervised training as an example, prior

works propose HDC-based algorithms for real-world regres-

sion [11], [28], bio-signal processing [29], [30], genome se-

quencing [31], [32], drug discovery [33], outlier detection [34],

and spam detection [35]. These works have shown that HDC-

based ML achieves notable energy savings and speedups in

both training and testing, making HDC suitable for machine

learning on CPUs even with tight power budgets. In addi-

tion, researchers have explored various hardware acceleration

strategies to further enhance efficiency [7], [8], [11], [36], [37].

For example, the recent work [11] accelerates the HDC-based

regression using FPGA and outperforms several baselines on

runtime and energy costs. However, existing HDC algorithms

failed to include uncertainty while doing predictions; and our

goal is to fix this shortcoming while maintaining the high

efficiency of HDC.

III. DiceHD: ENABLING EFFICIENT BAYESIAN HDC

Fig. 1 presents an overview of our DiceHD, and compares it

with the non-Bayesian hyperdimensional regression algorithm.

In Section III-A, we briefly introduce the regular algorithm that

only provides point estimates. In Section III-B, we propose to

incorporate uncertainty estimation into HDC-based regression.

A. VFA & Hyperdimensional Regression

In this section, we provide the intuition behind the HDC-

based regression algorithm from the angle of Vector Function

Architecture (VFA) [20]. VFA is regarded as an extension

of the hypervector-based representation in HDC mathematics.

One key insight of VFA is that we can define a function space

where functions can be represented using high-dimensional

vectors. More importantly, HDC operations are compatible and

meaningful in this function space. To begin with, we define

a function in the form of a weighted kernel sum: f(x) =
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Fig. 1. Comparison between DiceHD and non-Bayesian HDC-based re-
gression algorithm: (a) Basic structure of regular regression that gives point
estimates. (b) Overview of our proposed DiceHD, which approximates
predictive distribution through a noisy HDC Bayesian encoder.

∑

k ³kK(x2xk). When K is a universal, translation-invariant,

and positive-definite kernel, we can represent any continuous

function through this representation. ³ks are model parameters

learned via supervised training. The function representation is

obtained in VFA as follows:

f(x) =
∑

k ³kK(x2 xk) =
∑

k ³k×(xk)×(x) = yTk ×(x) (1)

where yk =
∑

k ³k×(xk) is the vector representation of f(·)
and ×(·) is the mapping defined by the kernel K.

However, the exact mapping × is often intractable if the

kernel implicitly maps inputs to an infinite-dimensional space

like the Radial basis function (RBF). There are also unknown

kernels that do not have explicit mapping. On the other

hand, functions represented using kernels need to accumulate

through all training samples for each prediction, which is

not scalable. To solve these challenges, prior work in [38]

proposes that with a large but finite dimensional mapping Z,

the shift-invariant kernel K as the one defined above can be

approximated using inner-products:

K(xm 2 xn) j ZD(xm)TZD(xn) (2)

where D is the dimensionality of the mapping. Authors in [38]

provide several practical measures to design the mapping Z

that corresponds to known kernels. In this paper, we focus on

one of them that approximates the RBF kernel and it is defined

as follows:

ZD(x) =

√

2

D
cos( ÷Hx+ ÷B) (3)

÷H is a vector of dimension D with its elements randomly

sampled from standard Gaussian distribution N (0, 1) and ÷B

functions as a bias vector with elements sampled from uniform

distribution U(0, 2Ã). Once they are randomly generated, we

keep them fixed during the later learning and inference.

In HDC-based regression, by using Equation (1), (2),

and (3), we can construct a hyperdimensional representation

of function, similar to yk, with the mapping ZD: ÷R =

SD
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Fig. 2. Overview of DiceHD HDC Bayesian encoder: input ÷s is mapped to

hypervector ÷S through a stochastic encoding process.

∑

k ³kZD(xk). We refer to this mapping ZD as an HDC

encoder that outputs encoded hypervectors ZD(x). The rep-

resentation ÷R shows that we can approximate the function

through a weighted sum of encoded training samples, which

makes itself also a hypervector. In addition, we refer to ÷R

as the model hypervector, and the inference is simply the

inner-product between the model and encoded hypervector:

f(x) = ÷RTZD(x). Notice that the complex conjugate is

omitted because ZD(x) has only real components. To update

the model hypervector ÷R, we feedback the prediction error

as the weight for the corresponding encoded input. Assume a

true value Vtrue and a predicted value Vpred = ÷RTZD(xk), the

update step for the model is: ÷R = ÷R+(Vtrue2Vpred)ZD(xk).
This update process is essentially tuning the parameter ³k for a

particular training sample xk through the hypervector element-

wise add/subtract operation, which is highly parallelizable and

lightweight.

B. Hyperdimensional Regression with Uncertainty Estimation

In this section, we propose a noisy HDC encoder and

describe how it contributes to an HDC-based regression

with Bayesian uncertainty included. The regression men-

tioned above with VFA provides only point estimates with

a deterministic HDC encoder, which is unable to inject the

uncertainty during training. We found that it is effective to

randomly drop dimensions in the HDC encoder to implement

stochastic perturbations.

1) HDC Bayesian Encoder: Fig. 2 shows the structure of

the HDC Bayesian encoder with randomly dropped dimen-

sions. Our design follows the VFA mathematics as introduced

in Section III-A. In this figure, we assume a multi-feature

input vector ÷s = {s1, s2, . . . , sn} instead of a single value x.

We define an encoder matrix H = { ÷H1, ÷H2, . . . , ÷Hn} with

size n × D, of which the elements are randomly generated:
÷Hn * ND(0, 1). The bias is defined as: ÷B * UD(0, 2Ã).

The main difference in this encoder is that some of the

dimensions in the encoded hypervector ÷S are set to zeros or

dropped. We show this modification in Fig. 2 as a randomly

generated mask ÷M with its elements m * Bernoulli(pB).
For performance considerations on hardware platforms, the

encoded inputs without dropped dimensions may be saved for

computational reuse in the iterative model update as well as for

inference. As shown in the figure, the encoded hypervectors
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are represented as:

÷S = ZD(÷s) =

√

2

D
cos(HT÷s+ ÷B) ç ÷M (4)

2) Approximate Posterior Distribution: We show next how

DiceHD enables Bayesian inference through this noisy en-

coder. Fig. 3 presents the model update process in DiceHD. If

we recall the regular HDC regression inference equation from

Section III-A, we get the new single-pass inference equation:

Vpred = ÷RT ÷S = ÷RT

(

√

2

D
cos(HT÷s+ ÷B) ç ÷M

)

(5)

To model the uncertainty, it is crucial to learn the posterior

distribution conditioned on all training samples. It is defined

using the Bayes’ theorem as follows:

p(÷R|S,V) =
p(V |S, ÷R)p(÷R)

∫

p(V |S, ÷R)p(÷R)d÷R
(6)

where {S,V} refers to the training dataset. The posterior is

focused on ÷R, since the training process only updates the

model hypervector ÷R instead of the HDC encoder H and
÷B. The prediction with uncertainty is obtained through the

predictive distribution:

p(Vpred|÷s,S,V) =

∫

p(Vpred|÷s, ÷R)p(÷R|S,V)d÷R (7)

The main difficulty in calculating the accurate predictive

distribution is that the Equation (6) is intractable, and more

specifically, the integration over the model ÷R. Therefore, the

only way to deal with it is by approximating the intractable

posterior distribution. One standard method is Variational

Inference as mentioned in Section II, where a surrogate vari-

ational distribution q(÷R) is used in place of the real posterior

p(÷R|S,V). To ensure that q(÷R) is a good approximation, we

can minimize the Kullback–Leibler (KL) divergence between

these two distributions: min
q(÷R) KL

(

q(÷R)||p(÷R|S,V)
)

. In

most cases, KL divergence is not minimized in its original

form because this requires again the exact posterior. Instead,

we rearrange the terms and maximize the log evidence lower

bound [39]:

J =
∫

q(÷R)log p(V |S, ÷R)d÷R2 KL(q(÷R)||p(÷R)) (8)

The first term in this objective can be factorized as

a sum in terms of each training sample {÷sk, Vk}, as-

suming K is the total number of training data points:
∑K

k=1

∫

q(÷R)log p(V̂k|÷sk, ÷R)d÷R. Then we apply Monte Carlo

integration for each term in this sum to avoid the exact com-

putation of integral, i.e., we sample a realization R̂ > q(÷R).
In addition, we assume that p(V̂k|÷sk, ÷R) follows a Gaussian

distribution with precision Ç and mean Vk. Finally, we get the

corresponding loss function:

LMC = 2
∑K

k=1 log pN (Vk,Ç−1)(V̂k|÷sk, ÷R) + KL(q(÷R)||p(÷R)) (9)

To support the variational inference as formulated above,

we need to construct a proper variational distribution q(÷R). In
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Fig. 3. Model hypervector update process in DiceHD: minimize the KL
divergence through lightweight hypervector operations.

DiceHD, this is achieved through adding a random mask in

the HDC Bayesian encoder. Equation (5) can be rearranged

as: Vpred = (÷R ç ÷M)T (
√

2
D
cos(HT÷s + ÷B)). This allows us

to define the variational distribution on the model hypervector
÷R as: q(÷R) =

∏D

d=1 q(rm), where q(rm) is assumed to be a

Gaussain mixture model with a Bernoulli mask embedded:

q(rm) = pBN (r, Ã2) + (12 pB)N (0, Ã2) (10)

In this equation, pB is the probability for the Bernoulli mask

to be 1, i.e., the corresponding dimension is retained. r is the

expected mean value of the model hypervector element and Ã

is a positive standard deviation of the Gaussian model. From

Equation (10), we observe that a noisy HDC encoder not only

perturbs the encoded results but also can be equivalently added

onto the variational distribution q(÷R) as element dropping.

In this case, the KL divergence term in Equation (9) can be

further approximated by following [18]. It provides a way to

approximate the KL divergence between a Gaussian mixture

and a single Gaussian, especially when the dimensionality is

high and therefore applies to our case:

L ?
K
∑

k=1

1

2K
(Vk 2 V̂k)

2 +
pB

2ÇK
||÷R||22 (11)

This can also be intuitively understood as a likelihood function

plus an extra regularization term. They ensure that the regres-

sion will converge to the true values, and prevent overfitting

and deviating too much from the prior distribution through the

KL divergence.

One advantage of regular HDC-based algorithms lies in the

efficient training process. Our DiceHD maintains a lightweight

hypervector update process compared to the one defined in

Section III-A. As presented in Fig. 3, the model hypervector is

updated with feedback from the prediction error Vtrue2Vpred.

The loss function in Equation (11) can be minimized through

simple element-wise operations with learning rate ³:

÷R =
(

12
³pB

Ç

)

÷R+ ³(Vtrue 2 Vpred)÷S (12)

3) Bayesian Inference: In inference, we apply model av-

eraging by having testing samples evaluated for several iter-

ations, and then obtain the mean predicted value µVpred
and

standard deviation ÃVpred
. During each iteration, the random

mask is regenerated for ÷R. We can also compute the log
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predictive distribution, i.e., log-likelihood, by a Monte Carlo

integration of Equation (7):

log p(Vpred|÷s,÷sk, Vk) j

∫

p(Vpred|÷s, ÷R)q(÷R)d÷R

j log

(

1

T

∑

T

p(Vpred|÷s, ÷R)

)

= logsumexp

[

2
1

2
Ç(Vtrue 2 Vpred)

2

]

2 C

(13)

where the constant C = logT 2 1
2 log2Ã 2 1

2 logÇ−1. T is

the number of inference passes and we use the variational

distribution q(÷R) to replace the intractable p(÷R) before Monte

Carlo integration.

To summarize, the noisy DiceHD HDC encoder contributes

to a practical variational distribution that can be efficiently

optimized, leading to a posterior predictive distribution for

regression with uncertainty estimation. Compare to the reg-

ular HDC-based regression, the whole process especially the

training still remains lightweight as defined in Section III-A.

C. FPGA acceleration for DiceHD

Fig. 4(a) shows the acceleration architecture of DiceHD

on FPGA. The host CPU will load input data and random

seed into the kernel FPGA via Xilinx AXI DMA IP. The

random seed is mainly used for the drop IP to generate

random numbers. For each training or inference iteration, the

drop IP will decide each dimension of the hypervector to be

0 (drop) or the original value (not drop). As is shown in

Figure 4(b), for hardware cosine function implementation, we

adopt the triangle codebook method to efficiently implement

cosine encoder IP for kernel encoding [7], [40]. Compared

to Taylor expansion or Xilinx CORDIC IP, using on-chip

BRAM to store pre-compute cos value and treating each fixed-

point number as memory access address are much faster and

more efficient on FPGA. Specifically, since each hypervector

element’s precision is fixed-point, we can use it as an input

address to access on-chip storage (such as BRAM) where we

pre-store all possible cosine values. Since for cosine function,

its valid input is only in the range [2Ã, Ã], we will first

quantize the input element into this range and then access

BRAM to get the corresponding cosine value.

UncertaintyMean

(a) (b)

y

-4 -2 0 2 4

0.4

0.2

0

-0.2

-0.4

-0.6

0.4

0.2

0

-0.2

-0.4

-4 -2 0 2 4 6 8

y

x x

Training Data Testing Data

Fig. 5. Visualizations for the DiceHD regression with uncertainty estimation

Uncertainty 

(pB=0.975)

Mean y

-5 -4 -3 -2 -1 0
x

Training Data

Testing Data

4.0

3.5

3.0

2.5

2.0

1.5

1.0

Uncertainty 

(pB=0.95)
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After finishing the encoding process, the encoded hypervec-

tor will simultaneously forward to systolic array IP and AXI

Interconnect IP, which means we do not need to conduct the

rest training of inferring epochs encoding operation anymore.

We use a Systolic Array IP to perform regression operations

and generate the predicted value. As is shown in Figure 4,

to simplify the FPGA synthesize and placement difficulty,

instead of using a single large dimension systolic array, we

cut the hypervector regression operation into small chunks [41]

and assign each small chunk computation to a small systolic

array IP. After all small systolic array finish computation, we

perform a concatenation operation to generate the predicted

value Vp. Compared to traditional DNN training [42], an HDC-

based FPGA accelerator is much easier to support on-chip

online learning, which means our platform can support both

training and inference. The first advantage is that HDC-based

model training does not need too much power-hungry DSP.

The second advantage is that we only need to update a single

hypervector instead of multiple layers.

IV. EXPERIMENTAL RESULTS

A. Experimental setup

To evaluate our Bayesian HDC framework, we imple-

ment DiceHD on both CPU and FPGA platforms. The CPU
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TABLE I
REGRESSION QUALITY COMPARISON ON REAL-WORLD TASKS ACROSS DIFFERENT BAYESIAN INFERENCE ALGORITHMS

R
2 Log-likelihood

Dataset
Variational

Inference
PBP

Stein

VI

MC

Dropout

Our

Design

Variational

Inference
PBP

Stein

VI

MC

Dropout

Our

Design

Boston Housing 0.86 0.89 0.88 0.89 0.89 -2.90 -2.57 -2.68 -2.40 -2.52
Propulsion Plant 0.87 0.87 0.84 0.99 0.98 3.73 3.73 3.68 4.38 4.12

Power Plant 0.95 0.95 0.94 0.95 0.94 -2.89 -2.84 -3.17 -2.80 -2.84
Wine Quality Red 0.39 0.40 0.41 0.42 0.39 -0.98 -0.97 -0.97 -0.92 -0.97
Computer Activity - - 0.97 0.97 0.96 - - -3.15 -2.49 -2.68

Stock - - 0.98 0.98 0.98 - - -2.14 -1.26 -1.33
Geographical Analysis - - 0.68 0.68 0.68 - - 0.76 0.77 0.76

Fig. 7. Training runtime speedup comparison on CPU and two FPGAs. The speedup is normalized to the BNN (MC-Dropout) runtime on the CPU.

Fig. 8. Inference runtime speedup comparison. The speedup is normalized to the BNN (MC-Dropout) runtime on the CPU.

is Intel Core i7-10700; and for FPGA, we choose Xilinx

Zynq ZCU104 and Alveo U50. Our CPU implementation

uses Python with Scikit-learn. We also used the Xilinx Vitis

framework to conduct the communication between CPU and

FPGA via PCIe [43]. We select multiple regression workloads

that are comprised of toy datasets as well as real-world

regression tasks. We provide visualizations for the DiceHD

regression and uncertainty estimation on 1-D toy datasets.

As for multi-dimensional practical regression tasks, we select

several publicly available datasets from UCI Machine Learning

Repository [44] and OpenML [45]. Our baselines include

several widely-deployed BNN algorithms such as direct varia-

tional inference (VI), probabilistic backpropagation (PBP), and

dropout-based approximation [18], [25], [27], [46]–[48]. The

neural network used in BNN baselines has two hidden layers

and each has 50 neurons. For DiceHD, we use hypervectors

with dimensionality D = 2000. Similar to other dropout-

based BNNs, we use grid search to find the suitable setting of

Bernoulli probability pB (in the range of 0.95 to 0.995) and

estimate the precision Ç . We set the training iterations to 200

and the number of inference iterations to T = 300. For each

practical regression task, we use 20 random splits and average

the prediction, training runtime, and testing runtime.

B. Toy Workloads Visualization

In Fig. 5. we show the visualization of DiceHD Bayesian

regression on a noisy and partially observable sine function.

For (a) and (b), the parts of available training data points

are different. The mean value prediction is shown in a solid

curve and the uncertainty (±3Ã) is shown as the shady area.

We notice that DiceHD predicts the testing data with lower

accuracy where training data is not presented, however, it gives

a significantly higher uncertainty in those areas. This shows

that the DiceHD model is not confident about the prediction.

In Fig. 6, we visualize the results of DiceHD with a

slightly more complex example where training data points are

separated into two clusters. We show the effect of different

Bernoulli probabilities on uncertainty estimation: the range

of uncertainty increases when we tune down pB and vice

versa. As shown in this figure, the model is highly unsure

about the prediction in 23 < x < 22 due to the lack of

training data, and the prediction converges with the presence of

training data points. Notice that the uncertainty is not zero even

with training data, and this is because the data contains noise

during training. It is expected during Bayesian inference since

the model uncertainty should also account for the observation

noise.
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TABLE II
DESIGN ACCELERATION ON XILINX ALVEO U50 WHEN BATCH SIZE IS 8, FREQUENCU IS 200 MHZ AND THE FPGA POWER CONSUMPTION IS 22W. AT

ZYNQ ULTRASCALE+ ZCU104, THE BATCH SIZE IS 1, FREQUENCY IS 200MHZ, AND THE FPGA POWER CONSUMPTION IS 7.7W.

Xilinx Alveo U50 ZCU 104

Name LUT FF DSP BRAM URAM LUT FF DSP BRAM URAM

Total 797K 1458K 3 806 0 167.6K 227.5K 3 132 0
Available 872K 1743K 5952 1344 640 230K 460.8K 1728 312 96
Utilization 91.3% 83.6% ∼0% 59.9% 0% 72.8% 49.3% ∼0% 42.3% 0%

Fig. 9. Training energy efficiency comparison across hardware platforms. The results are normalized to BNN (MC-Dropout) energy consumption on CPU.

Fig. 10. Cross-platform inference energy efficiency comparison. The results are normalized to BNN (MC-Dropout) energy consumption on CPU.

C. Regression Accuracy & Uncertainty Estimation

Table I compares the Bayesian inference quality of DiceHD

with baseline BNN algorithms. We implement MC-Dropout

using the open-sourced code provided by the original authors

and Stein-VI using the Pyro framework [49]. We report the

results for 7 different datasets that focus on different regression

tasks. The results of some datasets are omitted for variational

inference and PBP since they are not reported in original

papers. We select two metrics, coefficient of determination

(R2) and log-likelihood, to evaluate the regression quality and

the uncertainty estimation respectively. The log-likelihood, as

defined in Section III-B3, represents the posterior probability

density function for the prediction. For both metrics, the

higher value means better quality. In terms of the regression

quality across all tested datasets, DiceHD achieves comparable

R2 value and log-likelihood to the best algorithm among

baselines.

We also observe that, on average, MC-Dropout achieves the

highest R2 and log-likelihood when compared to other BNNs.

In addition, it also has a smaller computational overhead

than variational inference and a relatively more lightweight

structure than the probabilistic network in PBP, making itself

a strong baseline. In the following sections, we will focus

on comparing MC-Dropout with our DiceHD in terms of

Bayesian inference efficiency on various hardware platforms.

D. Runtime & Energy Efficiency

This parameter tuning overhead is not included in the

training runtime for both DiceHD and MC-dropout, however,

our method has a much smaller overhead thanks to the fast

learning and inference.

Table II presents the resource utilization of DiceHD accel-

eration on Xilinx Alveo U50 and Zynq Ultrascale+ ZCU104.

We suppose the batch size and frequency for both training and

inferring are 8 and 200 MHz on Alveo U50. For ZCU104, due

to limited resources, we set the batch size to 1 and keep the

FPGA frequency still as 200 MHz. As the baseline to our

FPGA acceleration, we also implement MC-Dropout on these

two FPGAs mentioned above. We use Xilinx deep-learning

processor unit (DPU) [50] for efficient implementation of

the BNN inference. We perform the training acceleration

on FPGA boards based on previous DNN FPGA training

frameworks [42], [51].

Fig. 7 and Fig. 8 compare the training and inference

runtime of DiceHD with BNN (MC-Dropout) when running

both algorithms on CPU (Intel Core i7-10700) and FPGAs

(Zynq ZCU104 and Alveo U50). The results are normalized

as speedup when compared to MC-Dropout runtime on the

CPU. We compare the training runtime for each regression

task in Fig. 7 and compute the geometric average over all the

tasks. DiceHD is, on average, 60% faster than the baseline on

CPU and 17× faster after our FPGA acceleration on Alveo

U50. In contrast, MC-Dropout on Alveo U50 shows a smaller
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speedup of 6.7×, compared to its CPU implementation. As

for results collected on the Zynq FPGA, the speedup values

are generally lower (about 4.2× for HDC and 1.1× for MC-

Dropout) mainly because of its low power consumption. Fig. 8

compares the inference runtime. On average, DiceHD achieves

an 11× speedup over the MC-dropout baseline on CPU; the

speedup is 187× and 748× if with FPGA acceleration on Zynq

ZCU104 and Alveo U50.

We also compare the energy efficiency between DiceHD

and the baseline BNN (MC-Dropout) in terms of the training

cost (Fig. 9 and inference cost (Fig. 10. On CPU, thanks to

the smaller runtime costs, our HDC-based method provides

significantly better energy efficiency than the baseline, i.e.,

1.6× (11×) improvement for training (inference). With FPGA

acceleration, DiceHD achieves up to 84× and 3740× better

energy efficiency on Alveo U50 for training and inference,

respectively. Compared to the CPU, the FPGA acceleration

shows advantages in both power consumption and runtime.

The power consumption of DiceHD on Alveo U50 is only

22W and 7.7w for Zynq ZCU104, which are much smaller

than the CPU (around 100W).

V. CONCLUSION

In this paper, we propose DiceHD, a hyperdimensional

Bayesian framework that enables efficient uncertainty estima-

tion for HDC-based regression algorithm. We propose a noisy

HDC encoder that leads to an approximation of the true pos-

terior distribution. DiceHD provides meaningful uncertainty

estimations while also achieving significant speedup in both

training and inference compared to the BNN baseline.
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