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ABSTRACT: This study evaluates the methods of identifying the height zi of the top of the convective boundary layer (CBL)
during winter (December and January) over the Great Lakes and nearby land areas using observations taken by the University
of Wyoming King Air research aircraft during the Lake-Induced Convection Experiment (1997/98) and Ontario Winter Lake-
effect Systems (2013/14) field campaigns. Since CBLs facilitate vertical mixing near the surface, the most direct measurement of zi
is that above which the vertical velocity turbulent fluctuations are weak or absent. Thus, we use zi from the turbulence method as
the “reference value” to which zi from other methods, based on bulk Richardson number (Rib), liquid water content, and vertical
gradients of potential temperature, relative humidity, and water vapor mixing ratio, are compared. The potential temperature gra-
dient method using a threshold value of 0.015 K m21 for soundings over land and 0.011 K m21 for soundings over lake provided
the estimates of zi that are most consistent with the turbulence method. The Rib threshold-based method, commonly used in nu-
merical simulation studies, underestimated zi. Analyzing the methods’ performance on the averaging window zavg we recommend
using zavg 5 20 or 50 m for zi estimations for lake-effect boundary layers. The present dataset consists of both cloudy and cloud-
free boundary layers, some having decoupled boundary layers above the inversion top. Because cases of decoupled boundary
layers appear to be formed by nearby synoptic storms, we recommend use of the more general term, elevated mixed layers.

SIGNIFICANCE STATEMENT: The depth zi of the convective atmospheric boundary layer (CBL) strongly influences
precipitation rates during lake-effect snowstorms (LES). However, various zi approximation methods produce significantly
different results. This study utilizes extensive concurrently collected observations by project aircraft during two LES field
studies [Lake-Induced Convection Experiment (Lake-ICE) and OWLeS] to assess how zi from common estimation meth-
ods compare with “reference” zi derived from turbulent fluctuations, a direct measure of CBLmixing. For soundings taken
both over land and lake; with cloudy or cloud-free conditions, potential temperature gradient (PTG) methods provided the
best agreement with the reference zi. A method commonly employed in numerical simulations performed relatively poorly.
Interestingly, the PTG method worked equally well for “coupled” and elevated decoupled CBLs, commonly associated
with nearby cyclones.
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1. Introduction

The atmospheric planetary boundary layer (PBL), the shallow
layer through which Earth’s surface initially influences the

overlying atmosphere, is a fundamental feature directly or indi-
rectly affecting most processes within the troposphere. However,
the PBL, and the turbulent mixing processes within, evolve at
size and time scales that are currently too small to explicitly sim-
ulate in mesoscale, regional, or global atmospheric numerical
models. Therefore, PBL processes in such numerical models
must be represented by bulk values (boundary layer depth, tur-
bulent kinetic energy, etc.) approximated by parameterizations.

Scientific understanding has evolved for PBL that develop
over quasi-uniform surfaces, particularly over land areas, to
over highly nonuniform surface covers and topographic fea-
tures where multiple local internal PBL can interact (LeMone
et al. 2019). Among the current challenges and opportuni-
ties highlighted by LeMone et al. (2019) are understanding
complex interchanges between boundary layers (BL) and
low clouds, including the “interplay between microphysics,
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turbulence, and dynamics involved in weakly to strongly
coupled cloud-boundary layer systems.” Understanding of
such interactions requires, in part, the use of advanced ob-
servational systems capable of collecting data of turbulent
fluctuations, state parameters and clouds, particularly at
critical heights such as near the surface, at cloud base, and
within the layer encompassing the PBL top.

Lake-effect (LE) PBLs include many of the processes at
the cutting edge of PBL research, including additional compli-
cations due to the presence of both clouds and precipitation
(Kristovich et al. 2019). LE storms can produce extremely
hazardous weather and seasonal snowfall totals reaching three
or more times that of surrounding regions (e.g., Braham and
Dungey 1995). While much focus is on the considerable nega-
tive impacts on nearshore communities, lake-effect storms
can also benefit some economic sectors (e.g., such as the win-
ter recreation industry, Kristovich et al. 2017).

LE storms occur primarily in the fall and winter seasons
(e.g., Rodriguez et al. 2007) when upwind cold air travels over
relatively warm, unfrozen lakes. The result is a rapidly grow-
ing overlake convective PBL (CBL), driven by thermal heat-
ing near the surface energizing mixing throughout the layer
and entrainment at the PBL top (e.g., Chang and Braham
1991). Additional energy is provided by latent heat processes
associated with clouds in upper portions of the PBL and snow
throughout its depth (Kristovich and Braham 1998), meso-
scale circulations (e.g., Rodriguez et al. 2007; Laird and
Kristovich 2004), and enhanced surface convergence and di-
vergence near water–land boundaries (Kristovich et al. 2018).
Evolution of the LE PBL structure with overlake fetch is very
similar to the changes in daytime CBLs over land with time
(e.g., Stull 1988; Lenschow 1973). As such, LE PBLs can be
considered reasonable examples of convective PBL type,
with added complexities associated with nonuniform surfa-
ces and microphysical processes (e.g., Chang and Braham
1991; Zurn-Birkhimer et al. 2005).

A series of studies in the last few decades has led to a
steady improvement in our understanding of LE PBLs.
Recent field campaigns, such as Lake-Induced Convection
Experiment (Lake-ICE; Kristovich et al. 2000) and Ontario
Winter Lake-effect Systems (OWLeS; Kristovich et al. 2017)
field effort conducted in 1997/98 and 2013/14, respectively,
have augmented this understanding by providing valuable
data. Several studies utilized data collected during these proj-
ects to examine mesoscale circulations (e.g., Bergmaier and
Geerts 2020; Kosiba et al. 2019; Bergmaier et al. 2017; Cooper
et al. 2000), evolution of the lake-effect system downwind
from the lakes (e.g., Campbell and Steenburgh 2017; Welsh
et al. 2016; Eipper et al. 2018, 2019; Veals et al. 2018;
Campbell et al. 2016; Minder et al. 2015), and microphysical
evolution (Steiger et al. 2018; Mulholland et al. 2017;
Steenburgh and Campbell 2017; Barthold and Kristovich
2011). Additional studies examined the cross-lake evolution
of the LE PBL (e.g., Schroeder et al. 2006; Zurn-Birkhimer
et al. 2005; Kristovich et al. 2003; Young et al. 2000; Agee and
Gilbert 1989). However, relatively few studies highlighted the
three-dimensional spatiotemporal evolution of these bound-
ary layers and how they relate to commonly observed CBLs

in other environments (e.g., Kristovich et al. 2018; Agee and
Hart 1990). The current study takes advantage of two field ex-
periments focused on lake-effect storms, to assess the relative
abilities of various methods of determining the depth of the
CBL developed over other types of surfaces.

Past studies like Seibert et al. (2000), Seidel et al. (2010, 2012),
Dai et al. (2011, 2014), Zhang et al. (2014), and Li et al. (2021)
have tested and compared conventional (or operational) methods
used to estimate the CBL depth based on observations taken
from aircraft-borne sensors or radiosondes over a variety of land-
cover areas. To the authors’ knowledge, though, the applicability
of various methods for determining the convective PBL depth
over Great Lakes regions for LE conditions has not been tested.

The rest of the paper is structured as follows: section 2 details
the dataset and analysis methods. Section 3 details the method-
ology followed to estimate the CBL depth based on various
methods. Section 4 details the results of the CBL estimations for
Lake-ICE and OWLeS campaigns and validity of CBL detec-
tion methods. Section 5 gives the summary of the results and im-
plications for LE PBL–environmental condition relationships.

2. Data sources

The data used in this study were collected over and near
Lake Michigan during Lake-ICE (Kristovich et al. 2000) and
the Lake Ontario during OWLeS (Kristovich et al. 2017).
Lake-ICE was conducted from 4 December 1997 to 22 January
1998; OWLeS was conducted between 12 December 2013 and
29 January 2014. During these campaigns, the University of
Wyoming King Air (UWKA) research aircraft performed
multiple flight patterns conducive to developing vertical sound-
ings. During Lake-ICE, the NCAR Electra research aircraft also
collected sounding data. We extracted sounding data for times
when the UWKA altitude change was more than at least 1000 m
while the horizontal distance covered was less than 20 km.

Figure 1 shows the locations of aircraft soundings during
Lake-ICE and OWLeS. The 1000-m threshold was chosen so
that the vertical structure of a significantly large depth of the
atmosphere could be evaluated. As data from multiple air-
craft during different campaigns was considered, the observa-
tions were initially averaged over 50-m vertical intervals
(except for the turbulence measurements), which corresponds
to 9–10 s in terms of time averaging as the average flight ascent
rate was 5.3 m s21. This averaging also ensures that any varia-
tions in the observations due to sudden changes in the flight as-
cent rate would not cause unrepresentative vertical gradients.

Such aircraft-measured soundings provide a useful avenue
for understanding PBL dynamics in complex LE conditions,
including the magnitude of turbulent kinetic energy and the
presence of clouds and precipitation. In situ observations
taken during the aircraft flights are examined to compare the
manner in which PBLs can be defined when such a wide vari-
ety of observed variables are available. Variables measured
by research aircraft during the two projects are summarized
in Kristovich et al. (2017) for OWLeS and Kristovich et al.
(2000) for Lake-ICE. Variables that are derived from the air-
craft observations for the present purpose of comparing the
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depth of the PBL are described in section 3 and are used in
developing the sounding dataset for each field project.

During Lake-ICE (Kristovich et al. 2000), the UWKA re-
search aircraft collected measurements at 20-Hz frequency
while the NCAR Electra research aircraft collected measure-
ments at 25-Hz frequency, which is sufficient to resolve turbu-
lent fluctuations of thermodynamic and velocity fields (e.g.,
Young et al. 2000; Kristovich et al. 2003; Schroeder et al.
2006). During OWLeS (Kristovich et al. 2017), the UWKA
research aircraft collected thermodynamic measurements at
25-Hz frequency, also sufficient to resolve turbulent fluctua-
tions of thermodynamic and velocity fields.

3. CBL-top estimation and comparison methods

Methods employed in this study (except the turbulence
method, with which all other methods are compared) either use
a single variable measurement, for example relative humidity
and liquid water content; or they use derived variables like mix-
ing ratio, potential temperature, and Richardson number and so
are subject to the uncertainty of the instruments used. In addi-
tion, the objective criteria used to determine the CBL top can
be sensitive especially if it relies on a threshold value (discussed
in detail in section 4b) that might not be applicable for data col-
lected under different conditions with different instruments.

a. Turbulence method

The convection-driven mixed layer can be characterized by
the presence of continuous turbulence. The height at which

this continuous turbulence becomes weak and beyond which
it ceases to exist could be treated as the CBL top (Stull 1988;
Seibert et al. 2000). This standard definition of the CBL top
gives rise to the turbulence method followed in this study. Us-
ing high-frequency observations from aircraft soundings, the
turbulent fluctuations can be estimated. The CBL depth esti-
mated by the turbulence method (TURB) is often treated as
the “reference value” (Kaimal et al. 1982; Stull 1988).

Figure 2 shows an example of flight sounding data collected
by the UWKA in a dry CBL during the OWLeS campaign.
The subplot for the turbulent fluctuations of vertical velocity
w′ shows a clear distinction (horizontal line at 1550 m) be-
tween the CBL having strong turbulent fluctuations and the
free atmosphere where the turbulence fluctuations were much
smaller or absent. These fluctuations were obtained after any
slow variations were removed using a high-pass filter of
0.1 Hz (corresponding to an average vertical displacement of
53 m for the average aircraft ascent rate of 5.3 m s21) as de-
scribed by Chang and Braham (1991) and Wang et al. (1999).
Similar profiles were examined (not shown) for other compo-
nents of the velocity (u′ and y ′). The CBL depth is extracted
by performing a continuous wavelet transform (Morlet wave-
let) on the vertical velocity fluctuations and detecting the
height beyond which the scale-averaged and normalized
wavelet power spectra become less than 0.01 or 1% (Fig. 3).

b. Gradient methods

Gradient methods rely on the observations of scalars such
as potential temperature u, relative humidity (RH), and

FIG. 1. Map of Lake Michigan (dashed line) and Lake Ontario (solid line) with aircraft soundings during Lake-ICE
(plus signs) and OWLeS (times signs) campaigns considered in this study. Symbols indicate aircraft locations at the
boundary layer depth identified by the turbulence method.
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mixing ratio q. One advantage of gradient methods is that the
required inputs (u and RH) could be obtained from rawin-
sonde observations, which are less expensive and less complex
than aircraft observations. Using potential temperature, the
CBL depth is approximated as the height at which the poten-
tial temperature gradient ­u/­z (PTG02) exceeds a certain
threshold value (about 0.02 K m21; Santanello et al. 2005; Dai
et al. 2011; LeMone et al. 2013). In other investigations, zi is
taken as the height where the potential temperature gradient is
a maximum (PTGM; Hennemuth and Lammert 2006; Martucci
et al. 2007). Both methods are tested in the present study.
Similarly, using relative humidity and mixing ratio, the zi
value is often approximated as the height at which their
respective gradients (­RH/­z and ­q/­z) [relative humidity
gradient (RHG) and mixing ratio gradient (MRG)] were min-
imum (i.e., the height with the greatest magnitude of negative
gradients) (Duncan et al. 2022). Gradient methods work well

for most of the CBL types (Seidel et al. 2010, 2012) and are
widely applicable because of their simplicity but PTG02 is
sensitive to the choice of a threshold value. Figure 2 shows the
profiles of mean RH, u, q, and their respective gradients.
The ­u/­z profile barely crossed the 0.02 K m21 threshold at
1550 m. At the same height, the ­RH/­z and ­q/­z profiles were
observed to be minimum, making 1550 m the determined CBL
depth based on the u, RH, and q. Later in the present study,
we also test the sensitivity of the PTG02 method for various
threshold values. In addition to the potential temperature, the
equivalent potential temperature (ue) is also calculated
(shown as dash–dot lines in Fig. 2). No significant differences
are found between the CBL depth estimated using ue and u.

c. Richardson number method

Like gradient methods, the bulk Richardson number, or
Rib, method (RIB) relies on the observations of mean wind

FIG. 2. UWKA observations of (top) (left) potential temperature, (center) relative humidity,
(right) mixing ratio; (middle) gradients of (left) potential temperature, (center) mixing ratio,
(right) relative humidity; and (bottom) (left) liquid water content, (center) bulk Richardson
number, and (right) vertical velocity fluctuations during the 7 Dec 2013 flight sounding from
1634 to 1642 UTC (i.e., from 1134 to 1142 LT; LT 5 local time 5 UTC 2 5 h) near Lake
Ontario. The horizontal dashed line in each graph represents the boundary layer top identified
by each respective method as the x-axis variable. The dash–dot line in the u and ­u/­z subplots
represent the respective quantities for equivalent potential temperature.

J OURNAL OF AP P L I ED METEOROLOGY AND CL IMATOLOGY VOLUME 63404

Brought to you by University of Illinois Urbana-Champaign Library | Unauthenticated | Downloaded 08/07/24 07:08 PM UTC



velocity and mean potential temperature at different levels.
The CBL top is defined when the Rib exceeds a critical value,
often considered as 0.25 (Grimsdell and Angevine 1998; Zhang
et al. 2011; Guo et al. 2021). Rib is defined as

Rib 5
gDz
uy

Duy
Du2 1 Dy 2 ,

where uy is the mean virtual potential temperature calculated
using the potential temperature and the mixing ratio, Duy is
the change in virtual potential temperature across a layer of
thickness Dz, and Du and Dy are the changes in the stream-
wise and cross-stream wind speeds across the same layer. In
the past, the RIB method worked well for climatological stud-
ies of the CBL top based on radiosonde observations over the
continental United States (Seidel et al. 2012). However, the
RIB method is sensitive to the threshold value of critical
Richardson number. Many studies noted that a wide range of
variations for the critical Richardson number between 0.25
and 0.5 were observed for CBLs (Garc et al. 2002; Zhang et al.
2014). In the numerical model parameterization schemes that
uses Rib to define a CBL top, different values for critical
Richardson number are being used; for example, a value of
0 is used in the Yonsei University scheme (Hong et al. 2006)
and a value of 0.25 is used in the Asymmetric Convective
Model, version 2, scheme (Pleim 2007). When the CBL is not
well mixed and the shear within the CBL becomes too small,
Rib becomes too large, and detecting the first level where Rib
exceeds a critical value in such cases could result in a grossly
underestimated zi. To address this, we select the CBL top as
the level beyond which the Rib exceeds the critical value con-
sistently for 500 m (10 levels). Recently, Jozef et al. (2022)
used similar method of detecting the CBL top using Rib only
when it exceeded the critical value of 0.5 for 5 consecutive
layers of the observations collected by a fixed wing unmanned
aerial system during the Multidisciplinary Drifting Observatory

for the Study of Arctic Climate (MOSAiC) campaign. The CBL
top based on the Rib profile shown in Fig. 2 was estimated
at 1570 m, as Rib consistently exceeds the threshold value of
0.25 beyond that height. This height is approximately 20 m
above the CBL top estimated from turbulence and gradient
methods in this sounding.

d. Cloud-topped boundary layer method

Studies of lake-effect snowstorms that incorporate cloud
processes show that overwhelmingly, clouds should be consid-
ered a part of the upper CBL, which differentiates them from
common overland CBLs (e.g., Chang and Braham 1991;
Kristovich et al. 2003). Therefore, criteria using the cloud top
are used here as another method to determine the top of the
LE CBL. For the cloud-topped CBLs, Lenschow et al. (2000)
recommended a threshold value of 0.04 g m23 for the liquid
water concentration (LWC) measured by the Forward Scatter-
ing Spectrometer Probe (FSSP) on board the NCAR Electra
during the Dynamics and Chemistry of the Marine Stratocumu-
lus (DYCOMS) experiment in July–August 1985. Lenschow
et al. (2000) used this value to identify the cloud–clear-air
interface and examined marine stratocumulus cloud decks.
The value of 0.04 g m23 was suggested to overcome instru-
ment noise. For the present dataset, we identified a FSSP
LWC value of 0.08 g m23 as the lower limit to filter out the
instrument noise and any baseline shift during both OWLeS
and Lake-ICE field campaigns by looking at the LWC values
in cloud-free flight legs. This value is higher than Lenschow
et al. (2000) possibly because of the presence of snow particles
in many of the soundings. The current dataset consists of both
cloud-free (dry) and cloudy soundings. Figure 4 shows an ex-
ample of flight sounding data collected by the UWKA in a
cloud-topped CBL during the OWLeS campaign with liquid
water detected between 1000- and 2000-m height. Similar to
the CBL depth identified in dry sounding shown in Fig. 2, the
CBL depth identified by respective methods are marked by black

FIG. 3. (left) Wavelet power spectra magnitude and (right) scale-averaged and normalized
wavelet power spectra for the vertical velocity fluctuations during the flight sounding shown in
Fig. 2. The horizontal black dashed line in the right plot represents the boundary layer top.
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dashed line in corresponding subplots of Fig. 4. Table 1 summa-
rizes the methods used in this study and relevant literature.

e. Metrics for comparing zi determination methods

The following metrics, named below, were used to compare
the performance of CBL depth detection methods:

IOA 5 1 2

∑
n

i51
(zi 2 ziturb)2

∑
n

i51
(|zi 2 ziturb| 1 |ziturb 2 ziturb|)2

,

MBE 5

∑
n

i51
(zi 2 ziturb)

n
,

MAE 5

∑
n

i51
|zi 2 ziturb|

n
; and

cRMSE 5

������������������������������������������
∑
n

i51
[(zi 2 zi) 2 (ziturb 2 ziturb)]2

n

√√√√√
,

where zi represents the CBL depth estimated by respective
method, ziturb represents the CBL depth estimated by the tur-
bulence method, n represents the number of flight soundings,
and zi and ziturb represent the respective means. A method that
would show good agreement with the TURB method would
have an index of agreement (IOA) close to unity and mean ab-
solute error (MAE), mean bias error (MBE), and centered
RMSE (cRMSE) close to zero. The cRMSE is obtained after
removing the bias from the error and so represents the random
component of the error, whereas the MBE represents the sys-
tematic component of the error. In addition, the Pearson corre-
lation coefficient R was also calculated. Because some of the
soundings were performed over lake bodies, the datasets are di-
vided into over land and lake to understand the influence of sur-
face cover.

4. Results

a. Overview of boundary layers during Lake-ICE
and OWLeS

Using the CBL depth determined by the turbulence method,
the average CBL depth when it could be determined was

FIG. 4. As in Fig. 2, but during the 7 Dec 2013 flight sounding from 1700 to 1710 UTC (i.e., from
1200 to 1210 LT) over Lake Ontario.
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1440 m during Lake-ICE and 1600 m during OWLeS. Dur-
ing Lake-ICE and OWLeS, the boundary layer grew deeper
(not shown) near the downwind shores of the lakes, which
might be expected due to the cumulative influence of over-
lake convective motions driven by the relatively warm lake
surface and surface convergence near the downwind shore.
This matches the trend observed in the lake-effect literature
(e.g., Kristovich et al. 2003; Schroeder et al. 2006; Barthold
and Kristovich 2011). The average wind direction measured
by aircraft within the boundary layer during Lake-ICE was
2958 (aligned almost perpendicular to the long axis of Lake
Michigan) and OWLeS was 2698 (aligned parallel to the long
axis of Lake Ontario). Because of the dominant westerly winds,
soundings east of Lake Michigan, Lake Ontario and Lake Erie
are subjected to the lake influence. Moreover, the shoreline and
downwind regions of Lake Ontario could be influence by the
lake-effect boundary layer generated due to the upwind Lake
Erie and result in a deeper lake-effect boundary layer with in-
creased turbulence magnitude as discussed in Kristovich et al.
(2018). The range of mixed layer potential temperature within
the boundary layer during Lake-ICE was from 258 to 284 K
and during OWLeS was from 255 to 280 K over the lake. The
PBL tended to be filled with liquid water cloud in the top half
and snow filled throughout.

Based on their thermodynamic structure the aircraft sound-
ings from the present dataset can be divided into two catego-
ries, namely, coupled (Figs. 2 and 4) and apparently decoupled
boundary layers (Greybush et al. 2018). Coupled PBL repre-
sents the “classic” lake-effect structure with a well-mixed layer,
topped by stable conditions (Figs. 2 and 4). As discussed later
in section 5, the decoupled boundary layers exhibit an elevated
mixed layer and are capped by an elevated secondary inversion
aloft. While decoupled mixed layers have been studied for stra-
tocumulus-topped or marine boundary layers (Jones et al.
2011; Dong et al. 2014; Nowak et al. 2021), rather few cases are
discussed in the LE PBL literature. These decoupled boundary

layers were observed in the aircraft-measured soundings during
5 of 11 days and 6 of 22 days for the duration of the Lake-ICE
and OWLeS campaigns, respectively. The observed decoupled
boundary layers are discussed in more detail in the discussion
section.

b. Comparison of BL detection methods

A total of 167 flight soundings were considered in this
study. Of these, 78 had clouds present, allowing for use of the
cloud zi-determination method. The performance metrics for
all the methods for over land and over lake are given in
Table 2. Figure 5 gives a detailed comparison of methods
tested. In Fig. 5, we present the results when the aircraft
passed through clouds separately from the dry (cloud free)
cases to show the relative performance of methods in the
presence of clouds. In addition, soundings over land and lake
are also distinguished. With some scatter, the performance of
methods for soundings through clouds was similar to each

TABLE 1. Methods for estimating the CBL top. A total of 167 flight soundings were considered in the study. The value given in the
parentheses represents the number of flight soundings through cloud-topped boundary layers. Note that Lenschow et al. (2000) used
0.04 g m23 as the LWC threshold based on the observations from their study.

Variable Method Description

No. of flight soundings
for which a potential

BL top was identifiable Relevant literature

w TURB Height at which the scale-averaged and
normalized wavelet power spectra of
the vertical velocity fluctuations
become less than 1%

121 (58) Stull (1988), Garratt (1994)

u PTGM Height of max vertical gradient of u 167 (78) Hennemuth and Lammert (2006),
Martucci et al. (2007)

u PTG02 Height at which vertical gradient of u
is higher than 0.02 K m21

94 (48) Santanello et al. (2005)

RH RHG Height of min vertical gradient of RH 167 (78) Garratt (1994), Seidel et al. (2010)
q MRG Height of min vertical gradient of q 167 (78) Ao et al. (2008), Wang and Wang

(2014)
Rib RIB Height at which the value becomes

larger than 0.25
123 (57) Vogelezang and Holtslag (1996),

Seidel et al. (2010)
lwc LWC Height at which the value becomes

smaller than 0.08 g m23
78 Lenschow et al. (2000)

TABLE 2. Performance metrics for various CBL detection
criteria (see Table 1) calculated against the CBL depth estimated
from turbulence method and divided into over land and lake.

Method IOA MBE cRMSE R

PTGM Land 0.74 287 498 0.63
Lake 0.78 277 562 0.71

PTG02 Land 0.78 96 451 0.61
Lake 0.87 92 380 0.78

RHG Land 0.72 288 557 0.61
Lake 0.76 106 552 0.57

MRG Land 0.76 31 584 0.63
Lake 0.60 2147 637 0.35

RIB Land 0.78 2247 432 0.69
Lake 0.68 2409 413 0.62

LWC Land 0.83 213 416 0.70
Lake 0.85 2138 340 0.74
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FIG. 5. Scatterplot of CBL depths estimated using, from top to bottom, maximum potential temperature gradient, potential temperature
gradient, relative humidity gradient, mixing ratio gradient, critical Richardson number, and liquid water content methods compared with
those from turbulence method during OWLeS and Lake-ICE campaigns. Each column corresponds to the cloudy or dry and land-cover
conditions as given in the title of the first-row plots. Numbers given in the top-left corner of each plot represent the correlation coefficient.
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other irrespective of land or lake cover underneath the sound-
ing. Figure 5 also presents the individual correlation coefficient
between the methods and the TURB method. Separating the
data into cloudy/dry and land/lake categories reduced the
number of data points in each category. This could impact
the performance metrics, as seen from the “Dry1Lake” cases

in Fig. 5, where the correlation coefficients are quite high
($0.88) except for the MRGmethod. When clouds are present
in the sounding legs, the performance of methods (except for
LWC) is seen to improve over land relative to over lake. Con-
trary to this, during dry soundings, the performance of meth-
ods is reduced over land relative to over lake. To verify

FIG. 6. (left) CBL depths estimated by TURB, PTGM, PTG02, RHG, MRG, and RIB methods during all OWLeS
and Lake-ICE flight soundings. (right) Absolute relative error (i.e., |zi 2 ziturb|/ziturb) for the datapoints in the left col-
umn. Data points for which the CBL depth is nonretrievable from either of the methods mentioned above were ex-
cluded from the plot.
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whether the differences in zi detected are distributed through-
out the dataset, we show the soundings (about 59 in number)
where a boundary layer depth was identified using all the
methods tested in this study as well as the absolute error of the
soundings in Fig. 6. The relative error for the RIB and MRG
methods was consistently higher in comparison with other
methods. The PTGM, PTG02, and RHG methods resulted in
similar absolute errors.

Visual inspection of Fig. 5, and higher correlation coefficient
values from Table 2 suggests that the spread of zi against ziturb
was small for PTGM and PTG methods as compared with other
methods. Of all of the methods, the RIB method underestimated
the CBL depth consistently. To illustrate the range of errors
from the methods, we performed boxplot analysis (Fig. 7). To
know the maximum errors, the boxplot analysis ignored outlier
detection criteria. The mean and the median of the MAEs calcu-
lated for the PTG02 method were lowest in comparison with
other methods for observations over land and lake (Figs. 7a,b).
The mean and median of MAEs from the PTGM method were
second lowest in comparison with other methods. While PTG02
and PTGM methods performed superior with low MAE values,
their mean MBE values indicate a different behavior. From
Figs. 7c and 7d, the PTGMmethod resulted in overestimation of

CBL depth over land and lake. Based on the mean MBE values
over lake, the MRG, RIB, and LWC methods underestimated
the CBL depth; while over land, only the RIB method underesti-
mated the CBL depth. Also, relative to the magnitude of MBE,
the cRMSE values are greater (Table 2), meaning the random
component of the error is greater than the systematic one inde-
pendent of land cover.

The zi estimated by the PTG02 method was close to the
value given by TURB method with an IOA of 0.78 over land
and 0.87 over lake, and an R value of 0.61 over land and 0.78
over lake. Except for the MBE and cRMSE over land, other
metrics calculated for the PTG02 method were the best values
among the methods used for cloud-free soundings. MBE de-
pends on the means of the estimated and true values, so it is
possible to have a 0 value MBE by relative errors cancelling
each other (Chang and Hanna 2004). For observations taken
over lake, the MRG method performed poorly with an IOA
of 0.60, an R value of 0.35, and the cRMSE value of 637 m.
For observations taken over land, the RHG method per-
formed poorly with an IOA of 0.72, an R value of 0.61, and a
cRMSE value of 557 m.

We tested the sensitivity of these methods on the lake ver-
sus land cover by combining the observations over lake and

FIG. 7. Boxplot of (a),(b) mean absolute error and (c),(d) mean bias error for CBL depths esti-
mated using different methods, as listed on the vertical axis, over (left) land and (right) lake. The
vertical red line represents the median, the red cross represents the mean value, the box contains
the interquartile range, and the whiskers extend to the minimum and maximum values.
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land and found that the PTG02 method performed superior
to other methods.

The results from Table 2 indicate that the applicability of
CBL detection methods using potential temperature is inde-
pendent of the surface cover for LE PBLs. Figure 8 illustrates
another sensitivity factor in our study: the choice of the ­u/­z
threshold value. In the past, several studies have used differ-
ent threshold values for estimating the CBL depth based on
their datasets, for example, Bianco and Wilczak (2002) used a
value of 0.0083 K m21 for CBL observations over land, while
Zeng et al. (2004) used a value of 0.003 K m21 for CBL obser-
vations over ocean. On the other hand, a maximum value of
PTG was used in the past by Hennemuth and Lammert
(2006) while detecting CBL depth over land and ocean, and
Martucci et al. (2007) for observations over land. Dai et al.
(2014) found that for clear weather and scattered fair-weather
cumuli conditions, using a constant value of PTG in the range
of 0.001–0.018 K m21 (land) and 0.006–0.008 K m21 (ocean)
gave best results, while the maximum PTG approach worked

well for stratocumulus-topped boundary layer. Figure 8 gives
the magnitude of maximum PTG value and respective
boundary layer depth identified by PTGM method in the cur-
rent dataset. The maximum PTG value in the present study
varied from 0.001 to 0.058 K m21. For cloud-free soundings
over land, the MAE value for PTG method was estimated to
be about 270 m (for a mean CBL depth of 1400 m). That
translates to a relative error of 0.19, which is comparable to
the relative error of 0.14 reported by Dai et al. (2014).

We performed sensitivity analysis by varying the threshold
value for the PTG02 method in the range 0.001–0.06 K m21

with 0.001 K m21 increments and calculated the IOA perfor-
mance metric. The PTG02 threshold value with the maximum
IOA is listed in Table 3. Using PTG02 method, for soundings
over land and lake, the highest IOA values of 0.85 and
0.94 were obtained for a PTG threshold value of 0.015 and
0.11 K m21, respectively (50 m averaging window). Similar
to the PTG method, the RIB method also relies on a thresh-
old value, the critical Richardson number. We performed

FIG. 8. Maximum potential temperature gradient magnitude at the corresponding boundary layer depth estimated
using the PTGMmethod.
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sensitivity analysis by varying the critical Rib value in the
range 0.1–2 in 0.05 increments and calculated IOA as above
and presented the results in Table 4. Our results gave a best
critical Rib value of 0.65 for soundings over land, and 1.6 for
soundings over lake. Dai et al. (2014), using BOREAS
experiment dataset, varied critical Rib value in the range
0.25–3 and found RIB method performed poorly with very
low detection score for the critical Rib range tested and
concluded that RIB method is not recommended for appli-
cation to the boundary layer depth detection during con-
vective conditions.

c. Effect of vertical resolution

Aircraft soundings are useful and provide detailed observa-
tions of the atmosphere but are expensive to perform. On the
other hand, balloon soundings are less expensive and can pro-
vide observations required to use some of the methods (other
than turbulence and liquid water content methods). In addition
to the balloon soundings, measurements of atmospheric back-
scatter or winds can also provide boundary layer top estimations
(Kotthaus et al. 2023; Sagrestano 2023; Duncan et al. 2022). We
tested the performance of the methods listed for 5-, 20-, 50-,
100-, 200-, and 300-m vertical averaging windows. This wide
range of vertical averaging window was chosen to mimic vertical
profile data provided by most of the balloon-borne instruments.

Figure 9 gives the variation of IOA, and R with vertical av-
eraging window zavg for different methods with soundings
over land and lake. For the PTGM and RHG methods, the
IOA, and R values remained nearly constant for different
zavg. Of all of the methods tested, PTG02 method was most
sensitive to the zavg value. For zavg higher than 100 m, the
PTG02 method performance decreased more rapidly over
lake than land as IOA decreased. Interestingly, for observa-
tions over lake, before the performance of the PTG02 method
decreased rapidly for zavg . 100 m, it increased and per-
formed best for zavg 5 20 m. However, for observations over
land, no significant improvements were observed at zavg 5 20 m.
Similar to the PTG02 methods performance over lake, the
MRG method’s performance is sensitive to zavg value. MRG
methods IOA over lake reduced as zavg value increased from 5
to 100 m, and later increased modestly as the averaging window
became coarser. RIB methods IOA over lake reduced overall as
zavg value increased. LWCmethods IOA increased with increase
in zavg value up to 100 m and decreased slightly for zavg values
200 and 300 m. This suggests a possible difference between the
cloud-top level and the level where turbulent motions cease to

exist; further analysis is required to investigate. Over land, all
the methods except PTG02 performed approximately inde-
pendent of vertical resolution. Over lake, only the PTGM
method performed independent of vertical resolution. Based
on IOAs, for soundings over lake, optimum zavg value for
different methods is 20 m for the PTGM, PTG02, and MRG
methods and 100 m for the RHG and LWC methods. The
difference in IOAs for 20 and 50 m for PTGM, PTG02,
and MRG methods was less than 0.07. As lake-effect sys-
tems are often cloudy (especially over the lake); we reco-
mmend using zavg 5 20 or 50 m for boundary layer depth
estimations.

We now calculate each method’s efficiency (h) in detecting
the boundary layer depth. h is similar to the detection rate
used in Dai et al. (2014). It estimates the number of times the
relative error (%« 5 |zi 2 ziturb|/ziturb 3 100) from a method
was less than a given value. As one would expect, h increases
as the allowable %« value is increased. Using the variation of
h with %«, we can learn about when each method would re-
sult in a satisfactory performance. To investigate the depen-
dence of h on relative error, we varied %« from 5% to 100%.
Relative error relaxes the allowed error depending on the
boundary layer depth. For example, a 10% relative error for a
500 m deep boundary layer would mean the allowable error is
650 m, while the same relative error for a 2000-m-deep
boundary layer would make the allowable error to be6200 m.
Figure 10 gives the variation of h with%«. The h values varied
most among the methods for a given %« , 40% and over lake
soundings, while over the land this variation is much smaller.
For %« , 40%, the overall behavior of the methods remained
the same, that is, PTG02 method performed best over land
and lake while RIB method performed poorly over land, and
MRG method performed poorly over lake. For a 5% relative
error, PTG02 method had approximately 50% efficiency over
land for all resolutions tested, while its performance varied
with resolution over lake. The RIB method had 50% efficiency
for all resolutions over land and lake when the relative error
was in the range of 20%–25%. Even for 100% relative error,
some methods had an efficiency less than 100%, suggesting
that the boundary layer depth estimated by such methods dif-
fers from the true value by a significant amount. Such cases
were identifiable from Fig. 6, for example, cases in between
sounding 25 and 40 in Fig. 6 had shallow boundary layer depth
below 1000 m while the boundary layer depth estimated by
other methods (except MRG method) was more than 2000 m.
Selecting a %« that is acceptable depends on the specific

TABLE 3. Maximum IOA and potential temperature gradient
value used to achieve maximum IOA for various datasets.

CBL over Max IOA
PTG threshold

(K m21)
Averaging
window (m)

Land 0.82 0.019 20
Lake 0.93 0.019
Land 0.85 0.015 50
Lake 0.94 0.011
Land 0.86 0.013 100
Lake 0.96 0.007

TABLE 4. Maximum IOA and critical Richardson number value
used to achieve maximum IOA for various datasets.

CBL over Max IOA Critical Rib Averaging window (m)

Land 0.82 0.80 20
Lake 0.93 1.45
Land 0.86 0.65 50
Lake 0.95 1.6
Land 0.95 0.55 100
Lake 0.84 2.0
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application for which zi is to be detected. In case of CBLs that
are just developing with weak convective motions but are
capped by a well-defined inversion, the zi is often shallow
(,500 m) and even a 10%–20% (6100 m) error could be ac-
ceptable. Likewise, in CBLs that are developed and well
mixed and have strong convective motions, the zi is often in
range of 2000–2500 m, meaning a 10%–20% error would be
too large. As the lake-effect boundary layers grow along the

lake (Chang and Braham 1991; Kristovich et al. 2018), a %«

that is acceptable for zi detection at the upwind shore of the
lake might result in large uncertainty at the downwind shore.

Overall, the effect of vertical resolution seems more sensi-
tive to the methods’ performance over lake than land. For a
50%, 25%, or 10% relative error, most of the methods tested
respectively detected the true boundary layer depth at least
75%–80%, 50%–70%, or 10%–60% of the time.

FIG. 9. Performance metrics (a)–(f) IOA and (g)–(l) R of methods for different vertical averaging
windows. Each row corresponds to the method labeled on its left.
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d. Possible reasons for large differences between zi
detected by differing methods

For this study, the zi detected based on different variables
resulted in very large differences when compared with the zi
detected from the TURB method. In this section, we go over
the possible reasons for when the methods deviate. Overall,
the cases with largest differences in estimated zi, the CBL
is much different than the “classic” case with well-developed
mixed layer capped by an inversion. First, we discuss the situa-
tion where the reference zi is not well defined. Although, TURB
method is considered as the most reliable in estimating the CBL
depth by recognizing the CBL with strong turbulent motions,
it has been observed to be sensitive to the presence of clouds
and/or wind shear (Wang et al. 1999; Moeng et al. 2005; Wang
and Wang 2004). The present dataset also includes soundings
where the TURB method failed to identify the CBL top due to
the presence of strong vertical velocity fluctuations throughout
the sounding levels (an example sounding is shown in section 5;
Fig. 13). Of course, when the reference zi is not well defined,
comparisons between methods must be taken with caution.

Another situation where the zi detected by methods differ
by a considerable amount is when the CBL is not well mixed
and/or has multiple cloud layers. An example is given in
Fig. 11, where the zi detected by the PTGM method matches
closely with the TURB method, while the other methods

greatly underestimated the zi value. Moreover, the zi from the
minimum gradient methods (RHG and MRG) was the lowest
and was detected just below the cloud base at 1000 m as seen
from the LWC profile in Fig. 11. Even the bulk Richardson
number exceeded the critical value around this height but not
consistently for 500 m above that height. Therefore, the RIB
method detected the base of the secondary cloud layer as zi.
In this case, the estimated zi fell into three categories, the
TURB and PTGM methods zi (approximately 2700 m), the
LWC and RIB methods (about 1400 m), and the MRG and
RHG methods (near 1000 m). Such differences have been
previously reported, such as cases where the maximum gradi-
ent of potential temperature might not always coincide with
the cloud top (Lenschow et al. 2000; Wang and Wang 2014).

One way to improve the TURB method when it fails to
identify the CBL depth for boundary layers having strong tur-
bulent fluctuations in the vertical velocity, is to use the infor-
mation from other methods or to test for the existence of
elevated mixed layer(s). For example, looking at the vertical
velocity turbulent fluctuations in Fig. 11, we can subjectively
define four different layers, the first layer having strongest tur-
bulent fluctuations up to 1100-m depth, capped by a layer of
weak turbulent fluctuations extending up to 1900 m, a third
layer with strong turbulent fluctuations between 1900 and
2800 m, and a fourth layer with near-zero turbulent fluctua-
tions. The elevated turbulent layer corresponds to the cloud

FIG. 10. Efficiency h of methods as a function of relative error (%«) for soundings over (a)–(c) land and (d)–(f) lake.
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layer in which the liquid water content reached its maximum
value around z 5 2000 m. Likewise, the maximum or mini-
mum gradient based methods performance could also be var-
ied by either restricting the zi detectable based on a maximum
allowable CBL depth value (D. Zhang et al. 2022; J. Zhang
et al. 2022) or by setting thresholds for the gradient based
methods and number of sounding levels that reached that
threshold values (Chen et al. 2023). Seidel et al. (2010) consid-
ered 4000 m above ground level as the upper limit to detect
the zi, so that the methods can avoid detecting any tropo-
spheric features as zi. Using the radiosonde observations col-
lected over China from 2012 to 2020, J. Zhang et al. (2022)
compared the zi detected by the RIB, PTGM, MRG, and
RHG methods and found that their performance is sensitive
to the selection of a zmax value, that is, the maximum depth
below which zi tends to exist most of the time. Defining a zmax

value for the present study is challenging, because the lake-
effect CBL depth can change drastically from day to day and/or
along the downwind of the lakes and/or can be subjected to the
influence of upwind lakes (Chang and Braham 1991; Kristovich
et al. 2018). While the cases described in this section are rela-
tively infrequent, the variation in estimated zi, is itself an

indication of how well the CBL and higher altitude air charac-
teristics match the classic case of a well-mixed layer topped by a
strong inversion.

5. Discussion

As mentioned in section 1, several studies compared the
CBL depth detection methods and gave recommendations on
what method to use and a suitable threshold value if one ex-
ists. Dai et al. (2011) used aircraft and radiosonde observa-
tions taken during Surface Heat Budget of the Arctic Ocean
(SHEBA) campaign to study the variation of boundary layer
depth over the Arctic Ocean. With the mean CBL potential
temperatures often below 273 K, SHEBA thermodynamic
profiles are similar to LE profiles. For the sea ice surfaces in
high latitudes, Dai et al. (2011) calculated the optimum
threshold value of ­u/­z as 0.01 K m21 when using potential
temperature gradient method. In the present study, for sound-
ings over lake, we estimated the optimum threshold value of
­u/­z as 0.019–0.007 K m21 (20–100-m averaging), which is
close to the Dai et al. (2011) value. However, the lake surface
was not covered by ice.

FIG. 11. As in Fig. 2, but during 11 Dec 2013 flight sounding from 1830 to 1837 UTC (i.e., from
1330 to 1337 LT) over Lake Ontario.
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The structure of the CBL has a direct impact on the depth
to which convective eddies can reach, the mass of dry air en-
trained across the boundary layer top, the growth rate of the
boundary layer, the amount of latent heat released in the for-
mation of clouds and, therefore, the efficacy of methods of de-
termining their depth. In the case of LE storms, knowing the
structure of LE PBL is important as its depth (or the related
height of the “capping inversion”), in addition to other micro-
physical processes, dictates the snowfall rate received by the
LE storms effected regions (e.g., Niziol et al. 1995; Kristovich
et al. 2003). One of the unique aspects of LE boundary layers
is the presence of clouds deep inside the boundary layer and
sometimes above the boundary layer, in which case, seeding
of snow particles into the existing boundary layer could occur
(Schroeder et al. 2006).

An example of the coupled boundary layer is given in
Fig. 2. Figure 12 shows the profiles of potential temperature
difference [calculated as Du 5 u 2min(u) for each sounding]
and vertical velocity fluctuations for all the soundings during
OWLeS that exhibit a coupled boundary layer. The heights in
Figs. 12a and 12b were normalized by the CBL depth esti-
mated by the PTG02 and TURB methods, respectively. As
seen from Fig. 12a, the u jump across the entrainment layer
varied between 2 and 10 K suggesting a wide range of stability
at the inversion. Such entrainment layers effectively slow the
growth of the CBL and are thus often referred in the lake-
effect snow forecasting literature to “capping inversions” that
limit the lake-effect snowfall rate (e.g., Niziol et al. 1995;
Niziol 1987). Figure 12b shows the turbulent fluctuations from
the 25-Hz vertical velocity data during the soundings plotted
in Fig. 12a. Above z/ziturb 5 1, w′ magnitude reduced or be-
came minimum when compared with the continuous turbu-
lence present below.

Past studies have identified the existence of elevated decoupled
layers based on the thermodynamic profiles of stratocumulus-
topped marine boundary layers (Bretherton and Wyant 1997;
Wood and Bretherton 2004; Jones et al. 2011; Dong et al. 2014;

Ghate et al. 2015; Nowak et al. 2021). In these studies, the de-
coupling was observed to occur when the stratocumulus-topped
boundary layers are advected over warm waters and the convec-
tive eddies cease to mix the contents up to the cloud base,
resulting in the formation of a stable layer separating the strato-
cumulus layer that is no longer fed by the moisture supply from
the well-mixed layer connected to the surface (Bretherton and
Wyant 1997). Recently, Su et al. (2022) extended the decoupled
layer classification developed for stratocumulus-topped bound-
ary layer to cloud-topped boundary layer over land using the
observations from U.S. Department of Energy’s Atmospheric
Radiation Measurement Southern Great Plains site. Su et al.
(2022) considered an elevated layer to be decoupled if the
cloud base is above the capping inversion of the CBL below.
All of these studies relied on the information about the cloud
(e.g., cloud-base height or cloud-base temperature) to deter-
mine if it exists in a coupled or a decoupled layer. Since LE
clouds are primarily within the CBL, their methods would not
be appropriate for identifying LE CBL decoupled layers.

Unlike Greybush et al. (2018), who found that elevated
mixed layers were likely due to advection from lake-effect
boundary layers advected from upwind lakes or upper-level
outflow from lake-effect convective systems, we propose an
alternate manner in which some of the decoupled boundary
layers observed in the present study may have formed: the
presence of a nearby synoptic storm system. An example de-
coupled mixed layer during OWLeS, observed on 1249 UTC
12 January 2014, is given in Fig. 13. Unlike a coupled BL with
free atmosphere aloft, the potential temperature sounding in
Fig. 13 shows an elevated mixed layer capped by a secondary
inversion. Interestingly, this sounding shows the turbulent
motions in the elevated mixed layer are much stronger than
the CBL below. Figure 13 also indicates the presence of two
distinct cloud layers, one near 1500 m and one near the top of
the elevated mixed layer (about 2500 m). As seen in Fig. 14,
such higher cloud decks can be associated with synoptic-scale
disturbances that develop or move over/near the Great Lakes

FIG. 12. Profiles of coupled LE PBL (a) potential temperature and (b) vertical velocity fluctuations during the
OWLeS campaign. The height is normalized by the CBL depth estimated by respective variables, and
Du 5 u 2min(u). The plus signs in (a) represent the average profile.
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region. Preliminary analyses indicate that such elevated cloud
layers can produce snow that can fall into the surface-based
CBL and increase snowfall rates through the “seeder–feeder”
process (e.g., Schroeder et al. 2006).

While Fig. 12 shows that coupled LE CBLs in OWLeS
were quite similar, features of the elevated mixed layer cases
varied considerably between cases. Figure 15 shows multiple
soundings that are identified having an elevated mixed layer
during OWLeS. The layer above the first inversion at zi/ziu 5 1
is not always well mixed. However, a secondary inversion is pre-
sent in the range 1.5 , zi/ziu , 2. Such variations make it very
difficult to make conclusive statements on the ideal identifica-
tion methods. However, some studies (Schroeder et al. 2006;
Chang and Braham 1991) have shown influences of elevated
mixed layers (EMLs) on lake-effect processes.

Figure 16 gives a regional view of elevated mixed layer dis-
tributions based on NOAA/FAA soundings taken at as close
a time as possible to two aircraft soundings. The top image re-
flects EML conditions near the time of the sounding shown in
Fig. 13. The flight sounding EML is in an area extending from
southwest of Lake Michigan and becomes shallower near a
ridge in the mid–Great Lakes area and then deepens again

over and near Lake Ontario. The relationship with synoptic
features is intriguing and may suggest that synoptic systems,
such as the warm front and associated cloud features (Fig. 14),
play an important role in some EML cases. The local deepen-
ing of the EML within the larger-scale cloud field near Lake
Ontario may indicate a lesser role of upwind Lake Erie and
Lake Ontario influences on the soundings. Figure 16 shows
two areas of deeper EMLs, east of Lake Ontario and extend-
ing west to over the northern plains. Based on synoptic analy-
ses before and after this aircraft sounding time, these EML
features are along a cold front that was moving southward
across the Great Lakes with patches of low pressure along
them. The regions of deeper EMLs were strongly correlated
with frontal and cyclone center positions shown in the Daily
Weather Map series at the next analysis time (1200 UTC
20 January 2014, not shown).

The presence of elevated mixed layers, especially when
clouds and snow are present, could result in increased turbu-
lent energy in the elevated mixed layer (such as seen in
Fig. 13). While a full analysis of such cases is beyond the scope
of this study, we note that for all such cases observed in this
study, elevated clouds and EMLs apparently associated with

FIG. 13. As in Fig. 2, but during 12 Jan 2014 flight sounding from 1249 to 1257 UTC (i.e., from
0749 to 0757 LT) over Lake Ontario.
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nearby synoptic systems (cyclones, fronts) were visible in sat-
ellite imagery and appeared in regional soundings analyses,
respectively (such as Figs. 14 and 16). Except for the LWC
method, the remaining CBL detection criteria mentioned
in this study performed poorly (Fig. 17) when tested using
IOA and R metrics for decoupled boundary layer cases
when compared with the coupled boundary layers. This poor
performance could be due to the surface connected bound-
ary layer not having proper mixed layer and a strong cap-
ping inversion as seen from Fig. 15, and/or the lack of many
observed decoupled boundary layers in the present dataset.
The potential for EMLs to increase lake-effect snowfall
rates above that expected for coupled CBLs suggests that
further study is needed to fully understand their evolution.

After studying the different lake-effect boundary layer
structures in the present database (e.g., well-mixed, not well-
mixed, multiple cloud layers, coupled, and elevated mixed
layers), we would like to point out that similar modification
of cold air moving over warm water can be observed for win-
tertime cold-air outbreaks (CAOs) especially in the high lati-
tudes (Wayland and Raman 1989; Brümmer et al. 1992;
Brümmer 1996; Hartmann et al. 1997). Similar to downwind
boundary layer deepening along the lake during lake ef-
fects, the boundary layer deepens with fetch during cold-
air outbreaks as well (Wayland and Raman 1989; Wu and
Ovchinnikov 2022; Michaelis et al. 2022). Another similarity
between the cold-air outbreaks and the lake-effect systems
is the presence of cloud layering within the boundary layer.
Recently, using the observations collected from December 2019
to May 2020 during the CAOs in the Marine Boundary Layer
Experiment (COMBLE; Geerts et al. 2022), Lackner et al.
(2023) studied the vertical structure of the clouds formed due to
Arctic air mass advected over warm water and found that single
cloud layers occurred for only about 60% of the time, while two
or more cloud layers are observed for 35% of the time during
the CAOs over Arctic. To the authors knowledge, a systematic
study of evaluating the performance of CBL depth estimation
methods in boundary layers modified by cold-air outbreaks is
not performed yet and such an analysis would be beneficial to
test the outcomes presented in this study, especially the sensitiv-
ity of the methods when there are multiple cloud layers present.

6. Summary

Research aircraft observations conducting flights conducive
for atmospheric sounding development during OWLeS, and
Lake-ICE field campaigns were used to obtain the CBL depth
by different methods. The CBL depth estimated by the turbu-
lence method was considered to be the reference value and
was compared with the CBL depth estimated by gradient

FIG. 14. Synoptic conditions observed on 1200 UTC 12 Jan 2014 [Daily Weather Maps (https://
www.wpc.ncep.noaa.gov/dailywxmap/index_20140112.html), accessed 23 Feb 2022].

FIG. 15. As in Fig. 12a, but for LE PBL cases with elevated mixed
layers.
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methods of potential temperature, relative humidity, mixing
ratio, bulk Richardson number method, and liquid water con-
tent method for soundings that went through clouds. Each
method’s performance was calculated using the mean errors
(MAE and MBE), centered RMSE and IOAmetrics. The po-
tential temperature gradient method performed well for

soundings over lake and land, while the bulk Richardson
number method performed poorly and consistently underesti-
mating the CBL depth. We tested the performance of meth-
ods by averaging the aircraft observations using different
vertical averaging windows ranging from 5 to 300 m. The ef-
fect of vertical averaging depth was more prominent on the

FIG. 16. EML top (red) and base (blue) observed from NOAA sounding data from stations (plotted as red stars) located around the
Great Lakes region on (a) 1200 UTC 12 Jan 2014and (b) 0000 UTC 19 Jan 2014. “NaN” indicates that no EMLs were identified. The air-
craft sounding location and EML depths extracted are given in the white boxes.
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temperature gradient and bulk Richardson number methods.
For all the methods tested, 20- and 50-m vertical averaging re-
sulted in similar performance. We also tested the sensitivity of
the threshold value for the potential temperature gradient
method and our results suggest using 0.015 and 0.011 K m21

for soundings that are averaged using 50-m vertical window
over land and lake, respectively. These threshold values were
seen to increase with decreases in vertical averaging window
depth. Using potential temperature profile, the maximum gra-
dient method also gave good results with IOA of 0.76 after
the gradient threshold value method whose IOA was 0.81.
Thus, we recommend using the potential temperature gradi-
ent method (either threshold based, or maximum gradient
based) for estimating the CBL depth during LE conditions.
For cloud-topped boundary layers, the liquid water content
method gave good performance similar to the potential tem-
perature gradient method.

For a given percentage allowable error, the efficiency of
methods tested was variable for soundings taken over lake,
while it is similar for soundings taken over land. We hypothe-
size that the lake surface being warmer than the air over it
adds energy into the boundary layer making it active leading
to subtle differences in the thermodynamic profiles. Lack of
radiosonde observations over the lake makes it difficult to
further analyze these differences. We note that LE bound-
ary layers could be coupled with a well-defined mixed layer
topped with an inversion or decoupled with multiple mixed
layers and inversions. Such decoupled boundary layers iden-
tified in this dataset were accompanied by either a nearby
front or a synoptic storm system. Given the potential large
influences of elevated mixed layers on LE systems, further
detailed study is warranted.
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