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Abstract

Topic modeling is a widely utilized tool in text analysis. We investigate the optimal rate
for estimating a topic model. Specifically, we consider a scenario with n documents, a
vocabulary of size p, and document lengths at the order N. When N > ¢ - p, referred to
as the long-document case, the optimal rate is established in the literature at \/p/(Nn).
However, when N = o(p), referred to as the short-document case, the optimal rate remains
unknown. In this paper, we first provide new entry-wise large-deviation bounds for the
empirical singular vectors of a topic model. We then apply these bounds to improve the
error rate of a spectral algorithm, Topic-SCORE. Finally, by comparing the improved error
rate with the minimax lower bound, we conclude that the optimal rate is still /p/(Nn) in
the short-document case.

Keywords: Decoupling inequality; entry-wise eigenvector analysis; pre-SVD normaliza-
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1 Introduction

In today’s world, an immense volume of text data is generated in scientific research and in
our daily lives. This includes research publications, news articles, posts on social media,
electronic health records, and many more. Among the various statistical text models,
the topic model (Hofmann, 1999; Blei et al., 2003) stands out as one of the most widely
used. Given a corpus consisting of n documents written on a vocabulary of p words, let
X =[X1, Xy,...,X,] € RP*™ be the word-document-count matrix, where X;(7) is the count
of the jth word in the ith document, for 1 <i<nand 1 <j <p. Let A1, As,...,Ax € RP
be probability mass functions (PMFs). We call each Ay a topic vector, which represents
a particular distribution over words in the vocabulary. For each 1 < i < n, let IV; denote
the length of the ith document, and let w; € R be a weight vector, where w;(k) is the
fractional weight this document puts on the kth topic, for 1 < k < K. In a topic model,
the columns of X are independently generated, where the ith column satisfies:

K
X; ~ Multinomial(N;, df),  with df = wi(k)Ay. (1)
k=1

Here d? € RP? is the population word frequency vector for the ith document, which admits a
convex combination of the K topic vectors. The N; words in this document are sampled with
replacement from the vocabulary using probabilities in dV; as a result, the word counts follow
a multinomial distribution. Under this model, E[X] is a rank-K matrix. The statistical
problem of interest is using X to estimate the two parameter matrices A = [A1, Aa, ..., AKk]
and W = [wy,wa, ..., wy].

Since the topic model implies a low-rank structure behind the data matrix, spectral
algorithms (Ke et al., 2023) have been developed for topic model estimation. Topic-SCORE
(Ke and Wang, 2024) is the first spectral algorithm in the literature. It conducts singular
value decomposition (SVD) on a properly normalized version of X, then uses the first K left
singular vectors to estimate A, and finally uses A to estimate W by weighted least-squares.
Ke and Wang (2024) showed that the error rate on A is y/p/(nN) up to a logarithmic factor,
where N is the order of document lengths. It matches with the minimax lower bound (Ke
and Wang, 2024) when N > ¢ - p for a constant ¢ > 0, referred to as the long-document
case. However, there are many application scenarios with N = o(p), referred to as the short-
document case. For example, if we consider a corpus consisting of abstracts of academic
publications (e.g., see Ke et al. (2023)), N is usually between 100 and 200, but p can be a
few thousands or even larger. In this short-document case, Ke and Wang (2024) observed
a gap between the minimax lower bound and the error rate of Topic-SCORE. They posted
the following questions: Is the optimal rate still \/p/(Nn) in the short-document case? If
so, can spectral algorithms still achieve this rate?

In this paper, we give answers to these questions. We discovered that the gap between
the minimax lower bound and the error rate of Topic-SCORE in the short-document case
came from the unsatisfactory entry-wise large-deviation bounds for the empirical singular
vectors. While the analysis in Ke and Wang (2024) is effective for long documents, there
is considerable room for improvement in the short-document case. We use new analysis to
obtain much better large-deviation bounds when N = o(p). Our strategy includes two main
components: one is an improved non-stochastic perturbation bound for SVD allowing severe



heterogeneity in the population singular vectors, and the other is leveraging a decoupling
inequality (de la Pena and Montgomery-Smith, 1995) to control the spectral norm of a
random matrix with centered multinomial-distributed columns. These new ideas allow us
to obtain satisfactory entry-wise large-deviation bounds for empirical singular vectors across
the entire regime of N > log(n). As a consequence, we are able to significantly improve
the error rate of Topic-SCORE in the short-document case. This answers the two questions
posted by Ke and Wang (2024): The optimal rate is still \/p/(Nn) in the short-document
case, and Topic-SCORE still achieves this optimal rate.

Additionally, inspired by our analysis, we have made a modification to Topic-SCORE
to better incorporate document lengths. We also extend the asymptotic setting in Ke and
Wang (2024) to a weak-signal regime allowing the K topic vectors to be extremely similar
to each other.

1.1 Related Literature

Many topic modeling algorithms have been proposed in the literature, such as LDA (Blei
et al., 2003), the separable NMF approach Arora et al. (2012, 2013), the method in Bansal
et al. (2014) that uses a low-rank approximation to the original data matrix, Topic-SCORE
(Ke and Wang, 2024), and LOVE (Bing et al., 2020). Theoretical guarantees were derived
for these methods, but unfortunately, most of them had non-optimal rates even when N >
c - p. Topic-SCORE and LOVE are the two that achieve the optimal rate when N >
¢ - p. However, LOVE has no theoretical guarantee when N = o(p); Topic-SCORE has
a theoretical guarantee across the entire regime, but the rate obtained by Ke and Wang
(2024) is non-optimal when N = o(p). Therefore, our results address a critical gap in the
existing literature by determining the optimal rate for the short-document case for the first
time.

Entry-wise eigenvector analysis (Erdés et al., 2013; Fan et al., 2018, 2022; Abbe et al.,
2020; Chen et al., 2021; Ke and Wang, 2022) provides large-deviation bounds or higher-
order expansions for individual entries of the leading eigenvectors of a random matrix.
There are two types of random matrices, i.e., the Wigner type (e.g., in network data and
pairwise comparison data) and the Wishart type (e.g., in factor models and spiked covari-
ance models (Paul, 2007)). The random matrices in topic models are the Wishart type,
and hence, techniques for the Wigner type, such as the leave-one-out approach (Ke and
Wang, 2022), are not a good fit. We cannot easily extend the techniques (Fan et al., 2018;
Chen et al., 2021) for spiked covariance models either. One reason is that the multinomial
distribution has heavier-than-Gaussian tails (especially for short documents), and using
the existing techniques only give non-sharp bounds. Another reason is the severe word fre-
quency heterogeneity (Zipf, 2013) in natural languages, which calls for bounds whose orders
are different for different entries of an eigenvector. Our analysis overcomes these challenges.

1.2 Organization and Notations

The rest of this paper is organized as follows. Section 2 presents our main results about
entry-wise eigenvector analysis for topic models. Section 3 applies these results to obtain
improved error bounds for the Topic-SCORE algorithm and determine the optimal rate in
the short-document case. Section 4 describes the main technical components, along with a



proof sketch. Section 5 concludes the paper with discussions. The proofs of all theorems
are relegated to the Appendices A-E.

Throughout this paper, for a matrix B, let B(i, j) or B;j represent the (4, j)-th entry. We
denote || B]| as its operator norm and || B||2—c0 as the 2-to-oco norm, which is the maximum
{5 norm across all rows of B. For a vector b, b(i) or b; represents the i-th component. We
denote ||b||; and ||b|| as the ¢; and ¢s norms of b, respectively. The vector 1, stands for
an all-one vector of dimension n. Unless specified otherwise, {e1,e2,...,ep} denotes the
standard basis of RP. Furthermore, we write a,, > b, or b, < a, if b,/a, = o(1) for
an, by > 0; and we denote a,, < b, if C~1b, < a, < Cb,, for some constant C' > 1.

2 Entry-Wise Eigenvector Analysis for Topic Models

Let X € RP*™ be the word-count matrix following the topic model in (1). We introduce
the empirical frequency matrix D = [dy,ds,...,d,] € RP*" defined by:

di(j) = N7 1X(j), 1<i<n,1<j<p. (2)

Under the model in (1), we have E[d;] = d) = Z,I::l w;(k)Ay. Write Do = [d,dY,...,d0] €
RP*™_ Tt follows that:
ED = Dy = AW.

We observe that Dy is a rank-K matrix; furthermore, the linear space spanned by the first
K left singular vectors of Dy is the same as the column space of A. Ke and Wang (2024)
discovered that there is a low-dimensional simplex structure that explicitly connects the
first K left singular vectors of Dy with the target topic matrix A. This inspired SVD-based
methods for estimating A.

However, if one directly conducts SVD on D, the empirical singular vectors can be noisy
because of severe word frequency heterogeneity in natural languages (Zipf, 2013). In what
follows, we first introduce a normalization on D in Section 2.1 to handle word frequency
heterogeneity and then derive entry-wise large-deviation bounds for the empirical singular
vectors in Section 2.2.

2.1 A Normalized Data Matrix

We first explain why it is inappropriate to conduct SVD on D. Let N = n~! >, N denote
the average document length. Write D = AW + Z, with Z = [z1,29,...,2,] := D — ED.
The singular vectors of D are the same as the eigenvectors of DD’ = AWW'A' + AW Z' +
ZW'A'+ZZ'. By model (1), the columns of Z are centered multinomial-distributed random
vectors; moreover, using the covariance matrix formula for multinomial distributions, we

have E[z;z]] = N; ![diag(d?) — d?(d?)]. Tt follows that:

E[DD'] = AWW'A' + 3 N, [diag(d?) — d(d?)']
=1

= AWW'A’ + diag (Z Nﬂd?) - A <Z Nilwiw§> A
i=1

i=1



N — 1 n [ N
_n.A<Z v wiw§>A/+N-dlag<ZnNid?>. (3)

i=1 t i=1

~~

EEW =My

Here AXjy A’ is a rank-K matrix whose eigen-space is the same as the column span of A.
However, because of the diagonal matrix My, the eigen-space of E[DD’] is no longer the
same as the column span of A. We notice that the jth diagonal of My captures the overall
frequency of the jth word across the whole corpus. Hence, this is an issue caused by word
frequency heterogeneity. The second term in (3) is larger when NN is smaller. This implies
that the issue becomes more severe for short documents.

To resolve this issue, we consider a normalization of D to M, 2D, 1t follows that:

E(M; 2DD MY = n - My Y2 ASw AMy Y2 + %Ip. (4)

Now, the second term is proportional to an identify matrix and no longer affects the eigen-
space. Furthermore, the eigen-space of the first term is the column span of M, Y 2A, and

hence, we can use the eigenvectors to recover M, /2 4 (then A is immediately known). In
practice, My is not observed, so we replace it by its empirical version:

M = diag<§n: szv_vd) (5)

=1

We propose to normalize D to M ~'/2D before conducting SVD. Later, the singular vectors
of M~1/2D will be used in Topic-SCORE to estimate A (see Section 3).

This normalization is similar to the pre-SVD normalization in Ke and Wang (2024)
but not exactly the same. Inspired by analyzing a special case where N; = N, Ke and
Wang (2024) proposed to normalize D to M~'/2D, where M = diag(n~" i, di). They
continued using M in general settings, but we discover here that the adjustment of M to
M is necessary when N;’s are unequal.

Remark 1 For extremely low-frequency words, the corresponding diagonal entries of M are
very small. This causes an issue when we normalize D to M~Y2D. Fortunately, such an
issue disappears if we pre-process data. As a standard pre-processing step for topic modeling,
we either remove those extremely low-frequency words or combine all of them into a single
“meta-word”. We recommend the latter approach. In detail, let L C {1,2,...,p} be the
set of words such that M(j,7) is below a proper threshold t, (e.g., t, can be 0.05 times the
average of diagonal entries of M ). We then sum up all rows of D with indices in L to a
single row. Let D* € RP—IEHDX be the processed data matriz. The matriz D* still has a
topic model structure, where each new topic vector results from a similar row combination
on the corresponding original topic vector.

Remark 2 The normalization of D to M~Y2D is reminiscent of the Laplacian normal-
1zation in network data analysis, but the motivation is very different. In many network
models, the adjacency matrixz satisfies that B = By +Y, where By is a low-rank matrixz and
Y is a generalized Wigner matriz. Since E[Y] is a zero matriz, the eigen-space of EB is



the same as that of By. Hence, the role of the Laplacian normalization is not correcting the
eigen-space but adjusting the signal-to-noise ratio (Ke and Wang, 2022). In contrast, our
normalization here aims to turn E[ZZ'] into an identity matriz (plus a small matriz that
can be absorbed into the low-rank part). We need such a normalization even under moderate
word frequency heterogeneity (i.e., the frequencies of all words are at the same order).

2.2 Entry-Wise Singular Analysis for M~Y/2D

For each 1 < k < K, let &, € RP denote the kth left singular vector of M~1/2D. Recall that
Dy = ED. In addition, define:

n

N
M, := EM = di —d%).
: ing (Z = ) (6)

Then, M, 1 2D0 is a population counterpart of M~/2D. However, the singular vectors of

M0_1/2D0 are not the population counterpart of fk’s. In light of (4), we define:
&k : the kth eigenvector of M()_l/2IE[DD']MO_1/2, 1<k<K. (7)
Write 2 := [£1,-- ,&x] and Z := [¢1, -+ ,€k]. We aim to derive a large-deviation bound

for each individual row of (£ — =), subject to a column rotation of =
We need a few assumptions. Let h; = Zszl Ag(j) for 1 < j < p. Define:

1 n
H =diag(h1,-- ,hy), Sa=AH'A,  Sy=-> (1-NNww. (8
n
i=1
Here ¥4 and Xy are called the topic-topic overlapping matrix and the topic-topic concur-
rence matrix, respectively, (Ke and Wang, 2024). It is easy to see that Yy is properly scaled.
YVe remark that X 4 is also properly scaled, because 25:1 Ya(k,l) = ?:1 Zle h;lAk(j)Ag(j) =
Assumption 1 Let hpax = maxi<j<phj, hmin = minj<j<p h; and h = % ?:1 hj. We
assume:
hmin > c1h = c1K/p, for a constant ¢; € (0,1).

Assumption 2 For a constant ca € (0,1) and a sequence 3, € (0,1), we assume:

; > ; > i > co.
)\mln(ZW) = C2, )\mln(zA) [ 0257’17 ISII?,?SIK EA(k‘,e) = C2

Assumption 1 is related to word frequency heterogeneity. Each h; captures the overall
frequency of word j, and h = p~! >ihy = p 1YL IlAklli = K/p. By Remark 1, all
extremely low-frequency words have been combined in pre-processing. It is reasonable to
assume that Amin is at the same order of h. Meanwhile, we put no restrictions here on hmpay,
so that h;’s can still be at different orders.

Assumption 2 is about topic weight balance and between-topic similarity. Xy can be
regarded as an affinity matrix of w;’s. It is mild to assume that Xy is well-conditioned.



In a special case where N; = N and each w; is degenerate, Xy is a diagonal matrix
whose kth diagonal entry is the fraction of documents that put all weights on topic k;
hence, Apin(Xw) > c¢o is interpreted as “topic weight balance”. Regarding 4, we have
seen that it is properly scaled (its maximum eigenvalue is at the constant order). When
K topic vectors are exactly the same, Apin(X4) = 0; when the topic vectors are not the
same, Amin(2X4) # 0, and it measures the signal strength. Ke and Wang (2024) assumed
that A\min(24) is bounded below by a constant, but we allow weaker signals by allowing
Amin(24) to diminish as n — oo. We also require a lower bound on ¥ 4(k,¢), meaning
that there should be certain overlaps between any two topics. This is reasonable as some
commonly used words are not exclusive to any one topic and tend to occur frequently (Ke
and Wang, 2024).
The last assumption is about the vocabulary size and document lengths.

Assumption 3 There exists N > 1 and a constant c3 € (0,1) such that csN < N; < cglN
for all 1 <i <n. In addition, for an arbitrary constant Cy > 0:

min{p, N} > logg(n), max{log(p),log(N)} < Cplog(n), plog2(n)§Nnﬁ,2l.

In Assumption 3, the first two inequalities restrict that N and p are between log3(n) and
nC°, for an arbitrary constant Cy > 0. This covers a wide regime, including the scenarios of
both long documents (N > ¢ - p) and short documents (N = o(p)). The third inequality is
needed so that the canonical angles between the empirical and population singular spaces
converge to zero, which is necessary for our singular vector analysis. This condition is mild,
as INn is the order of total word count in the corpus, which is often much larger than p.

With these assumptions, we now present our main theorem.

Theorem 1 (Entry-wise singular vector analysis) Fiz K > 2 and positive constants
c1,c2,¢3, and Cy. Under the model (1), suppose Assumptions 1-3 hold. For any constant
Cy > 0, there exists Cy > 0 such that with probability 1 — n=C1, there is an orthogonal
matriz O € REXK satisfying that simultaneously for 1 < j < p:

& = hjplog(n)
lef(E —E0)| < Co Jn]\fiﬁ,%

The constant Cy only depends on Cy and (K, cq,ca,c3,Cp).

In Theorem 1, we do not assume any gap among the K singular values of M, 1 2DO; hence,
it is only possible to recover = up to a column rotation O. The sin-theta theorem (Davis and
Kahan, 1970) enables us to bound ||= — Z0’||% = . ||e;(é —Z0")||%, but it is insufficient
for analyzing spectral algorithms for topic modeling (see Section 3). We need a bound for
each individual row of (é — Z0'), and this bound should depend on h; properly.

We compare Theorem 1 with the result in Ke and Wang (2024). They assumed that
B, = O(1), so their results are only for the strong-signal regime. They showed that when
n is sufficiently large:

2

||e;(é_50’)\|§c<1+mm{, N’ﬁ}) W. )

3

=

8



When N > ¢-p (long documents), it is the same bound as in Theorem 1 (with 3, = 1).
However, when N = o(p) (short documents), it is strictly worse than Theorem 1. We obtain
better bounds than those in Ke and Wang (2024) because of new proof ideas, especially
the use of refined perturbation analysis for SVD and a decoupling technique for U-statistics
(see Section 4.2).

3 Improved Rates for Topic Modeling

We apply the results in Section 2 to improve the error rates of topic modeling. Topic-SCORE
(Ke and Wang, 2024) is a spectral algorithm for estimating the topic matrix A. It achieves
the optimal rate in the long-document case (N > ¢ - p). However, in the short-document
case (N = o(p)), the known rate of Topic-SCORE does not match with the minimax lower
bound. We address this gap by providing better error bounds for Topic-SCORE. Our results
reveal the optimal rate for topic modeling in the short-document case for the first time.

3.1 The Topic-Score Algorithm

Let 51, fg, ey é & be asin Section 2. Topic-SCORE first obtains word embeddings from these
singular vectors. Note that M ~/2D is a non-negative matrix. By Perron’s theorem (Horn
and Johnson, 1985), under mild conditions, él is a strictly positive vector. Define R e
RP*(K=1) 1y
Let 7,7, ..., 7, denote the rows of R. Then, 7 is a (K — 1)-dimensional embedding of the
jth word in the vocabulary. This is known as the SCORE embedding Jin (2015); Ke and
Jin (2023), which is now widely used in analyzing heterogeneous network and text data.
Ke and Wang (2024) discovered that there is a simplex structure associated with these
word embeddings. Specifically, let £1,&a,...,&x be the same as in (7) and define the popu-
lation counterpart of R as R, where:

Let 1,75, ..,7, denote the rows of R. All these r; are contained in a simplex S C RE-1
that has K vertices vy, v9,...,vx (see Figure 1). If the jth word is an anchor word (Arora

et al., 2012; Donoho and Stodden, 2004) (an anchor word of topic k satisfies that Ag(j) # 0
and Ay(j) = 0 for all other £ # k), then r; is located at one of the vertices. Therefore,
as long as each topic has at least one anchor word, we can apply a vertex hunting (Ke
and Wang, 2024) algorithm to recover the K vertices of S. By definition of a simplex,
each point inside S can be written uniquely as a convex combination of the K vertices,
and the K-dimensional vector consisting of the convex combination coefficients is called
the barycentric coordinate. After recovering the vertices of S, we can easily compute the
barycentric coordinate 7; € RX for each rj. Write IT = [my,m2,...,mp]. Ke and Wang
(2024) showed that:

A o MYPdiag(¢)Mep, 1<k<K.

Therefore, we can recover Ay by taking the kth column of MO1 / 2diag(§1)H and re-normalizing
it to have a unit £!-norm. This gives the main idea behind Topic-SCORE (see Figure 1).



barycentric coordinate ;

Figure 1: An illustration of Topic-SCORE in the noiseless case (K = 3). The blue dots are
r; € RE~1 (word embeddings constructed from the population singular vectors),
and they are contained in a simplex with K vertices. This simplex can be recov-
ered from a vertex hunting algorithm. Given this simplex, each r; has a unique
barycentric coordinate m; € RX. The topic matrix A is recovered from stacking
together these 7;’s and utilizing My and &;.

The full algorithm is given in Algorithm 1. It requires plugging in a vertex hunting
(VH) algorithm. A VH algorithm aims to estimate vy, vg, ..., v from the noisy point cloud
{#;}1<j<p- There are many existing VH algorithms (see sec 3.4 of Ke and Jin (2023)). A VH
algorithm is said to be efficient if it satisfies that maxj <<k |0k —vi|| < C maxi<j<p ||7j—7}]|
(subject to a permutation of 01, 09,...,0x). We always plug in an efficient VH algorithm,
such as the successive projection algorithm (Araijo et al., 2001), the pp-SPA algorithm (Jin
et al., 2024), and several algorithms in sec 3.4 of Ke and Jin (2023).

Algorithm 1 Topic-SCORE
Input: D, K, and a vertex hunting (VH) algorithm.

o (Word embedding) Let M be as in (5). Obtain 1,6, - £k, the first K left singular
vectors of M~1/2D. Compute R as in (10) and write R = [f1,7q,--- , 7] .

o (Vertex hunting). Apply the VH algorithm on {7;}1<j<), to get 01, -, 0k.

e (Topic matriz estimation) For 1 < j < p, solve 77 from:

1 ... 1 \.. (1
by ...tk )T\ Ry )

Let 7 = max{7},0} (the maximum is taken component-wise) and 7; = 77 /|||
Write IT = [#1, ..., 7). Let A= M'/2diag(&;)I1. Obtain A = fl[diag(lé[l)]’l.

Output: the estimated topic matrix A.

Additionally, after Ais obtained, Ke and Wang (2024) suggested to estimate wy, wa, . . ., wy,
as follows. We first run a weighted least-squares to obtain w;:

wf = argming cgx ||M Y2 (d; — Awy)|?, 1<i<n. (12)

10



Then, set all the negative entries of W to zero and re-normalize the vector to have a unit
¢'-norm. The resulting vector is ;.

Remark 3 In real-world applications, both n and p can be very large. However, since
R is constructed from only a few singular vectors, its rows are only in dimension (K —
1). It suggests that Topic-SCORE leverages a ‘low-dimensional’ simplex structure and is
scalable to large datasets. When K is bounded, the complexity of Topic-SCORE is at most
O(npmin{n,p}) (Ke and Wang, 2024). The real computing time was also reported in Ke
and Wang (2024) for various values of (n,p). For example, when both n and p are a few
thousands, it takes only a few seconds to run Topic-SCORE.

3.2 The Improved Rates for Estimating A and W

We provide the error rates of Topic-SCORE. First, we study the word embeddings #;. By
(10), 7 is constructed from the jth row of =, Therefore, we can apply Theorem 1 to derive
a large-deviation bound for 7;.

Without loss of generality, we set C7 = 4 henceforth, transforming the event probability
1 —n~% in Theorem 1 to 1 — o(n™3). We also use C' to denote a generic constant, whose
meaning may change from one occurrence to another. In all instances, C' depends sorely on
K and the constants (c1, c2, c3,Cp) in Assumptions 1-3.

Theorem 2 (Word embeddings) Under the setting of Theorem 1, with probability 1 —

o(n=3), there exists an orthogonal matriz Q € RE—VXE=1) sych that simultaneously for
1<j<p:
. plog(n)
= Q|| <Oy —=25-.
175 rill < nN B2

Next, we study the error of A. The ¢'-estimation error is £(A, A) := ST || Ax — A1,
subject to an arbitrary column permutation of A. For ease of notation, we do not explicitly
denote this permutation in theorem statements, but it is accounted for in the proofs. For
each 1 < j < p, let &; € RX and a;- € RE denote the jth row of A and A4, respectively.

We can re-write the ¢!-estimation error as £(A, A) = 1 lla; — a;lli. The next theorem

provides an error bound for each individual a;, and the aggregation of these bounds yields
an overall bound for £(A, A):

Theorem 3 (Estimation of A) Under the setting of Theorem 1, we additionally assume
that each topic has at least one anchor word. With probability 1 — o(n™2), simultaneously
for1 <5 <p:

X plog(n)
lla; —ajllr < |lajll1 - C W

Furthermore, with probability 1 — o(n~=3), the £'-estimation error satisfies that:

; plog(n)
< —_—.
LA A) <C NG
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Theorem 3 improves the result in Ke and Wang (2024) in two aspects. First, Ke and
Wang (2024) assumed S,! = O(1), so their results did not allow for weak signals. Second,
even when 3,1 = O(1), their bound is worse than ours by a factor similar to that in (9).

Finally, we have the error bound for estimating w;’s using the estimator in (12).

Theorem 4 (Estimation of W) Under the setting of Theorem 8, with probability 1 —
o(n=3), subject to a column permutation of W :

o pes(n) ., logl)
1%1%)%”71% will1 < CB, ( nNG2 +C N |

In Theorem 4, there are two terms in the error bound of w;. The first term comes from
the estimation error in /1, and the second term is from noise in d;. In the strong-signal case
of 8,1 = O(1), we can compare Theorem 4 with the bound for ; in Ke and Wang (2024).
The bound there also has two terms: its second term is similar to ours, but its first term is
strictly worse.

3.3 Connections and Comparisons

There have been numerous results about the error rates of estimating A and W. For
example, (Arora et al., 2012) provided the first explicit theoretical guarantees for topic
modeling, but they did not study the statistical optimality of their method. Recently,
the statistical literature aimed to understand the fundamental limits of topic modeling.
Assuming 3,1 = O(1), refs. (Ke and Wang, 2024; Bing et al., 2020) gave a minimax lower
bound, \/p/(Nn), for the rate of estimating A, and refs. (Wu et al., 2023; Klopp et al.,
2023) gave a minimax lower bound, 1/4/N, for estimating each w;.

For estimating A, when 8,1 = O(1), the existing theoretical results are summarized
in Table 1. Ours is the only one that matches the minimax lower bound across the entire
regime. In the long-document case (N > ¢ - p, Cases 1-2 in Table 1), the error rates in Ke
and Wang (2024); Bing et al. (2020) together have matched the lower bound, concluding
that \/p/(Nn) is indeed the optimal rate. However, in the short-document case (N =
o(p), Case 3 in Table 1), there was a gap between the lower bound and the existing error
rates. Our result addresses the gap and concludes that /p/(Nn) is still the optimal rate.
When S, = o(1), the error rates of estimating A were rarely studied. We conjecture that
/p/(Nnf2) is the optimal rate, and the Topic-SCORE algorithm is still rate-optimal.

We emphasize that our rate is not affected by severe word frequency heterogeneity. As
long as huyin/h is lower bounded by a constant (see Assumption 1 and explanations therein),
our rate is always the same, regardless of the magnitude of Ay ax. In contrast, the error rate
in Bing et al. (2020) is sensitive to word frequency heterogeneity, with an extra factor of
hmax/hmin that can be as large as p. There are two reasons that enable us to achieve a flat
rate even under severe word frequency heterogeneity: one is the proper normalization of
data matrix, as described in Section 2.1, and the other is the careful analysis of empirical
singular vectors (see Section 4).

For estimating W, when 3,1 = O(1), our error rate in Theorem 4 matches the minimax
lower bound if n > plog(n). Our approach to estimating W involves first obtaining A and
then regressing d; on A to derive ;. The condition n > p log(n) ensures that the estimation

12



Table 1: A summary of the existing theoretical results for estimating A (n is the number
of documents, p is the vocabulary size, IV is the order of document lengths, and
hmax and hpi, are the same as in (8)). Cases 1-3 refer to N > p*3, p < N < p/3,
and N < p, respectively. For Cases 2-3, the sub-cases ‘a’ and ‘b’ correspond
to n > max{Np?, p?, N?p°} and n < max{Np?,p?, N?p°}, respectively. We have
translated the results in each paper to the bounds on E(fl, A), with any logarithmic
factor omitted.

Case 1 Case 2a Case 2b Case 3a Case 3b

Ke and Wang (2024) \/% \/% o B B E Ee/E
Arora et al. (2012) r \/% \/% \/% \/%
NA

VNn
Bingetal (2020) /- e fidme B Ny
Bansal et al. (2014) N \/é N \/% N \/g N \/g N\/g
Our results n vV i \/ n \ n n

error in A does not dominate the overall error. This condition is often met in scenarios where
a large number of documents can be collected, but the vocabulary size remains relatively
stable. However, if n < plog(n), a different approach is necessary, requiring the estimation
of W first. This involves using the right singular vectors of M~1/2D. While our analysis
has primarily focused on the left singular vectors, it can be extended to study the right
singular vectors as well.

4 Proof Ideas

Our main result is Theorem 1, which provides entry-wise large-deviation bounds for singular
vectors of M~Y/2D. Given this theorem, the proofs of Theorems 2-4 are similar to those
in (Ke and Wang, 2024) and thus relegated to the appendix. In this section, we focus on
discussing the proof techniques of Theorem 1.

4.1 Why the Leave-One-Out Technique Fails

Leave-one-out (Abbe et al., 2020; Ke and Wang, 2022) is a common technique in entry-wise
eigenvector analysis for a Wigner-type random matrix B = By + Y € R™*™ where By is
a symmetric non-stochastic low-rank matrix and Y is a symmetric random matrix whose
upper triangle consists of independent mean-zero variables. One example of such matrices
is the adjacency matrix of a random graph generated from the block-model family (Jin,
2015).

However, our target here is the singular vectors of M ~1/2D, which are the eigenvectors
of B:= M~Y2DD'M~1/2. This is a Wishart-type random matrix, whose upper triangular
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entries are not independent. We may also construct a symmetric matrix:

0 M~Y2D (ot
G .= <D,M1/2 . ) c RE+VX(@P+n)

The eigenvectors of G take the form iy = ({A;C,ﬁ;c)’, 1 < k < K, where & € RP and
ik € R™ are the kth left and right singular vectors of M~Y/2D, respectively. Unfortunately,
the upper triangle of G still contains dependent entries. Some dependence is from the
normalization matrix M. It may be addressed by using the techniques developed by Ke and
Wang (2022) in studying graph Laplacian matrices. A more severe issue is the dependence
among entries in D. According to basic properties of multinomial distributions, D only
has column independence but no row independence. As a result, even after we replace M
by My, the jth row and column of G are still dependent of the remaining ones, for each
1 < j < p. In conclusion, we cannot apply the leave-one-out technique on either B or G.

4.2 The Proof Structure in Ke and Wang (2024) and Why It Is Not Sharp for
Short Documents

Our entry-wise eigenvector analysis primarily follows the proof structure in Ke and Wang
(2024). Recall that &, € RP is the kth left singular vector of M~'/2D. Define:

n

G:=M"*DDM V- ZL, Go=n My ASw AM? (13)

Since the identify matrix in G does not affect the eigenvectors, ék is the kth eigenvector
of G. Additionally, it follows from (7) and (4) that & is the kth eigenvector of Gy. By (4):

G —Gy=M"*DD'M~* — My PE[DD )My 2. (14)
The entry-wise eigenvector analysis in Ke and Wang (2024) has two steps.

e Step 1: Non-stochastic perturbation analysis. In this step, no distributional assump-
tions are made on G. The analysis solely focuses on connecting the perturbation from
= to = with the perturbation from Gy to G. They showed in Lemma F.1 (Ke and
Wang, 2024):

le5(Z = 20| < ClIGoll " (I€SZNIG = Goll + VE|€j(G — Go)l|).- (15)

e Step 2: Large-deviation analysis of G — Gp. In this step, Ke and Wang (2024) derived
the large-deviation bounds for |G — Gyl| and ||€}(G' — Go)|| under the multinomial
model (1). For example, they showed in Lemma F.5 (Ke and Wang, 2024) that when
n is properly large, with high probability:

IG — Gol < C(1+ N1 /p) ”plz’vg(”). (16)

However, when N = o(p) (short documents), neither step is sharp. In (15), the second
term ||} (G — Go)|| was introduced as an upper bound for ||e’;(G — Go)=Z||, but this bound is
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too crude. In Section 4.3, we will conduct careful analysis of ||e};(G — Go)Z|| and introduce
a new perturbation bound which significantly improves (15). In (16), the spectral norm is
controlled via an e-net argument (Vershynin, 2012), which reduces the analysis to studying
a quadratic form of Z; Ke and Wang (2024) analyzed this quadratic form by applying
martingale Bernstein inequality. Unfortunately, in the short-document case, it is hard to
control the conditional variance process of the underlying martingale. In Section 4.4, we
address it by leveraging the matrix Bernstein inequality (Tropp, 2012) and the decoupling
inequality (de la Pena and Montgomery-Smith, 1995; De la Pena and Giné, 2012) for U-
statistics.

4.3 Non-Stochastic Perturbation Analysis

In this subsection, we abuse notations to use G and Gy to denote two arbitrary p x p
symmetric matrices, with rank(Go) = K. For 1 < k < K, let 5\k and A\; be the kth largest
eigenvalue (in magnitude) of G and Gy, respectively, and let fk € R? and &, € RP be the
associated eigenvectors. Write A = diag(A1, Ao, ..., k), 2 = [€1, 60, ...,Ek], and define A
and Z similarly. Let U € REXE and V € REXK be such that its columns contain the left
and right singular vectors of Z'Z, respectively. Define sgn(é’ =) = U'V. For any matrix B
and ¢ > 0, let || B|g—00 = max; ||e; B4

Lemma 1 Suppose |G — Go|| < (1 — ¢o)|Ak|, for some ¢o € (0,1). Consider an arbitrary
p X p diagonal matriz I' = diag(vy1,72, ..., Vp), where:

v > 0 is an upper bound for ||€;Z|[|G — Gol| + ||lej(G — Go)Z].

If IT"YG — Go)T|[1500 < (1 — c0)|Ak|, then for the orthogonal matriz O = sgn(2'E), it
holds simultaneously for 1 < j < p that:

e5(Z2 = 20| < g Ak | ;.

Since ; is an upper bound for |[€E[||G — Go|| + [|€}(G — Go)E||, we can interpret the
result in Lemma 1 as:

lej(

Comparing (17) with (15), the second term has been reduced. Since Z projects the vector
e;(G — Gp) into a much lower dimension, we expect that [e/(G' — Go)Z|| < ||lef(G — Go)|
in many random models for G. In particular, this is true for the G and G defined in (13).
Hence, there is a significant improvement over the analysis in Ke and Wang (2024).

(1

— 20| < G| (IIESEING — Goll + 1€5(G — Go)El). (17)

4.4 Large-Deviation Analysis of (G — Gp)

In this subsection, we focus on the specific G and Gy as defined in (13). The crux of
proving Theorem 1 lies in determining the upper bound ~; as defined in Lemma 1. This is
accomplished through the following lemma.
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Lemma 2 Under the settings of Theorem 1, let G and Go be as in (13). For any constant
Cy > 0, there exists C3 > 0 such that with probability 1—n~%", simultaneously for 1 < j < p:

pnlog(n)

hjnplog(n)
N 7 ’

— <
G~ Goll < Cs =

l€j(G — Go)E| < C3
The constant Cs only depends on Cy and (K, c1,ca,c3,Ch).

We compare the bound for |G — Gyl in Lemma 2 with the one in Ke and Wang (2024) as
summarized in (16). There is a significant improvement when N < p2. This improvement
primarily stems from the application of a decoupling inequality for U-statistics, as elaborated
below.

We outline the proof of the bound for |G — Gy||. Let Z = D — E[D] = [21, 22, . . ., Zn]-
From (41)-(42) in Appendix A, G — Gy decomposes into the sum of four matrices, where it
is most subtle to bound the spectral norm of the fourth matrix:

Ey:= My "*(z7 —EB[zZ') M, 2.

Define X; = (Mo_l/in)(Mo_l/in)’ — E[(Mo_l/zzi) (Mo_l/in)’]. It is seen that Ey =
>y X;, which is a sum of n independent matrices. We apply the matrix Bernstein in-
equality Tropp (2012) (Theorem 6) to obtain that if there exist b > 0 and 0 > 0 such that
| X;|| < b almost surely for all i and || Y"1 EX?|| < o2, then for every t > 0,

P<H,iXiH > 1) < 2pexp (- ﬁi@/g)

Determination of b and o2 requires upper bounds for || X;|| and [|[EX?|. Since each X; is
equal to a rank-1 matrix minus its expectation, it reduces to deriving large-deviation bounds
for ||M(;1/2zi |2. Note that each z; can be equivalently represented by z; = N; ! Z%Zl (Tim—
ET}m), where {Tim}Yi | are i.i.d. Multinomial(1,dY). Tt yields that HMO_l/zziH2 =1 + 1o,
where Zs is a term that can be controlled using standard large-deviation inequalities, and:

I :=N;72 > (Timy = ETin, ) My (Timy — ETimy).

1<mi#ma<N;

The remaining question is how to bound |Z;|. We notice that Z; is a U-statistic with
degree 2. The decoupling inequality (de la Pena and Montgomery-Smith, 1995; De la Pena
and Giné, 2012) is a useful tool for studying U-statistics.

Theorem 5 (A special decoupling inequality (De la Pena and Giné, 2012)) Let {X,,}N_,
be a sequence of i.i.d. random vectors in R?, and let {Xm %:1 be an independent copy of
{Xm}%zl. Suppose that h : R** — R is a measurable function. Then, there exists a constant
Cy4 > 0 independent of n,m,d such that for all t > 0:

> 1),

]P’(‘ 3 WX Xony) Zt) gc419>(04] S AKX Xy

m#m1 m#£mq
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Let {ﬁm}glzl be an independent copy of {sz}TN,;:l By Theorem 5, the large-deviation
bound of Z; can be inferred from the large-deviation bound of:

fl = Ni72 Z (Tlml - ]Ej—liml )/M(;l(ﬁmz - Eﬁmz) :

1<mi#ma<N;

Usmg M Ty s Timy ) to denote the summand in the above sum, we have a decomposition:

—2 Eml - "M Timy s Timy) — —2 Dom h(sz,Tlm) The second term is a sum of in-
dependent varlables and can be controlled by standard large-deviation inequalities. Hence,
the analysis of Il reduces to the analysis of 7] := —2 Eml Mo h( zml,TZmz) We re-write

*
I1 as:

N; N;
Iy = N2y, with yi= > My "*(Tyn —ETim), §:= Y My *(Tim — ETim).

m=1 m=1

Since ¢ is independent of y, we apply large-deviation inequalities twice. First, condi-
tional on g, fi“ is a sum of N; independent variables (randomness comes from Tj,,’s). We
apply the Bernstein inequality to get a large-deviation bound for ff, which depends on a
quantity o?(§). Next, since o%(§) can also be written as a sum of N; independent vari-
ables (randomness comes from Tim’s), we apply the Bernstein inequality again to obtain a
large-deviation bound for o2(7j). Combining two steps gives the large-deviation bound for
AR

Remark 4 The decoupling inequality is employed multiple times to study other U-statistics-
type quantities arising in our proof. For example, recall that (G — Gy) decomposes into the
sum of four matrices, and we have only discussed how to bound || E4|. In the analysis of
|E2|| and || Esl|, we need to bound other quadratic terms involving a sum over (i,m), with
1<i<nandl <m < N;. In that case, we need a more general decoupling inequality. We
refer readers to Theorem 8 in Appendixz A for more details.

Remark 5 The analysis in Ke and Wang (2024) uses an e-net argument (Vershynin, 2012)
and the martingale Bernstein inequality (Freedman, 1975) to study ||E4||. In our analysis,
we use the matriz Bernstein inequality (Tropp, 2012), instead of the e-net argument. The
matriz Bernstein inequality enables us to tackle each quadratic term related to each i sep-
arately instead of handling complicated quadratic terms involving summation over i and m
simultaneously. Additionally, we adopt the decoupling inequality for U-statistics (de la Pena
and Montgomery-Smith, 1995; De la Pena and Giné, 2012), instead of the martingale Bern-
stein inequality, to study all the quadratic terms arising in our analysis. The decoupling
inequality converts the tail anaysis of quadratic terms into tail analysis of (conditionally)
independent sums. It provides sharper bounds when the variables have heavy tails (which is
the case for the word counts in a topic model, especially when documents are short).

4.5 Proof sketch of Theorem 1

We combine the non-stochastic perturbation result in Lemma 1 and the large-deviation
bounds in Lemma 2 to prove Theorem 1. By Lemma 4, [Ax| > C~1ng,. It follows from
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Weyl’s inequality, the first claim in Lemma 2, and the assumption of plog?(n) < Nnj32 that
with probability 1 — n=¢1:

Akl > (Ml - [1 = O([log(n)]/%)] = C™'nB,.

In addition, it can be shown (see Lemma 4) that [lZ[| < C'hjl-/Q. Combining this with
—C1.

the two claims in Lemma 2 gives that with probability 1 — n
hjnplog(n)

IE5ENIG = Goll + [|€5(G — Go)E|| < C N =

We hope to apply Lemma 1. This requires obtaining a bound for |[T71(G — Go)T'||100-
Since T’ oc H'Y/2, it suffices to study |[H /(G — Go)H'/?|| e0. Similar to the analysis of
|€5(G' — Go)Z]|, we can show (see the proofs of Lemmas 7 and 8, such as (75)) that [|e}(G —
Go)H'?||y < CN~Y2[hinplog(n)]*/? < C\/hj/log(n) - nf,, where the last inequality is
because of plog?(n) < Nn. We immediately have:

CnBn_ _ [kl

Vliog(n) — 2

We then apply Lemma 1 to get He;(é — 20| < ClAk|™"y; < C(nBn)"'y;. The claim

of Theorem 1 follows immediately by plugging in the value of «; as given above.

IH7Y2(G = Go) 2 1msoe = mace{hy*)5(G — GO H ™2} <

5 Summary and Discussion

The topic model imposes a “low-rank plus noise” structure on the data matrix. However,
the noise is not simply additive; rather, it consists of centered multinomial random vec-
tors. The eigenvector analysis in a topic model is more complex than standard eigenvector
analysis for random matrices. Firstly, the entries of the data matrix are weakly depen-
dent, making techniques such as leave-one-out inapplicable. Secondly, due to the significant
word frequency heterogeneity in natural languages, entry-wise eigenvector analysis becomes
much more nuanced, as different entries of the same eigenvector have significantly different
bounds. Additionally, the data exhibit Bernstein-type tails, precluding the use of random
matrix theory tools that assume sub-exponential entries. While we build on the analysis in
Ke and Wang (2024), we address these challenges with new proof ideas. Our results provide
the most precise eigenvector analysis and rate-optimality results for topic modeling, to the
best of our knowledge.

A related but more ambitious goal is obtaining higher-order expansions of the empirical
singular vectors. Since the random matrix under study in the topic model is the Wishart
type, we can possibly borrow techniques in (Bloemendal et al., 2016) to study the joint
distribution of empirical singular values and singular vectors. In this paper, we assume the
number of topics, K, is finite, but our analysis can be easily extended to the scenario of a
growing K (e.g., K = O(log(n))). We assume min{p, N} > log®(n). When p < log?(n),
it becomes a low-dimensional eigenvector analysis problem, which is easy to tackle. When
N < 10g3(n), it is the extremely short documents case (i.e., each document has only a finite
length, say, fewer than 20, as in documents such as Tweets). We leave it to future work.
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Appendix A. Preliminary Lemmas and Theorems

In this section, we collect the preliminaries lemmas and theorems that will be used in the
entry-wise eigenvector analysis. Under Assumption 3, N; < N < N. Therefore, throughout
this section and subsequent sections, we always assume N = N without loss of generality.

The first lemma describes the estimates of the entries in My and reveals its relation to
the underlying frequency parameters, and further provides the large-deviation bound for
the normalization matrix M.

Lemma 3 (Lemmas D.1 & E.1 in (Ke and Wang, 2024)) Recall the definitions M =
diag(n=" 1| Ndi/N;), My = diag(n™' 327", Nd/N;), and h; = S0 | Ap(j) for 1 < j <
p. Suppose the conditions in Theorem 1 hold. Then:

h;jlog(n)

for some constant C > 0, with probability 1 — o(n=3), simultaneously for all 1 < j < p.
Furthermore, with probability 1 — o(n™3),

plog(n)

Jprean - n) < oy g
n

(18)
Remark 6 In this lemma and other subsequent lemmas, “with probability 1 — o(n=3)” can
always be replaced by “with probability 1 — n=C1”, for an arbitrary constant Cy > 0. The
small-probability events in these lemmas come from the Bernstein inequality or the matriz
Bernstein inequality. These inequalities concern small-probability events associated with an
arbitrary probability 6 € (0,1), and the high-probability bounds depend on log(1/§). When
§ =n"%1, log(1/6) = Cylog(n). Therefore, changing C1 only changes the high-probability
bound by a constant. Without loss of generality, we take Cy = 4 for convenience.

The proof of the first statement is quite similar to the proof detailed in the supplementary
materials of (Ke and Wang, 2024). The only difference is the existence of the additional
factor N/N;. Thanks to the condition that N;’s are at the same order, it is not hard to
see that Mo(j,j) < n=1 3", d?(j),where the RHS is exactly the definition of M in (Ke
and Wang, 2024). Thus, the proof follows simply under Assumption 2. To obtain the
large-deviation bound, the following representation is crucial:

1. N N &
M(3,5) = Mo(3.5) = — > = (di(f) = d(5)) = Z 7 Z 2(5),
i=1"" i=1 N m=
where {T,}"_, are ii.d. Multinomial (1,d)) with d = Aw;. The RHS is a sum of
independent random variables, thus allowing the application of Bernstein inequality. The
inequality (18) is not provided in the supplementary materials of (Ke and Wang, 2024), but
it follows easily from the first statement. We prove (18) in detail below.
By definition, it suffices to claim that:

‘\/MO(]7]) _1’<C plog(n)
M(j,7) - Nn
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simultaneously for all 1 < j < p. To this end, we derive:
'\/ u 1’< | Mo(j 5) — MGG, )]
~ VMG (Mo 5) + VM3, )

Using the large-deviation bound [M (4, j) — Mo(j, j)| < C+/hjlog(n)/(Nn) = o(h;) and
also the estimate My(j,j) < hj, we bound the denominator by:

VMG (VM) + VMG.3)) 2 Cyfhy = olhy) (Vg + /s = o(hy)) > Chy

with probability 1 — o(n~3), simultaneously for all 1 < j < p. Consequently:

‘\/ 0(J, ] |<e log(n) <c plﬁ)\f(n)
n

Nnhj -

where the last step is due to hj > hyin > C/p. This completes the proof of (18).
The next Lemma presents the eigen-properties of the population data matrix.

Lemma 4 (Lemmas F.2, F.3, and D.3 in (Ke and Wang, 2024)) Suppose the con-
ditions in Theorem 1 hold. Let Gy be as in (13). Denote by A\ > A1 > ... > Ak the
non-zero eigenvalues of Go. There exists a constant C > 1 such that:

CnBn <A <Cn, for2<k<K, and A > C 'n4+ max \g.
2<k<K

Furthermore, let £1,&2,...,E Kk be the associated eigenvectors of Go. Then:

CNWh <a@) <CVhy,  |l€El < OV

The above lemma can be proved in the same manner as those in the supplement materials
of (Ke and Wang, 2024). Given our more general condition on ¥ 4, which allows its smallest
eigenvalue to converge to 0 as n — 0o, the results on the eigenvalues are slightly different.
In out setting, only the largest eigenvalue is of order n and it is well-separated from the
others as the first eigenvector of n~'G( has multiplicity one, which can be claimed by using
Perron’s theorem and the last inequality in Assumption 2. For the other eigenvalues, they
might be at the order of 5, in Assumption 2. The details are very similar to those in the
supplement materials of (Ke and Wang, 2024) by adapting our relaxed condition on X 4, so
we avoid redundant derivations here.

Throughout the analysis, we need matrix Bernstein inequality and decoupling inequality
for U-statistics. For readers’ convenience, we provide the theorems below.

Theorem 6 Let X1,---, Xy be independent, mean zero, nxn symmetric random matrices,
such that || X;|| < b almost surely for all i and || Zf\i1 EX?| < o2. Then, for every t > 0,

we have:
N 2
/2
P H <9 (—7>
( | = >— AP 2 3
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The following two theorems are special cases of Theorem 3.4.1 in (De la Pena and Giné,
2012), which implies that using decoupling inequality simplifies the analysis of U-statistics
to the study of sums of (conditionally) independent random variables.

Theorem 7 Let {X;}" | be a sequence of i.i.d. random vectors in R, and let {X} ' be

an independent copy of {X;}_ . Then, there exists a constant C>0 independent of n,d
such that:

P( Y XiX;| > 1) <CP(C|Y_ X{X;| >t)
i#] i#]

Theorem 8 Let {X }Zm, for 1<i<nandl1l <m < N, be a sequence of i.i.d. random

vectors in R, and let {Xm tim be an independent copy of {X,(n Yim. Suppose that h :
R?¢ — R is a measurable function. Then, there exists a constant C > 0 independent of
n,m,d such that:

()ZZh X0, x0)| > ) 6(C‘ZZhX@ X0 >

i m#Emy i m#Emi

The key difference between the above theorems is attributed to the index set used across
the sum. In Theorem 7, the random variables are indexed by ¢ and all pairs of (X;, X;)
are included; in contrast, Theorem 8 uses both ¢ and m and consider only the pairs that
share the identical index i. However, both are viewed as special cases of Theorem 3.4.1 with
degree 2 in (De la Pena and Giné, 2012), which discussed a broader sequence of functions
{hij(-,-)}ij, where each hyj(-,-) can differ with varying ¢, j. By assigning all h;;(-,-) to the
same product function, we have Theorem 7; whereas Theorem 8 follows from specifying:

h(?)v lf Z:]»
Pim) (ma) (5 *) = { .

0, otherwise.

Appendix B. Proofs of Lemmas 1 and 2
B.1 Proof of Lemma 1

Using the definition of eigenvectors and eigenvalues, we have GZ = EA and GoE = EA.
Additionally, since Gy has a rank K, Gy = ZAZ’. It follows that:

ZA =[Gy + (G — Gy)|E = EAZ'E + (G — Go)Z = EZ'GoE + (G — Gy)=.

As a result: X
== EE GOHA + €; (G Go) = (19)

Note that GoZ = GE + (Go — G)E = EA + (Go — G)Z. We plug this equality into the first
term on the RHS of (19) to obtain:



for any orthogonal matrix O. Combining this with (19) gives

lej(E = 20| < [[€jE(EE - O] + |€jEE (Go — G)ZEAT"|| + [|€j(G — Go)ZAT|. (20)
Fix O = sgn(é E). The sine-theta theorem (Davis and Kahan, 1970) yields
IE'E = Ol < Ak|2IG — Gol*.
We use (21

(21)
) to bound the first two terms on the RHS of (
IeSEEE - O] < [€EINEE - O] < |l€;2
lej=="(Go — G)=ATH < [le

JEN - Al IE (Go —

20):
I Ak 2IG = Goll?,
GE| < |2l - Ak [THIG = Goll

Since |G — Go|| < (1 — ¢p)|Ak /|, the RHS in the second line above dominates the RHS in
the first line. We plug these upper bounds into (20) to get

le5(= — EONII < Akl I€SENIG — Goll + [|¢;(G — Go)=A™|
< kT (IESENG = Goll + llej (G — Go)=])). (22)
We notice that the second term on the RHS of (22) still involves =2, and we further

bound this term. By the assumption of this theorem, there exists a diagonal matrix I" such
that [|[T71(G — Go)T'||1500 < (1 — co)|Ag|. It implies:

1€5(G = Go)L'[l1 < (1 = o)l Akl-
Additionally, for any vector v € R? and matrix B € RP*X it holds that ||v'B|| < > vllle; Bl <
> [vilIBll2=so < [[v][1]|Bll2—00- We then bound the second term on the RHS of (22) as
follows:
1€5(G = Go)=|| < [|€}(G = Go)EO'|| + ||€5(G = Go)(E — EO')|
< [1€5(G = Go)Z|| + [[€5(G = Go)L|l1 - [T HE = EO')[|2-500
< lej(G = Go)Ell + (1 = co)yjlAic| - [T THE = EO)[2moe-  (23)
Plugging (23) into (22) gives:

le4(E — 20| < Al (I€ZINIG = Goll + [1€4(G — Go)E])
+ (1= co); - [T7HE = B0 2500

<P+ L —co)y - ITTHE

2~ 20" 2500, (24)
where in the last line we have used the assumption that ~; is an upper bound for ||e
Goll + [l€}(G = Go)=Z]|

A - 141G -
. Note that ||F_1(E - EO/)H2_>OO = maxlgjgp{vj_lﬂe’(
We multiply both LSH and RSH of (24) by .

= - 20"}
and take the maximum over j. It gives
ITHE = E0)[l2soe < k| ™!

+ (1= ) I07HE =20 fo-ces (25)
or equivalently, [T~ (2 —EZ0")|j200 < ¢g '|Ar| . We further plug this inequality into (24)
to obtain:

lej(2 — ZO)I < [Ax| ™ty +

(1—co) - g |y < gt Ak g
This proves the claim

(26)
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B.2 Proof of Lemma 2

The first claim is the same as the one in Lemma 5 and will be proved there.
The second claim follows by simply collecting arguments in the proof of Lemma 5, as
shown below: By (41), G — Go = E1 + E3 + E3 + Ey. It follows that:

4
1€5(G = Go)EIl < Y [|ef ESE]. (27)
s=1

We apply Lemma 7 to get large-deviation bounds for e/ EsZ| with s € {2,3,4}. This
lemma concerns He;-EséH, but in its proof we have already analyzed ||€} EsZ]|. In particular,
|€} E2Z|| and ||e; E3Z]| have the same bounds as in (46), and the bound for e} E4Z|| only
has the first term in (47). In summary:

hjnplog(n)

N , for s € {2,3,4}. (28)

lesEE|| < C

It remains to bound [|e;E1E|. We first mimic the steps of proving (50) of Lemma 7

(more specifically, the derivation of (80), except that = is replaced by E) to obtain:
- - - 20— -
le;EAZ]| < Crllef(My M2 — 1)=] + Clej Go(My* M2 — L2

4
2 _ —_
+ 3 |les B (M2 MY — 1= (29)
s=2

We note that:
1/2 _ —_ 1/2 _ —_
lef (M M2 — 1)2) < | Mg M2 — L, | - [1€}Z]

- - - 1/2, —

e, Go(My > M~% — 1)E|| = ||¢/EAZ (My*M~Y? - 1,)Z|
—_ 1/2 _
< |l - A - 1My 20~V — L,

— — 1/2 _

e} By (ME2M=Y2 = L)2| < |les By - [ MY2M=22 — 1.

For s € {2,3}, we have [|e} Es[| < C+/hjplog(n)/(Nn). This has been derived in the proof
of Lemma 7: when controlling ||¢} E>Z|| and ||e} E3Z|| there, we first bound them by ||e} Es|
and [|€}; E3]|, respectively, and then study ||€} Ez || and ||e} E3]| directly). We plug these results
into (29) to obtain:

= 1/2 5 r— - - hjnplog(n)
le; EAE|| < (| Mg/*M 1/2—IpH(nHe;:II+!A1\He§-:|| +C ]T
"ENMMYP M2 )= 30
+ |le Ea (M, =i (30)

For ||19;E4(M()1/2M_1/2 — I,,)Z||, we cannot use the same idea to bound it as for s € {2, 3},
because the bound for || E4]| is much larger than those for [|€} 2| and |[e} Ey|. Instead, we
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study H62-E4(M&/2M*1/2 — I,,)=]| directly. This part is contained in the proof of Lemma 8;
specifically, in the proof of (48). There we have shown:

_ —_ plog(n
I B M - 1)z < 0y /hy - PO, (31)

We plug (31) into (30) and note that Ay = O(n) and [|}Z|| = O(h}/?) (by Lemma 4). We
also use the assumption that Nn > NnS2 > plog?(n) and the bound for ||M3/2M_1/2 — Il
n (18). It follows that

— 1/2 4 ,— nplog(n plog(n)

hynpl
< |MyMV2 1) -0mb)?) < © mmes(m. (32)

We plug (28) and (32) into (27). This proves the second claim.

Appendix C. The complete proof of Theorem 1

A proof sketch of Theorem 1 has been given in Section 4.4. For the ease of writing formal
proofs, we have re-arranged the claims and analyses in Lemmas 1 and 2, so the proof
structure here is slightly different from the sketch in Section 4.4. For example, Lemma 5
combines the claims of Lemma 2 with some steps in proving Lemma 1; the remaining steps
in the proof of Lemma 1 are combined into the proof of the main theorem.

First, we present a key technical lemma. The proof of this lemma is quite involved and
relegated to Appendix D.1.

Lemma 5 Under the setting of Theorem 1. Recall G,Gqy in (18). With probability 1 —
o(n™3):

16 Goll < 0P (33)
- hiplog(n 1~ .
|€(G — Go)E|/n < c\/fpnﬁ( ) (1 +H 2=~ EO’)!MO) +0(Bn) - €5 (=~ 2O,

(34)
stmultaneously for all 1 < j < p.

Next, we use Lemma 5 to prove Theorem 1. Let (5\;@, gk) and (S\k, ék) be the k-th eigen-
pairs of G and Gy, respectively. Let A = diag(A1, A2, ..., Ax) and A = diag(A1, A2, ..., AK).
Following (19) and (20), we have:

€f(Z = 20| < |€/EEE - O)|| + [|€jEE (Go — G)EA || + ||} (G — Go)ZA~. (35)

In the sequel, we bound the three terms on the RHS above one-by-one.
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First, by sine-theta theorem:

—_—t —_ ||G GOH2
[e;E(EE - O < Clle jull—

Ak — Ar41]?
For 1 <k < p, by Weyl’s inequality:

Ak = il < IG = Goll < nfn (36)
with probability 1 — o(n=3), by employing (33) in Lemma 5. In particular, \; < n and
CnBp, < Ay < Cn for 2 < k < K and A\ = 0 otherwise (see Lemma 4). Thereby,
Ak — Ax41| > CnpB,. Further using [ejE[| < Cy/h; (see Lemma 4), with the aid of
Lemma 5, we obtain that with probability 1 — o(n

3):

—_r plog
He; (E'=2-0")| < C/hj Nn ﬁ2 (37)

simultaneously for all 1 < 5 < p.

Next, we similarly bound the second term:

L P C _ hjplog(n)
== —O)EATY < =l =E — < L =h A
I642(Go ~ GER T < - [ElIG - Gol < €| 008 (38)

Here we used the fact that Ag > Cnf3, following from (36) and Lemma 4
For the last term, we simply bound:

1€4(G — Go)EATY| < C|l€}(G — Go)ZI|/ (nBn) -

(39)
Combining (37), (38), and (39) into (35), by (34) in Lemma 5, we arrive at
[N hjplog(n) Lo =y I =
le(E=B0) < Cy| =z~ | L+ [[H 2(E = EO)[l200 ) +0(1) - [€5(2 = O]
Nnp2
Rearranging both sides above gives:
. hyplog(n) e o
A =y J o E=YaY
le;(E-E0)| <C “Nng2 L+ |H2(E-E20)|l2500 | (40)

with probability 1 — o(n™3), simultaneously for all 1 < j < p.
To proceed, we multiply both sides in (40) by h;l/ % and take the maximum. It follows
that:

s Plog(n) (| 1 bes
74 (E =20 o £ Oy ) (14 115 E - 20 o )
Note that \/plog(n)

/v/NnB2 = o(1) from Assumption 3. We further rearrange both sides
above and get:

Ll plog(n)
|H72(E =20 lemoo < [Tz = o)

Plugging the above estimate into (40), we finally conclude the proof of Theorem 1
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Appendix D. Entry-Wise Eigenvector Analysis and Proof of Lemma 5

To finalize the proof of Theorem 1 as outlined in Appendix C, the remaining task is to
prove Lemma 5.
Recall the definition in (13) that:

_ir _1
G=M":DD'M 2 — %Ip, Go=M,* [Z(l = Ny Dd(d])' | My
=1

Write D = Do+ Z, where Z = (21, 22, . .., 2n) is a mean-zero random matrix with each Nz;

being centered Multinomial (N;, Aw;). By this representation, we decompose the perturba-
tion matrix G — Gy as follows:

_1 _1 _1 n _
G—Go=M"3DD'M~% — My ?DD'My > + My *(DD' = (1 — Ny H)dd(d?)' — %MO)MO
=1

_1 _1 _1 _1 _1 _
— (M™2DD'M~% — My 2DD'M, ®) + M, ZDyM, * + M, > DyZ'M,

=

(NI

1 1
M, (27 —EZZ')M, ?
= FE1+ Ey+ Es + Ey, (41)

where:

D=

_1 _
Ey:=M":DD'M~2 — M, DD’ M, *,

N

_1 _1 _1 _
Ey:= M, *ZDyM, 2,  Es:= M, *DyZ'M,

1 _1
Ey:= M, *(22 —EZZ')M, °. (42)

Here the second step of (41) is due to the identity:

E(Z2')+ Y Ny 'di(d)) — Mo =0,
=1

which can be obtained by:

n n N;
E(ZZ') =Y Ezizi=> N;? > E(Tim — ETim)(Tis — ET,s)',
=1 =1

m,s=1

with {Ti,}N_, being i.i.d. Multinomial (1, Aw;).
Throughout the analysis in this section, we will frequently rewrite and use:

)

1

as it introduces the sum of independent random variables. We use the notation d? =Ed; =
ET;,,, = Aw; for simplicity.
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By (41), in order to prove Lemma 5, it suffices to study:
|Es|| and He;-EséH/n, for s=1,2,3,4and 1 <j <p.

The estimates for the aforementioned quantities are provided in the following technical
lemmas, whose proofs are deferred to later sections.

Lemma 6 Suppose the conditions in Theorem 1 hold. There exists a constant C' > 0, such
that with probability 1 — o(n=3):

1
IEs|| < C p"?\fg(”), fors=1,2,3 (44)
_1 1 1 1
B4l = 0ty (22 - E22)05 ) < C e {208 2B (a5

Lemma 7 Suppose the conditions in Theorem 1 hold. There exists a constant C' > 0, such
that with probability 1 — o(n=3), simultaneously for all 1 < j < p:

A hipl
JejBEl/n < Oy PO g (46)

2 hjplog(n) ~30& =
e EsZ|| /n < Cm (1 +||H, 2 (E - :O')Hg_wo) , (47)

with O = sgn(Z'E).

Lemma 8 Suppose the conditions in Theorem 1 hold. There exists a constant C' > 0, such
that with probability 1 — o(n=3), simultaneously for all 1 < j < p:

1/2 - o plog(n loa o
e BV M Y 12l < 0/ BB (1 b @ 20 ), (48)

n

log(n) A=Al
<0\ o(5,). eh(E — 201 (49)

[1]>

e, (MV2 My — 1)

and furthermore:

2 hjplog(n)
I A j
e B E|/n < C N (

N ~
L [Hy * (2= 20200 ) + o) - [€(E =20 (50)

For proving Lemmas 6 and 7, the difficulty lies in showing (45) and (47) as the quantity Ey
involves the quadratic terms of Z with its dependence on 2. We overcome the hurdle by
decomposing E=2+42—20 and employing decoupling techniques (Theorems 7 and 8).
Considering the expression of E;, where DD’ is involved, the proof of (50) in Lemma 8
significantly rely on the estimates in Lemma 7, together with (48) and (49). The detailed

proofs are systematically presented in subsequent sections, following the proof of Lemma 5.
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D.1 Proof of Lemma 5

We employ the technical lemmas (Lemmas 6-8) to prove Lemma 5. We start with (33). By
the representation (41), it is straightforward to obtain that:

4
pnlog(n) pnlog(n) plog(n)
— < < - = 7
|G — Gl _;Zl | Es|| < C4/ N +Cmax{ NN }

for some constant C' > 0, with probability 1 —o(n~3). Under Assumption 3, it follows that:

1 1 1 1 1 1
prlog(n) _ [pnlog(n)  plog(n) _ fpnlog(n)  [plog(n) _ [pnlog(n)

N2 N N N Nn N

/pnlog(n) log /plog(n)
Nn <

Therefore, we complete the proof of (33).
Next, we show (34). Similarly, using (44), (47), and (50), we have:

and:

4
lej(G = Go)=l/n <Y [lej EE /n

s=1

hiplog(n)
< j
=C Nn <

+[Hy H(E —E0)|ase0) +0(Bn) - €4(E ~ 2O

This concludes the proof of Lemma 5.

D.2 Proof of Lemma 6

We examine each || E;|| for i = 1,2, 3,4. We start with the easy one, ||E2||. Recall Dy = AW.
We denote by W/ the k-th row of W and rewrite W = (Wq,--- ,Wk)'. Similarly, we use
Z3, 1 < j < p to denote j-th row of Z. Thereby, Z = (21,22,...,2n) = (Z1,22,...,2p)".

By the definition that Ey = M, 1/QZDO -1/2 , we have:

K
I = g 22 A 2 = | 3w A |

<Z||M A UA A (51)
k=1

We analyze each factor in the summand:
1
(4,4)

where we used the fact that Ay(j) < h; for 1 < j < p. Hence, what remains is to prove a
high-probability bound for each Z]’ Wy. By the representation (43):

—1/2 —12
1My 22w = ZM 22, AWMy = A A2 <0 (52)

n

n N;
ZiWy, = zi(Pwi(k) =YY N wi(k) (Tim (5) — d(5)).

i=1 i=1 m=1
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We then apply Bernstein inequality to the RHS above. By straightforward computations:

n N;
var(Z;Wy,) = Z Z N;2wi(k)2E(Ti (J) — dg(j))z

i=1 m=1

= , hin
< DN k)] G) < S
i=1

and the individual bound for each summand is C/N. Then, one can conclude from Bernstein
inequality that with probability 1 — o(n=37¢):

|Z;Wy| < Cy/nhjlog(n)/N +log(n)/N . (53)

As a result, considering all 1 < j < p, under pn~% < C from Assumption 3, we have:

1 u hjl 1 2 1

2 _1_(nhjlog(n) log(n) nplog(n)
1M, 2 ZWi| gc;hj (R + ) s ot (54)
with probability 1 — o(n™3). Here, in the first step, we used My (j, j) < hj; the last step is
due to the conditions hj > hmin > C/p and plog(n) < Nn. Plugging (54) and (52) into
(51) gives:

nplog(n)

IBall < 0y 22

(55)
Furthermore, by definition, F3 = F) and ||Es|| = || F2||. Therefore, we directly conclude the
upper bound for ||E3]|.

Next, we study Fj and prove (45). Notice that My(j,5) < h; for all 1 < j < p. It
suffices to prove:

pnlog(n) plog(n) }

1 1
H (27 —EZZ\H 1| < {
1 JHH] < Cma {2080 PLOB

(56)

We prove (56) by employing Matrix Bernstein inequality (i.e., Theorem 6) and decoupling
techniques (i.e., Theorem 7). First, write:

H™3(ZZ' ~BZZH 2 =Y (H 2z)(H 2z) — E(H 2z)(H 2z)

In order to get sharp bound, we employ the truncation idea by introducing:

s 1
X; = —(Z71s, — EzZ1g,), where & = {Z.z; < Cp/N},
n
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for some sufficiently large C' > 0 that depends on Cj (see Assumption 3) and 1g, represents
the indicator function. We then have:

n n n
nY Xi=nY Xi—Y E(Z#le) (57)
=1 =1 =1

under the event (1, &. We will prove the large-deviation bound of H ~3 (zZ'-EZZ')H 3
in the following steps.

(a) We claim that:

P(ﬁ &) <1-— Zn:IP’(Ef) =1 — o(n~(C0+3)y
=1

=1

(b) We claim that under the event (), &:

HniX,—ni)?z

=1 i=1

(c) We aim to derive a high probability bound of n )" ; X, by Matrix Bernstein inequality
(i.e., Theorem 6). We show that with probability 1 — o(n~?), for some large C > 0:

n ~
|3
i=1

plog(n) plog(n) } _

SCmaX{ nN2 ' nN

If (a)(c) are claimed, with the condition that N < Cn~%° from Assumption 3, it is straight-
forward to conclude that:

n
|H 3(ZZ —EZZ')H 3| = nH 3 Xl +o(n=)
1=1

pnlog(n) plog(n) }

SCmax{ N2 N

with probability 1 — o(n=3). This gives (45), except that we still need to verify (a)—(c).

In the sequel, we prove (a), (b) and (c) separately. To prove (a), it suffices to show
that P(EF) = o(n*(QCOH)) for all 1 < i < n. By definition, for any fixed 7, N;z; is centered
multinomial with N; trials. Therefore, we can represent:

1
Zi = — Z (Tym — ETy),  where Tjy,’s are ii.d. multinomial(1,dy) for fixed 4, (58)

30



Then it can be computed that:

Nv
e _ 1 - _
E(%%) =EziH 'z = —5 Y E(Ti — ETyn) H ™ (Tym — ETim)
i m=1
1 N; p
= > E(Tim(t) — di(t))*h; "
i m=1t=1
1 N; p D
DI AGICEAG) s (59)
t m=1 t=1 v
m
We write:
2z —E(Zlz) = 2lH "2z — EzlH T + 1o, (60)
where:
1 %
F Z zml zml),H_l(szg Eszz)
mi#m
TR
Ty 1=~z > (Tim = ETim) H™ (T — ETym) — E(Tim — ETin) H ™" (Tim — ETim)
i m=1

( mi1#£ma
We apply Theorem 7 to Z; and get:
P(|Zy| > t) < CP(Z, > C~Mt). (61)

It suffices to obtain the large-deviation of 7, instead. Rewrite:

N; N;
~ 1 <=, ~ ~ _ 1 N
Lo = = > (o = ETo VH 2 (1= Y H™Y2 (T — ETi))
7 m1 R

2 Z m 'Lm /H_I(T’im - Eﬁm)
1 m=1

= Ti + Ta. (62)
We derive the high-probability bound for 7 first. For simplicity, write:

i

a=H (13 (T~ ET)).

(N
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Then, 7; = Ni_1 Z%;l(ﬁm — Eﬁm)’ H~Y2q. We apply Bernstein inequality condition on
{Tim}%i:l. By elementary computations:

var(Ti [{Tim Ve ,) = i? i E[((’T} - EﬁmyH—l/aaﬂa]

< [lal®/Ni,

where we used that fact df(j) = ¢jAw; < €jAlx = h;. Furthermore, with the individual

bound N~!max;{a(t)/vhi}, we obtain from Bernstein inequality that with probability
1-— o(n_(200+4)):

rmgc< b%”mwa;%m@gmgmy

by choosing appropriately large C' > 0. We then consider using Bernstein inequality to
study a(t) and get:
log(n) _ ., log(n)
a(t)| < C +C
‘ ’ N N V hmin
simultaneously for all 1 <t < p, with probability 1 — o(n_(200+4)). As a result, under the
condition min{p, N} > Cplog(n) from Assumption 3, it holds that:

rmsc<l%me+;my”@kmm>

N Vhy
plog(n) 1 [log(n) log(n) p
<C< N VN O hmmhz\/)
gc% (63)
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We then proceed to the second term in (62), 75 —2 Em 1 (Tim ~ET;,)H! (ﬁm—Eﬁm)
Using Bernstein inequality, similarly to the above derlvatlons we get:

var(Tz) = N, Z E((Tim — ETy) B (T Ei-m))2

“NAYE [Z ED 3y 5) ~ 2T () - ((d?)’H*l(ﬁm - Emﬂ
m=1 =1

]

le[zp: (d)(5) 1—dO zp: < ] —(@)H 1d§>2]

J=1

— N~ 3[2 ‘(1 —2d0( ) i ((d?)’H‘%l?) }

Jj=1

The individual bound is given by N~2/hpi,. If follows from Bernstein inequality that:

1 I
7-2<c( plogln) ;51(@ on

with probability 1 — o(n~(2¢0+4)). Consequently, by pluging (63) and (64) into (62) and
using Assumption 3,

Iz, (65)

’ ~Y N
with probability 1 — o(n~(%*4)). By (61), we get:

|z|<c<

with probability 1 — o(n~(2C0+4)),
Second, we prove a similar bound for Zy with:

H I+ ) (66)

e Z im = ETom) H ™ (T, — ETym) — E(Tom — ETipn) H ™ (Tim — ETim).

lml

We compute the variance by:

Var(Tim - ET‘zm)/H_l(sz - Esz)
= (S ke Tl - £0)?) - (B Zh ! (Tim d?<t>>2)2
< Z hy A0 (#)[(1— d ()" + (1 — () dY(t Zh ()7 (1 - dj(1))?

<Zh 1Nphmm
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This, together with the crude bound:

(Tim — ETin) H (T, — ETj) — E(Tin, — ETj) H N (Timn — ETy)| < Ch L

min’

gives that with probability 1 — o(n~(2¢*+4)) for some sufficiently large C' > 0:

plog(n) log(n) p
To] < Cmax {2280, S8 L < o (67)

under Assumption 3. Combing (66) and (67), yields that:
2z = AH  y <ELH 2+ |Th| + |To| < C%

with probability 1 — o(n~(¢0*49). Thus, we conclude the claim P(Ef) = o(n~(2C0+49) for
all 1 <i < n. The proof of (a) is complete.

Next, we show the proof of (b). Recall the second term on the RHS of (57). Using the
convexity of || - || and the trivial bound:

E|ZiZilpp| < P(E)|1ZiZilmax < iy P(EY),

— min

we get:
n n
H D E(zizler)| <> E|ziE e
i=1 i=1

Here, in the last step, we used the fact that p < n©°, which follows from the second condition
in Assumption 3. This yields the estimate in (b).

Finally, we claim (c¢) by Matrix Bernstein inequality (i.e., Theorem 6). Towards that,
we need to derive the upper bounds of || X;|| and H]EX?H By definition of X;, that is:

n
= Y ElFzde| < o(n” P np = o(n~(C0F3)
=1

X, = %(222;1&. - Ezz1s,),
we easily derive that:
1% < = (1221 + [EGE1E)]) < - (12218 + G + [EG)) < 2
for some large C' > 0, in which we used the estimate:
(200 = 1Bz H 2 < N (dg() — ) )12
< N; HH 12diag(d))H 1/2H +N;~ 1‘ d))'H ld?’
2

< =
N

By the above inequality, it also holds that:

IE(Z:Zi1e)I| < IE(ZiZi1ee)l + [E(ZZ)]] <

2|
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Moreover:

IEXZ|| = ||n2E(||2:]%2:201,) — n2(EZi21e,)?|

p ~ = 1 =z 2
< PR + 5 B,
Cp
= n2N2’

Since EX; = 0, it follows from Theorem 6 that:

p( % 2 0) < 2nexp (L2 )

o +bt/3)’
with 02 = Cp/(nN?), b= Cp/(nN). As a result:
‘ i=1

with probability 1 — o(n=3), for some large C' > 0. We hence finish the proof of (c). The
proof of (45) is complete now.

Lastly, we prove ||E;|| < Cy/pnlog(n)/v/N. By definition, we rewrite:

El — ( 1/2M1/2)

(o

oo 2 - 1)

+ (MM — 1) My P DD M (68)
Decomposing D by Dg + Z gives rise to:

1 _1
M, >DD'M, * = M, 21— dOdO)M2

1

_1 _1 _1 _1
pr + M, 2DoZ' My ? + M, > ZD)M, *

[un

VM 227 ~EZZ)M,

n
=Go+ 1y + B2+ B3 + El (69)

Applying Lemma 4, together with (55) and (56), we see that:
|My *DD'M, ? || < Cn
Furthermore, it follows from Lemma 3 that:
a0 gy < [PRET g g = 14 0(1).
Combining the estimates above, we conclude that:
) < 0 P

N
We therefore finish the proof of Lemma 6.
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D.3 Proof of Lemma 7

We begin with the proof of (46). Recall the definitions:
_1 _1 _1 _1
Ey =DM, ?ZDyMy 2,  Es= M, 2DyZ'M, °.

We bound:

—1/2 —1 2
lejE2E]l /n < |l€fEall/n < ~ Z lef My 22| - | A M 22l < *ZII /

ZWy||
L)

by the second inequality in (52). Similarly to how we derived (54), using Bernstein inequal-
ity, we have:

ety 22w | < o= \f O3S N Tin) — )W)
J

i=1 m=1
2
< oy IWlPlog(n) | Clog(n)
N N/
nlog(n)  Clog(n)
<C
= N N\/h;

with probability 1 — o(n=¢0—3

). Consequently:

- log(n) log(n log pIOg
"Ey=||/n < C < Oy 21— 70
€5 E2E]|/n < N, ¢ nN\f N \/ (70)

in view of plog(n)? < Nn and hj > hmin > ¢/p from Assumption 3.
Analogously, for Z3, we have:

2 h;plog(n
lejEs=]/n < ~ ZHe M2 A - Wiz M 22 < o P los).

Ny (71)
"=

where we used HW,QZ’MO_UQEH < |]M()_1/2ZWk]] < y/pnlog(n)/v/'N from (54) and He;-Mo_l/zAkH <
C'y/hj. Hence, we complete the proof of (46).

_1 _1
In the sequel, we focus on the proof of (47). Recall that Ey = M, *(ZZ' —EZZ")M, *.
We expect to show that:

-~ hiplog(n 1.
e, EsE||/n < C JNE() (1 +|H, 2 (E - :O’)Ha%o) .
Let us decompose He;-E4§H /n as follows:

n e EE] < n | EE] + 0t Ea(E — 20)] .
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We bound n*1|]e;E4EH first. For any fixed 1 < k < K, in light of the fact that My(j,j) < h;
forall 1 <j <p:

¢ Batel = |ejHV2(22' ~E22)H g = \Zh V)2 — B ()
_aG) 1 Tim () — d ()
: S T E[l N(Tim, — d§)'H &J
Z Z mmzl 1 \/7 ! \/E 1

§ |j1| + ‘jg‘,

with:

7z 2 (Tim = &) H™Pe; o (T — d) H' 2
=1 T m

— E(Tyn — Y H ¢ - (Tyn — d¥) H/2¢y,

3

N;
1 _ -
— > (T — d))YH e (Tign, — d)) H /2.

i=1 """ m#m

2

For 71, it is easy to compute the order of its variance as follows:

var(J1)

=z

Il

Ni4var((TZ—m — d?)’Hfl/er (T — d?)’H*I/ng)

i
1

i=1m

2 — 1—d0 dO 5
:;nzlei 4d?() ( hJ( ) ( Z - )

n N;

—4 z f () di (s)g (5) 2

IR (j,ggﬁj)

51 (80)60) - BOE0Y @O (66 RO
LW (ﬁ(ﬁzﬁ)z VIR WoRP Sy ))
<ci

N3

where we used the facts that &(t) < v/hy, d9(j) < Chj, and >, d?(t) = 1. Furthermore,

with the trivial bound of each summand in J; given by C'N *Zhj_l/ 2, it follows from the
Bernstein inequality that:

[nlog(n log /nlog

with probability 1 —o(n~3~0). Here, we used the conditions that h; > C/p and plog(n)? <
Nn.
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We proceed to estimate | 72|. Employing Theorem 8 with
(T Timy ) = N> (T — &) H™ e - (T, — dYY H™'2¢,

it suffices to examine the high probability bound of

:z S (T — a0 e, (Tony — )

i m#£m1
where {T},,, } is an independent copy of {T},, }. Imitating the proof of (62), we rewrite
Ty, — %Y H 1/2§k>

,H_1/2£]€

I do)/H_1/2€j bzm where bzm = ( Z N

— n N;
=> > N
mi#£m

i=1 m=1
Notice that b, can be crudely bounded by C' in view of & (t) < /hs. Then, condition on

{Tim,}, by Bernstein inequality, we can derive that
nlog(n)  log(n) ) <cC nloji(n)

1l < Oy % v
J

(n=37C). Consequently, we arrive at

with probability 1 — o(n
log(n) hjpnlog(n)
Pl < oy 0B o, [P 208
‘6] 4§/€’ = C N — C N

under the assumption that h; > C/p. As K is a fixed constant, we further conclude

— hjpnlog(n)
with probability 1 — o(n=3=¢0). )
Next, we estimate n_lﬂe E4(2 — 20’)||. By definition, we write:
—He E4(=—Z20)| = —He M,V (z272 —BzZ\M, A(E-20).
For each 1 <t < p:
f| ‘”%ZZ’ EZZ')e,|
Zzz zi(t) — E(zi(4) (1))
] i=1
— &} ())(Tim(t) = (1)) = E(Tim () — &7 (1)) (Tim (t) — 45 (1))
N (Tim () — d3 (1)) = E(Tim (7) — d? () (Tim (1) — 7 (£))

E:N
jzm

sz >

m#£m
— (1), + (1)
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For (I)g, using Bernstein inequality, it yields that with probability 1 — o(n=372):

(hj+ht)hilog(n) (hj+ht)log(n) .
(1) <C max{ TN ’ ]nNZ\/hT } b7
max { IOJ\(,T;), n;\(;f(:})»} t=y
(hj‘f'h;)]}\’;gl‘)g(n)’ t# 5
<cC
logle), t=j

where the last step is due the the fact plog(n)? < Nn from Assumption 3. As a result:

u > hhtlog log( lo h;plog(n
S0 <0 (o B 5 B D) < e

t=1

(73)

Here, we used the Cauchy—Schwarz inequality to get:

hjhlog(n hjh log(n) Zt;ﬁj hjh¢log(n)
< Jop—1- —_ = .
Z ~ aN3 p—1 ; nN3 S VP nN3

For (II)¢, since it is a U-statistics, we then apply the decoupling idea, i.e., Theorem 8,
such that its high probability bound can be controlled by that of (I7);, defined by:

fZN ; i) — d25) (T () — d2(0)).

where {ﬁm}l,m is the i.i.d. copy of {Tim }im. We further express:

t \/>ZN QZ zm ))Tz—m7

(I1);

where 'AIv‘l-,_m =>
and get:

fn;ém(im (t)—dY(t)). Condition on {Tm}zm, we use Bernstein inequality

_ log(n) - ZZ m Z _m log(n) - max; |TZ —m
(IT); < C max {\/ e , N }
j

<C\/10g( ) maxlm’Tz m|2’
- niN3

in light of plog(n)? < Nn. Furthermore, notice that:

maX|T ml < Z‘sz |
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It follows that:

log(n log(n) 1 5~5~ |7
§t 1:|II <oy =% NZmaX]T <O\ =y -N;;mm(t)—dg(t)\
log(n)
<C N (74)

where the last step is due to the trivial bound that:

Zp: | T (t) — dP(t)| < 1+ Ep:d?(t) <C
t=1 =1

for any 1 < m < N. Thus, combining (73) and (74), under the condition h; > C/p, we
obtain:

—1/2 —1/2 h;plog(n)
7”] (27" —BZZ")|, = Zy] (22" —EZZ')es| < C - (™

with probability 1 — o(n=3~¢0).
Moreover, employing the estimate My(j, j) < h; for all 1 < j < p, it follows that:

H ¢iMy (22 —EZ2"\My *(E - 20"

1 -
ey Ex(E ~20")]

sfuj My (22 —BZZ")||y - (| My PHY2|| - |HYA(E - 20) 2o
hiplog(n 122 -
< oy TP 2@ 20 (76)

with probability 1 — o(n=37¢0).
In the end, we combine (72) and (76) and consider all j simultaneously to conclude that:
n” S EaEl| < n e[ EsE| + n7|efEl(E — EO'))|

O (1 1HYAE = 2O 20 )

with probability 1 — o(n™37¢0). Combining all 1 < j < p, together with p < n0, we
complete the proof.

D.4 Proof of Lemma 8
We first prove (48) that:

_ S 10 n 1~ —
Iy By 2M 2~ 1)E) < O/ P (1 3 (E 20 )
By the definition that £y = M, /*(22' —EZZ')M, */?, we bound:

— ~ 1 — — — ~
|5 Es(My* MY — L)E| fn < —lesMy (22 ~BZZ)||y - 1My P (MM — 1) E 2o
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From (75), it holds that He;-Mo_l/z(ZZ’ —EZZ")|i/n < Cy/hjplog(n)/vnN with proba-
bility 1 — o(n™37¢). Next, we bound:

|25 (Mg MY = 1) E oo < [ HTV2(Mg MY = 1)E 200
[ H (MM~ 1) (E = 20 oo
The first term on the RHS can be bounded simply by:
| H2(0M M2 = 1)E o0 < Cmax |2 /plog(n) /N - /i
< Cy/plog(n)/nN = o(1)

The second term can be simplified to:

|H 2 (Mg P M Y2 = 1)(E = 2O |0 = (My M~ = L) H (2 - 20/

[P

plog(n) -1/2(& _ =y
< — - ||H =—= o~
< OB | g2E - 20
As a result:
1/2 5 ,— 2 hiplog(n) plog(n) -
He;E4(MO/ MYZ_ L)=||/n < C’\/ J v . N (1 +[|H, *(E - \:OO/>H2_>OO>
log(n 1A
<Cy/hj- p n%\(f ) (1 +||H 2(2 - \:Ol)”g_mo) ) (77)

This proves (48).
Subsequently, we prove (49) that:

1 .
<C log(n) + 0(Bn) - [l€;(2 = EO0")||.

—1/2 =~
i (MM P - 1)E| < N

We first bound:
e (M2 0y — Ip)é

i (MV2My ' — 1) (2 - 20|

(Mg 2 — 1) 2]

By Lemma 3, |M(j,7) — Mo(j, 5)|/Mo(4, j) < C/log(n) \/Nnh It follows that:

(M1/2M—1/2 “H ] J)
0(J,7)

\M J:3) — Mo(4,5)|

B Mo(j, )
log(n)
<
=C Nn '’
and:
i (MV2My ' — 1) (2 - 20| < ‘ =20
< /P s =0



by the condition that plog(n) < Nn. We therefore conclude (49), simultaneously for all
1 < j < p, with probability 1 — o(n=3).
Lastly, we prove (50). By the definition:
_1 _1
Ey =M 2DD'M~% — M, *DD'M, *,

and the decomposition:

_1 1 n
My 2DD'M, 2 =Gy + NI + By + B3 + Ey, where Go = My /23" (1 - N7 Y)ad(d?)' My 2,
=1
we bound:
le; E1Z||/n
< |lel(I, — My 22 M2 DD M VPE 0 + |1 My A DD! My A (M2 MY — 1)E| /n
< C|é(1, — My PMYAE|| 4 C|lé] Go( My>M~Y2 — 1)E||/n

1/2 5 — & 1/2 5 - 2
+ [l€f (M2 M2 — 1)E| /N + Z €} Es(My/* M=% — 1)Z || /n,

where we used the fact that M~Y2DD'M~1/2= = Ké where A = A +nN‘1Ip, which leads
to ||[A| < Cn.

In the same manner to prove ||e;E2éH/n and ||e;-E3éH/n, we can bound:

L 1/25r—1/2 = L 1/25r—1/2 hjplog(n)
~ s Es (My"* M /—Ip)zngﬁuejEsHHMo M2 <C o fors=23.
(78)
By Lemma 3, we derive:
1/2 -1/2 / log(n) 14
lejGo(M 12| /n < Z mmjzwaﬂ i
ipl

Nn
where we crudely bound |a;¥wa| < hjh, and use Cauchy-Schwarz inequality that Y7, le,Z|| <
VP tr(22/) < K,/p. In addition:

1/2 5 r— = . T — =~
5 (Mg M™% — )EI/N < |VMo(G, )/ M. 9)| - (T, — Mg 2 2)E)
< Cllej(1, — Mg A MMAE]

which results in:

le; EiZl /n < Cllés(I, — My P MY2)E| + C||eiGo(My* M~ — 1)E| /n
4
+ 3 |lesEi(My P MY? — 1)E|/n. (80)
=2

Combining (78), (79), (48), and (49) into the above inequality, we complete the proof of
(50).
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Appendix E. Proofs of the Rates for Topic Modeling

The proofs in this section are quite similar to those in Ke and Wang (2024) by employing the
bounds in Theorem 1. For readers’ convenience, we provide brief sketches and refer to more
details in the supplementary materials of Ke and Wang (2024). Notice that N; < N < N
from Assumption 3. Therefore, throughout this section, we always assume N = N without
loss of generality.

E.1 Proof of Theorem 2
Recall that:

R = (P1,72,..., %) = [diag(&)] ™" (&, -, ).

Since the first eigenvector of G is with multiplicity one, which can been seen in Lemma 4,
and the fact that |G — Gp|| < n, it is not hard to obtain that O’ = diag(w, ') where
w € {1,—1} and ' is an orthogonal matrix in RE=LK=1 Tet us write =; := (&a,...,&k)
and similarly for =;. Without loss of generality, we assume w = 1. Therefore:

A h;pl A hipl
610) 60| < €y BB, e - e < o M2

We rewrite:

Gl -&6)  gE -5

- =,()- G080

§1(5)61(5) SI6)

Using Lemma 4 together with (81), we conclude the proof.

E.2 Proof of Theorem 3

In this section, we provide a simplified proof by neglecting the details about some quantities
in the oracle case. We refer readers to the proof of Theorem 3.3 of Ke and Wang (2024) for
more rigorous arguments.

Recall the Topic-SCORE algorithm. Let V= (01, 02,...,0K) and denote its population
counterpart by V. We write:

A 1 ... 1 1 ... 1
Q:<@1 ﬁK>’ Q:<U1 ’UK>

Similarly to Ke and Wang (2024), by properly choosing the vertex hunting algorithm and
the anchor words condition, it can be seen that:

. plog(n)
_ < ZoN Y
17 - Vil <oy
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where we omit the permutation for simplicity here and throughout this proof. As a result:

- () ()

<ONQTHZ -V = VI llrsll + Q1175 — Sl

=\ Nng2 o

plog(n) o(1)

where we used the fact that ||Q7!|| < C whose details can be found in the proof of
Lemma G.1 in supplementary material of Ke and Wang (2024). Considering the truncation
at 0, it is not hard to see that:

plog(n) (1):

|77 —m | < Cll7; — 5| < C WZO
and furthermore:
T — s 7 = ||
O . . O L P 1
175 |1 7l {2
- plog(n)
SC’HW}‘—W}‘Hl <C NnZ (82)

by noticing that m; = 7r;-‘ in the oracle case.

Recall that A = M/ 2diag(é,)TT =: (a1, ...,a,). Let A* = My *diag(¢)I = (af, ..., a%).
Note that A = A*[diag(1,A*)]~!. We can derive:
la; - a5l < | VMG &G - VMG @G|
< CIVM(G,5) = VMoG. ) - lEx ) - il + OV Mo(, ) - 16:G) = &) - il
+ CVMo(j, ) - 1 GI - 175 = ]l

< Chy, /p]iffgz), (83)

where we used (82), (81) and also Lemma 3. Write A = (Ay,..., Ag) and A* = (Af,..., A%).
We crudely bound:

p
1 * ~ % plOg(n)
Al = |A ‘ < g i —ail1 <C =o(l 84
‘H klln = 1Azl < < la; — ajlly < Nnp? o(1) (84)

simultaneously for all 1 < k < K, since y h; = K. By the study of oracle case in Ke and
Wang (2024), it can be deduced that ||A}|1 =< 1 (see more details in the supplementary
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materials of Ke and Wang (2024)). It then follows that:

la = aslly = |diag (/| Arlls,- .. 1/ Axc|l)d; — ding(L/ ATl 1/ AR )a |

:i a;(k) _ aj(k)
”AkHl 1A%
5 \aj(k) — ai(k) v ot ARl = 1145 |
N e RSO
— HA 1 [ Al Akl

IN

K
'Y W = ajlh + e max 11 Aglls — 14 |
k=1

~|plog(n) _ . [plog(n)
Chin| gz = Cllaillny "

IN

Here, we used (83), (84) and the following estimate:

a3l = v Mo, 5) [& (51| = hy

Combining all j together, we immediately have the result for ﬁ(fl, A).

E.3 Proof of Theorem 4
The optimization in (12) has a explicit solution given by:
wf = (AMTA)TTAM ;.
Notice that (A'MytA)" A’ M;1d? = (A'MytA)~ A’ M Aw; = w;. Consequently:
i = iy = | (AMLA) A (A A
< ||[(A'My A~ (A'M*A—AMO LAY (AMTA) A M|
+ |4’ M0 YA)TH A M — A M) ||,
< OB (A MM A =AM A)[|(f[d — willa + [fwill1)
+ OB | AM Ty — ATMG Y|,

since ||(A'M; ' A) )7 = ||[(A’/H1A)7|| < 1. What remains is to analyze:
= |(AM A AM'A)||, and Tp:=||A'M~'d; — A'My ).
For T7, we bound:

Ty < ||(A— A M A+ 1AM = M A
+ | A'Mg (A = A
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Using the estimates:

. plog(n) a1 a1 log(n)
c—ailly < Ch; M — M, <
Ha] a]Hl > j Nnﬁ,% ) } (]7]) 0(.77]) ‘ = h] Nnhjv
it follows that:
~ K ~
JA(M = MY A=A < > |[A(M = M) (Ay, — A,
k=1
K P
<Y N Ag = Aplly =Y llag — aglh
k=1 j=1
plog(n)
S\ Wng2
and similarly:
i 1 L plog(n)
(A= A7 M5 (A= Al < 3 1Ax - Aull < | B2,
k=1 n

K
. _ e, a . plog(n
I(A— A (M = My A=A <D 1A — Al < ()

2
— Nnpy;
As a result:
Ty <CH(A A)' M, 1A!!+CHA’(M t— My HA|

/plog

<CZ||CLJ_“J”1+C Z”%”l

7=1
<. [Plos(n)
- Nnp?
Next, for T5, we bound:
Ty < (A= AYM ™' di|| + | A/ (M = My " )dil| + || A My (d; — )|

J hj\/Nnh;

plog(n) "M 0
< i —d;)].
<C N2 + max | AL M (di — )|

la; — a1l log<n> P
< max (Jh]f+|| aill el + max |ALMg (e - )]

where for (A — A)'M~1d;, given the low-dimension K, we crudely bound:

(A =AY M~"di]| < € max (A — Ap)' M~'dy] < C max |7yt (@ (k) = a; (k) [llds ]l
5J
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a;(k) — a;(k)| <lla; — a;|1. We bound [|A'(M ! — M;1)d;|| in the same manner. To
proceed, we analyze | A} M, Y(d; — d9)| for a fixed k. We rewrite it as:

1
A My (d; — d) = A > AMG (Tin — Tim).-

m=1

The RHS is an independent sum where Bernstein inequality can be applied. By elementary
computations, the variance is:

N; var (A My (Tim — Tim)) = N E(A My (Tim — Tim))2

= N; LA My M diag(d)) My T Ay — (A' ldo)
<N

and the individual bound is crudely N—!. It follows from Bernstein inequality that with
probability 1 — o(n™?):

IALM, (d _ )| < C’( 10%\(7”) N lo%n)) <C 10%\([71)

in light of N > log(n). This gives rise to:

plog(n) log(n)
<
TQ_C,/NHB% +C\ =5

We substitute the above equation, together with (86), into (85) and conclude that:

[plog(n /log
@] —wilh <C Nn ﬁ4 Nﬁz

Recall that the actual estimator w; is defined by:

w; = max{w;, 0} /|| max{w7, 0}[1,

where the maximum is taken entry-wisely. We write w; := max{w},0} for short. Since wj
is always non-negative, it is not hard to see that:

~ - plog(n) [log(n)
S — W; <  — W < =
|0 —wi|1 < Cllw] —wi||; <C Nnji +C N

As a result, ||w;][; =1+ o(1). Moreover:

||l@i—wi\|1§M ! ‘

|4 |1 lwilli |lwillx

N plog(n) log(n)
< C—willy <
< Csz wz”l < C\/ Nnﬂ,% + C\/ Nﬁ%

with probability 1 — o(n~%). Combining all 4, we thus conclude the proof.

+ lwill|
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