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Graph representation learning is a fundamental technique for ma-
chine learning on complex networks. Given an input network, these
methods represent the vertices by low-dimensional real-valued vec-
tors. These vectors can be used for a multitude of downstream ma-
chine learning tasks. We study one of the most important such task,
link prediction. Much of the recent literature on graph representation
learning has shown remarkable success in link prediction. On closer
investigation, we observe that the performance is measured by the
AUC (Area Under Curve), which suffers biases. Since the ground
truth in link prediction is sparse, we design a new vertex-centric
measure of performance, called the VCMPR@k plots. Under this
measure, we show that link predictors using graph representations
show poor scores. Despite having extremely high AUC scores, the
predictors miss much of the ground truth. We discover a mathemati-
cal connection between this performance, the sparsity of the ground
truth, and the low-dimensional geometry of the node embeddings.
Under a formal theoretical framework, we prove that low-dimensional
vectors cannot capture sparse ground truth using dot product simi-
larities (the standard practice in the literature). Our results call into
question existing results on link prediction and pose a significant
scientific challenge for graph representation learning. The VCMPR
plots identify specific scientific challenges for link prediction using
low dimensional node embeddings.

Low Dimensional Embeddings | Link Prediction | Node Embeddings | Graph Represen-

tational Learning | Machine learning metrics | AUC

M easurement is central to any scientific endeavor. Informative
measurements are crucial to guide experiments and interpret
results. For machine learning (ML), measurements are central to
evaluating performance and discovering better techniques. These
measurements have a large impact in the deployment of real ML
systems. As such systems become a large part of modern society,
it becomes even more important to have sound measurements of
machine learning methods.

Our focus is on the important field of graph machine learning,
where ML is deployed on large complex networks. One of the recent
advances in machine learning uses graph representation learning or
low-dimensional node embeddings to tackle a large variety of tasks.
The input is a graph G on n vertices. These methods map each vertex
to a vector in R%, where d is typically much smaller than n. (So n may
be in millions or more, while d is typically 128.) These embeddings
are generated in an unsupervised or self-supervised manner. The
aim is to generate embeddings where geometric proximity (often
measured as dot product) maps to graph proximity. The design of
low-dimensional node embeddings is a popular and timely research
area. We point the reader to surveys (1, 2) and Chapter 23 in (3).

These embedding methods are evaluated by performing a down-
stream machine learning task, such as the classic link prediction
problem (4, 5). Recall the formulation (4, 5). We are given a graph
G = (V, E) as part of the training data. One should think of a dy-
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namic process generating edges, and G is the current snapshot of
edges. Our aim is to predict the future edges amongst previously seen
nodes. The link predictor trains on the current snapshot G, and does
the following. Given a pair (4, j) of vertices, it predicts whether (¢, j)
will be an edge.

We discover a fundamental measurement problem. Most contem-
porary literature for link prediction using node embeddings measure
performance by the AUC (Area Under the Curve) metric (6—19). But
the AUC is a measure that is meaningful for dense signal and suffers
from imbalance biases (20, 21). We discover that when link prediction
performance is measured according to localized metrics, there is a
significant drop in quality. This is a major scientific problem. AUC in
link prediction is used to benchmark algorithms (11); used to evalu-
ate new techniques (12); conclude properties of ML algorithms (13).
At least eight of the cited papers were published in the past three
years (12-19), and two appear in extremely high profile scientific
venues (12, 19). It is of central importance to have measurements that
lead us to correct scientific conclusions.

Our paper investigates the connections between alternate vertex-
centric link prediction measures, the sparsity of ground truth, and
low-dimensional node embeddings.

Our results. We empirically demonstrate that the AUC metric for
link prediction by node embedding methods leads to incorrect conclu-
sions on the quality. We define new vertex-centric measures, which
clearly show poor performance on real-world datasets. These mea-
sures are used to construct VCMPR plots that quantitatively demon-
strate the low quality on link prediction. To explain these results,

Significance Statement

Link prediction is a fundamental machine learning task on
complex networks, used to evaluate the central technique of
low-dimensional embeddings. Our results question the com-
mon wisdom that low-dimensional embeddings perform well in
link prediction tasks. We show that this wisdom is based on
faulty measurements (based on AUC) used to evaluate link pre-
diction. We propose new vertex-centric local measures, under
which existing low-dimensional embedding methods are shown
to fail in link prediction. We discover a mathematical connec-
tion between this poor performance and the low-dimensional
geometry of the node embeddings. Under a formal theoretical
framework, we prove that low-dimensional vectors cannot cap-
ture sparse ground truth using dot product similarities (which is
the standard practice in the literature).
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Fig. 1. We train a number of important node embedding methods for transductive link prediction on the blog-Catalog dataset (22). In the left figure, we plot the standard
ROC curves for each predictor. In the middle and right figures, we plot the distribution of VCMPR®@k values, for £ = 10, 50. Observe that ROC curves are typically high
leading to large AUC values. On the other hand, the VCMPR curves are quite low. This is indicative of both low precision and recall among the top predictions. The average

values are summarized in Tab. 1.

we design a theoretical framework formally showing that commonly
used link prediction algorithms from low-dimensional embeddings
are unlikely to get high local precision/recall values. Inspired by these
results, we pose a concrete challenge problem for low-dimensional
embeddings. We hope that our new measurements and challenge will
inspire further research on this important topic.

The VCMPR scores and empirical setup.  We train a large number
of important node embedding methods on standard graph datasets (6—
10, 18, 23, 24). We set up a transductive link prediction experiment,
following the same setup as the above results. We are given a training
graph G = (V, Ey-). Based on this training data G, we design a
predictor for future edges, denoted y : V2 — [0, 1]. One can think
of the predictor as giving a score for each pair (¢, j), which measures
the likelihood that this pair will form an edge. The performance
of x is tested against another set Fi.s: of edges. In practice, the
edges Ey, and E}c,; are generated by randomly partitioning the edges
of an existing dataset. Note that Fy.s: is the ground truth for our
experiment.

We compute the standard ROC curve (Receiver-Operator Charac-
teristic) (25), as shown in Fig. 1a for Blog-Catalog dataset. Most
methods perform quite well according to this plot. Similar results
for PR curve (Precision-Recall). These plots are often summarized
using the “Area Under the Curve” (AUC) metric, whose maximum
value is one. We show the ROC-AUC and PR-AUC values in Tab. 1;
consistent with the literature, we see AUC scores more than 0.7, and
a largest score of 0.94. This would suggest good performance on
transductive link prediction.

For the same setup, we define the VCMPR@k plots, a vertex-
centric metric. This measure requires a closer look into link prediction
using node embeddings. For each pair of vertices (3, j), the classi-
fier/predictor computes a score based on which it predicts an edge.
For a given vertex ¢ of non-zero degree d;, we rank all other vertices j
in decreasing order of their scores. Remove pairs from E,. Take the
top k scores from this list, and let ¢; (k) denote the number of ground
truth edges in this list. Meaning, there are ¢;(k) ground truth edges
(%, 7) in the top k-entries of the (downward) sorted list.

ti(k)

VCMPR @k for vertex i = m

Note that ¢;(k)/k is the precision@k, and t;(k)/d; is the recall @k.
We take the larger of these values, so that low degree vertices are not
penalized for poor precision (since ¢;(k) < d;). Roughly speaking,
if the VCMPR @k for vertex i is §, then a ¢ fraction of the top-k
predictions (for ¢) are actually ground truth edges. Note that VCMPR
is a local metric and computed at a per-vertex basis. Contrast with the
AUC, which is a global measure. We also stress the difference from
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vanilla precision/recall @k, which is computed by ranking (a sample
of) all edges in the graph. (We discuss more differences and variants
of VCMPR subsequently.) The VCMPR plots give the complementary
cumulative histogram for the VCMPR values. So for = € [0, 1], we
plot the fraction of vertices with VCMPR at least x. These are shown
in Fig. 1b and Fig. lc.

ROC PR Avg VCMPR  Avg VCMPR

AUC AUC | @10 @50
Resource Allocation | 0.95 0.95 0.26 0.30
Adamic Adar 0.95 0.94 | 0.27 0.30
Common Neighbors | 0.94 0.94 0.26 0.29
HOP-Rec 0.96 0.95 0.27 0.33
Walklets 0.94 0.93 0.12 0.21
HPE 0.93 0.93 | 0.20 0.27
NetMF 0.85 0.82 | 0.09 0.12
Role2Vec 0.79 0.76 | 0.02 0.03
GraphSage-MP 0.73 0.73 | 0.01 0.03
BoostNE 0.70 0.63 | 0.00 0.00
Deepwalk 0.69 0.69 | 0.03 0.05
Node2Vec 0.69 0.69 | 0.03 0.05
RandNE 0.58 0.49 | 0.00 0.00
GraphSage-L 0.56 0.55 0.01 0.01
GraphSage-M 0.54 053 | 0.01 0.01

Table 1. This table complements Fig. 1, which has results from link
prediction on the blog-Catalog dataset. We give the ROC-AUC,
PR-AUC, and average VCMPR@k for k = 10,50. We observe fairly
large AUC values, with the largest being 0.96. But the average
VCMPR@k values are quite low. For almost all methods, it is less
than 0.2, which implies poor precision and recall at the individual
vertex centric predictions.

We observe that the VCMPR scores are surprisingly low. For
example, even for the best method on this dataset, on average only
18% of the top scores are edges. And most methods have an average
VCMPR of less than 0.05. In some datasets, the VCMPR values
become a little higher (0.2 - 0.3), but nowhere near the large AUC
values. We observe this consistently across methods and datasets (§2).
Rather surprisingly, an AUC score of more than 0.7 may still lead to
a VCMPR of less than 0.01. This means, for an average vertex, for
the top (say) 50 predictions, at most one of them is a true edge. The
difference between the high AUC and poor VCMPR is quite dramatic.
The global “dense metric" of AUC is not attuned to the sparse ground
truth. The VCMPR @k, for small k, is an averaged “local" score, and
is more appropriate for sparse ground truth.

This measurement problem is apparent in the VCMPR plots of
Fig. 1b and Fig. 1c. The plots are quite low, as opposed to the high
ROC curves in Fig. 1a. As an example, consider the Role2Vec algo-
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Fig. 2. We train a number of important node embedding methods for transductive link prediction on the ogbl-collab dataset, a current link prediction benchmark on the
Open Graph Benchmark Leaderboard (26). In the left figure, we plot the standard ROC curves for each predictor. In the middle and right figures, we plot the distribution of
VCMPR@k values, for k = 10, 20. The low VCMPR curves clearly shows the weaknesses of existing methods. For all methods, at least 40% of the vertices have VCMPR@20

value of less than 0.3, which is quite low.

rithm (curve in pink). The VCMPR plots are almost at the bottom,
despite the ROC curve being third from the top in Fig. 1a. We see the
ROC curves lead to misleading interpretations on prediction quality
and should not be the basis for algorithm evaluation. We see identical
issues with the PR-AUC.

The importance of being vertex-centric.  We stress the difference
such as (vanilla) precision/recall@k, as well as the hits@k metric.
The latter is used in knowledge completion tasks (26, 27). The hits@k
metric is global. It takes a decreasing sorted list of random nega-
tive instances according to model score, and checks the number of
test true positive edges that score in the top k. On the other hand,
VCMPR @k scores are computed for every vertex. We stress that the
k parameters for both metrics are incomparable. For example, con-
sider the ogbl-collab dataset from the Open Graph Benchmark
Leaderboard that comes with a specific link prediction task (26) The
recommended metric is hits@50. For VCMPR, a natural choice of &
is around the average vertex degree (which is 9). The average degree
is the average length of a ground truth list, for a vertex.

In Tab. 2, we give the average AUC, VCMPR@10, and the rec-
ommended hits @50 metric scores for ogb1l-collab dataset. The
hits scores are significantly higher than the average VCMPR scores.
HOP-REC, one of the embedding-based leaders on OGB, has a
VCMPR @10 of just 0.28, while its hits score is 0.66. The hits score
suggest reasonable performance, while the VCMPR scores are quite
low. AUC scores are extremely high, as in Tab. 1. We get similar re-
sults on other examples, described in the SI. Overall, the experiments
show that the VCMPR and hits metrics are fundamentally different.

More significant are the VCMPR plots in Fig. 2, which pinpoint
weaknesses in a way that single scores cannot capture. For example,
the VCMPR @20 plot shows that, for all methods, at least 40% of
the vertices have a VCMPR @20 score less than 0.3. Metrics like
average scores or hit@k do not reveal such problems. (A choice of 20
is quite generous, since the average degree is 9.) One can perform a
deeper investigation into this set to understand for which vertices the
algorithm is failing. Many sparse applications of link prediction are
often for personalization in recommendation systems, where a vertex-
centric view is closer to the application. (28, 29). Global metrics do
not provide insights at a vertex level.

Theoretical explanation. We discover a theoretical connection be-
tween the poor VCMPR and the low dimensional aspect of embed-
dings. The standard scoring method for link prediction is the dot
product (or Hadamard product) of the embedding vectors. We stress
that almost all previous work follows this method (6-10, 18). We
construct a framework that formalizes the notion of sparse ground

Menand et al.

ROC-AUC  PR-AUC | Avg VCMPR  Hits

@10 @50
Common Neighbors | 0.83 0.91 0.26 0.53
Adamic Adar 0.83 0.91 0.28 0.65
Resource Allocation | 0.83 0.91 0.28 0.65
Deepwalk 0.83 0.86 0.18 0.22
Node2Vec 0.83 0.86 0.18 0.22
NetMF 0.86 0.92 0.02 0.35
RandNE 0.72 0.73 0.11 0.09
Walklets 0.88 0.92 0.22 0.59
BoostNE 0.92 0.93 0.00 0.08
Role2Vec 0.90 0.93 0.17 0.44
GraphSage-M 0.51 0.51 0.00 0.00
GraphSage-MP 0.51 0.51 0.00 0.00
GraphSage-L 0.51 0.51 0.00 0.00
HPE 0.90 0.92 0.02 0.21
HOP-rec 0.97 0.98 0.28 0.66

Table 2. This table complements Fig. 2, which has results from link
prediction on the ogbl-collab dataset. We give the ROC-AUC, PR-
AUC, average VCMPR@X for k£ = 10, 20, and Hits@50.

truth that should be “detectable” by scores involving dot products of
embedding vectors. Under this framework, we prove that the rank
of the embedding vectors must be nearly-linear. This is a strong
lower bound that counters the general notion that low-dimensional
embeddings with dot product based scores is a good method for link
prediction.

For link prediction, the ground truth is fundamentally sparse, since
the number of edges is proportional is to the number of vertices. If
n is the number of vertices, the total number of edges we expect
to see is O(n). This is much smaller than (g), the total number of
potential edges. Alternately, the “yes class" is a tiny fraction of the
size of the “no class" of non-edges (as observed by Lichtenwalter and
Chawla (21)).

We explain the theoretical setup. Through some training process,
a node embedding method outputs a vector #; € R? for each vertex
7 in the original graph. We represent these vectors by the d X n
matrix V, where each column is an embedding vector. In the link
prediction task, the final classifier/predictor uses the vectors ¥; and ¥;
to determine whether (7, j) will become an edge. The most common
score used for prediction is the dot product ¥; - ¥; or the cosine
similarity ¥ - ¥ / (/|7 |2 |27 [|2)"

Given a vertex ¢, we wish to predict some of the edges incident to

*In the latter case, we can just assume that the column vectors in V' are normalized. So we will
stick with the score being the dot product.
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1. Our first step is to formalize what it means for the ground truth to
be “sparse", and for the signal to be “strong".

Sparse, undirected ground truth: The total number of edges in
the undirected graph is linear in n, the number of vertices. So, we
expect an average vertex ¢ to be linked with a constant number of
other vertices. Moreover, if j is a good prediction for ¢, then 7 should
be a good prediction for j.

Strong signal in the scores: The set of scores with respect to ¢
is the set {7; - U;|j # i}. We want the true positives (the edges)
to “stand out" among these scores. By the sparsity discussed above,
we do not want more than a constant number of candidates to stand
out. For the vertex i, let D; be the distribution over all other vertices,
where the probability of j is |T; - ¥/ Zj#. |¥; - U;]. We can interpret
the dot product as a relative likelihood that j is a potential neighbor
of 4.

For the signal to be strong, we expect the true positives to have
significant probability mass in this distribution. Note that we may
have false positives because of negative entries. (We take absolute
values to ensure a distribution. Nonetheless, true positives should
have high likelihood/probability in D;.) This discussion motivates
a key definition. Let € > 0 be a parameter; think of it as a small
constant.

Definition 0.1. A pair of vertices (i, j) is called significant if: both
the probability of j in D; and the probability of i in D; are at least €.

This captures the notion that j is a good prediction for ¢ and vice
versa. Roughly speaking 1/e samples from D; are enough to detect
j. Moreover, for a given 1, there are at most 1/¢ vertices j that form
significant pairs.

We formally prove that any set of vectors that contain a linear
number of significant pairs must have near-linear rank.

Theorem 0.2. Consider a set of vectors Uy, ¥a,...,0n € R?
that are polynomially bounded in length. (So for some constant
¢, max; ||U;]]2/ min; |Ui]|]2 < n°.) Suppose there are at least
on significant pairs among these vectors. Then, rank(V) >
poly(e, 8,log™ n) x n.

The condition on polynomial boundedness is a technicality; for
most applications, n is extremely large (millions or more), so a poly-
nomial bound in vector length is quite reasonable. The theorem is
proven in §1.

Let us discuss the relevance of this theorem. The lower bound is
quite strong with respect to the number of significant pairs. Even if
(say) half the vertices participate in just one significant pair, the rank
bound is still near-linear. By the contrapositive of Theorem 0.2, when
the rank is small, then there exist o(n) significant pairs. This means
that that ground truth “signal" is drowned in the noise. Sampling
according to the distributions D; will not generate enough edges,
resulting in many non-edges predicted.

This behavior will lead to poor precision/recall at the individual
vertex level, exactly as we see in practice. In §A, we empirically
see that the dot product scores between edges and non-edges are
indistinguishable. In all our experiments, the sparse signal is hard to
distinguish from the noise. On the other hand, an average edge has a
high-score than an average non-edge, resulting in high AUC scores.
But this is not relevant in an actual prediction task, where we need to
report the pairs that are most likely to be edges.

The VCMPR challenge. Can we design low-dimensional node em-
beddings that get high VCMPR plots for link prediction?

4 | www.pnas.org/cgi/doi/10.1073/pnas. XXXXXXXXXX

Our theoretical results suggest some fundamental limitations,
when using dot product based scores for prediction. Our empiri-
cal work shows that even generalizations like the Hadamard product
do not give better results. Indeed, the overwhelming evidence is that
a new idea is required. We believe that solution may need alternate
geometries or kernels over low-dimensional vectors for the link pre-
diction process. Recent work by Chanpuriya et al have suggested
asymmetric factorizations and other methods to avoid weaknesses
of low-dimensional embeddings (30). These techniques may help
address this challenge.

We see our results as providing guidance for future work on graph
representation learning. Theoretical frameworks that shed light on
existing limitations direct us away for methods that might not hold
promise. Our work underscores the importance for different kinds of
measurements of performance for link prediction. We hope that the
VCMPR challenge provides a concrete problem to tackle. Regard-
less, we strongly advocate the use of VCMPR @k measures for link
prediction performance in sparse graph settings.

We note that there are link prediction settings where our analysis
might not be applicable (more discussion in §C).

A. More on AUC and Local VCMPR-type measures. We give
more insight into why AUC is a poor measure for link prediction.
Recall that x : V2 — [0, 1] denotes the predictor function for future
edges, and Eis: is the ground truth. For convenience, (i,j) ~
E4cst means that (i, 7) is a uniform random sample from Ecs¢. The
following lemma gives an alternative definition of the ROC-AUC.

Lemma 0.3. (Sec. 7 of (25)) The ROC-AUC of the predictor x is

Pr [x(i,5) > x(@',5")]
(6:3)~Brest, (i 5 )~ (%5 )\ Brest

In plain English, the AUC is the probability that an average ground
truth edge has a higher score than an average non-edge. (Henceforth,
non-edge refers to a pair not in Fies:.) But the ground truth set
Eicst has size O(|V]), because real-world graphs are sparse. The
complement (true negatives) has size size Q(|V|?), which is many
orders of magnitude larger than the ground truth. Therein lies the
fundamental problem. If ground truth edges have above average score,
the AUC will be high. It is possible that there are (say) 10| Ees¢|
non-edges with score higher than the ground truth edges, but the AUC
is still 1 — o(1). The sparsity of ground truth makes it possible to
have large AUC with a weak predictor. Indeed, this is what seems
to happen in all our experiments. We stress that the weaknesses of
AUC were known before (20). Lichtenwalter and Chawla specifically
point out issues for link prediction (21). Despite that, it is the default
method for evaluations of link predictors based on low-dimensional
embeddings.

VCMPR variants:  The main utility of VCMPR is that is a local
measure, as opposed to a global measure such as Lemma0.3. For
link prediction, it is crucial to understand how a predictor behaves
at a vertex level (how many of the top predictions for ¢ are correct).
The VCMPR was chosen for easy interpretability, and is a fairly
permissive metric. If the ground truth degree of ¢ is small, then the
denominator for VCMPR is also small.

In general, one can go beyond VCMPR and compute other local
metrics. For example, we can measure local NDCG (Normalized
Discounted Cumulative Gain) at each vertex. Moreover, one can
compute VCMPR using just the test edges or with both test and
train edges, and define other variations of VCMPR @k. We discuss
these variants in the SI and perform extensive experimentation on
our datasets. Across all these measures, we consistently see poor
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performance for link prediction. This is a strong indication that the
embeddings are not capturing the structure of the graph.

B. Broader Context and Related Work. There is a rich literature
showing that low-dimensional embeddings methods successfully per-
form the link prediction task (6-10, 18). Despite much empirical
work on node embeddings methods, there are fewer principled the-
oretical results on their behavior (some recent papers address this
topic (30-34)). There is growing evidence that hand-tuned algorithms
can outperform embeddings methods for link prediction (11, 34). Re-
cent work argues that certain low-dimensional embeddings cannot
capture the cluster structure of real-world graphs (31).

The AUC is a fundamental metric using in machine learning
and statistical applications. Fawcett has an excellent overview of
AUC (25). Hand argues that AUC is deeply flawed because it creates
a data-dependent reweighting of false positives vs false negatives (20).
Deeply relevant to our own work, Lichtenwalter and Chawla perform
an excellent study AUC in the context on link prediction (21). They
show that the sparsity of the ground truth is a hindrance for using
AUC. They also suggest precision and recall measures, but not in the
localized manner of the VCMPR plots. Unlike previous work on AUC
and link prediction, our work specifically connects the low values of
VCMPR measures to low-dimensional embeddings. Existing work
shows weaknesses of sampled metrics (like AUC) in ranking a single
list (27). The crucial difference is that VCMPR focuses on the ranking
of many lists, one for each vertex.

The hits@k (and precision/recall@k) metrics are fundamental
measures in many knowledge completion tasks (35). We note the
significant difference from personalized link prediction in the appli-
cation. For knowledge completion, the goal is to find the potential
edges, regardless of the endpoints. In personalized settings, we are
given a specific vertex and want to know the potential edges incident
to that vertex. Hence, the VCMPR metric more directly captures the
goal.

Graph representation learning is an immensely large topic. We
mention the surveys (1, 2) and Chapter 23 in (3). Our experiments
use a large variety of contemporary and classic methods (4, 6-10,
18, 23, 24, 28, 36-39). We use the implementations of (40). The
embedding methods span many categories, based on random walks,
random projections, matrix factorizations, shallow embeddings, as
well as Graph Neural Nets. (More details in §2.)

An increasing body of literature has attempted to build theoretical
frameworks to study this wide array of embedding algorithms. Qi
et al provide an overarching template of matrix factorization that
subsumes many methods (10). Several results study the theoretical
power of GNNs (32, 33, 41). Closer to our work, some results have
tried to understand the limitations (and power) of low-dimensional
embeddings. We borrow many theoretical tools from a result showing
the inability of low-dimensional SVD to preserve the triangle structure
of real-world networks (31). Chanpuriya et al give alternate geometric
methods to circumvent these limitations (30). It is not clear how to use
these asymmetric embeddings to perform (symmetric) link prediction
for undirected graphs.

C. Limitations. Our mathematical analysis focuses on settings that
are globally sparse, yet locally dense. (The local density appears in
terms of having a strong signal at a vertex centric level.) This setting
is widespread in most social network settings, often measured as low
global density and high clustering coefficients. But for settings like
link prediction in protein-protein interaction (PPI) networks, cluster-
ing coefficients are low, and our vertex-centric analysis might not be
meaningful. We run link prediction experiments on PPI networks and
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observe that AUC scores are themselves quite low. In many of these
experiments, VCMPR scores might not add more value.

Another important setting for link prediction is knowledge discov-
ery. In such settings, the overall density may itself be high (seen in
drug interaction datasets), or the vertex-centric measure might not be
relevant. In knowledge discovery, we may be trying to predict any
new edge, not just edges that are incident to a specific (set of) vertices.
For such problems, our theoretical analysis is not informative and
VCMPR metrics might not be meaningful. We perform experiments
on a dense drug interaction dataset, and observe that hits @k metrics
are probably more informative.

We also note that the term “density" may have different meanings.
We treat it in terms of the total number of edges divided by the total
number of possible edges. The vertex-centric measure we define
focuses on typical vertices which usually have low degree.

Regardless, we believe that AUC has fundamental flaws and should
not be used to measure link prediction performance.

1. Theoretical details

In this section, we prove Theorem 0.2. For the proof of our main theo-
rem, we will use the following lemma stated first by Swanapoel (42).

Lemma 1.1. [Rank lemma] Consider any square matrix M € R™*".
Then

[, M
(Zi > \MMP)

We prove our main theorem.

2

rank(M) >

Proof. (of Theorem 0.2) Let us first bin the vectors based on their
length (the Euclidean norm ||¥;||2). For integer 4, let B; denote the
set of vectors whose length is in [2%, 2°T!). By the polynomial length
in bound, there are most clog, n bins of vectors, for some constant c.

Imagine labeling each vertex by the bin that its corresponding
vector belongs to. We can label a pair (4, j) with the labels of ¢ and
j. Formally, the label of pair (4, 7) is the label/bin pair (Bq, Bpy)
where U; € B, and U; € By. Observe that each vertex can have at
most clog, n labels, hence the total number of pair labels is at most
c?1g% n. (We use lg to denote log,.) There are at least dn significant
pairs. By averaging, there exists some pair label (B, By) (where a
may be equal to b), such that there are at least 6n/c? 1g* n significant
pairs with that label. In other words, for some values a, b, there are at
least 6n/c? 1g? n significant pairs between B, and By. Call these the
marked significant pairs. Let B,, C B, and B; C B, be the set of
vectors in these bins that participate in the significant pairs between
B, and Byg.

By definition (Definition 0.1), each 7 can participate in at most
1/e significant pairs. Hence, the number of marked significant pairs
(which are all incident to B}) is at most | B, |/¢. As argued above,
the number of marked significant pairs is at least dn/c* 1g* n. Hence,
|BL| > (e6/c*1g? n) x n. (Similarly, for | B;|.) For convenience, let
C'be B, U By,

Let V' be the column matrix of the vectors in C. Let M be the
Gram matrix (V")T(V'). (For convenience, let us index M with
respect to the original vertex labels. So M;; = v - ¥;.). Observe that
the rank of M is the rank of V’, which is at most the original rank of
V.ByLemmal.l,

| Ziec Ui - 1‘;’1-|2

(Ziec ZkGC [0 - ﬁk‘Q[)l]

rank(V) > rank(V') = rank(M) =
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Let us begin by lower bounding the numerator. Wlog, assume a < b.
Bj| > (e6/c*1g% n) x n.

By definition, C contains Bj,. Moreover,
For each vector in B C By, the length is at least 2°. Note that
diagonal entry ; - ¥j; is precisely the squared length. Hence, for any
i€ By, Ui - T > (2b)2. Combining all our bounds,

Z |5 - Ti| > (e6/cP1g® n) x nx (2°)% = (e6/c*1g” n) x 2% x n
ieC

(2]

We now upper bound the denominator of (1). Every vertex in C'

participates in a significant pair in C. Hence, for every ¢ € C, there

exists a j € C such that j has probability at least ¢ in the distribution

D, (Definition 0.1). So,

U N D MY

2 g | - Tl keC

By squaring and applying the /1, l2-inequality,

— — 12 2 — — 2 2 — = 12
7 BI* > (Y17 5l)® > € Y |7 i
keC keC
By Cauchy-Schwartz, |T; - U] < ||T;|2]|¥;]]2. All the vectors are in
C, where the length is at most the maximum length in Bj;. This bound
is at most 2°*1. Hence, we deduce that

@) > 2> Tl = Y |7 Gl < 4e72%
keC keC

We can now upper bound the denominator of (1). We have
Ziec ZkEC |; - Tx|? < 4e722%n. We combine this bound with
the numerator bound of (2), and plug into (1)

[(e6/c*1g? n) x 22° x n)?
4e—222bp
(e*6%/c 1g* n) x 2%° x n?
4x2% xn

rank(V)

v

(3]

(4]

We can cancel out 2°’n to conclude that rank(V) >
(e*6%/4c*1g* n) x n. O

A. On AUC and the rank bound. As a final point, we note that the
rank lower bound (and poor reliability performance) is consistent with
high AUC scores. We give a simple construction demonstrating a low
dimensional embedding that gives nearly perfect AUC scores for an
example sparse graph. This construction also highlights the primary
weakness of AUC as a measure for link prediction.

Theorem 1.2. There exists a connected bounded degree graph G
with n vertices and a corresponding constant dimension embedding
with the following properties. The AUC of edge prediction using the
dot product score is 1 — o(1).

Proof. Consider a graph G first formed by a disjoint collection of
triangles. To make it connected, we add an arbitrary spanning tree that
connects all the triangles. We will construct a randomized embedding
with a high probability of having AUC 1 — o(1). By the probabilistic
method, there must exist some embedding with such a large AUC.
For each triangle, let us assign an independent, Gaussian uniform
random unit vector in R%. All vertices in the triangle are assigned to
this vector. Hence for every edge (i, 7), ¥; - U5 = 1. Now, consider ¢
and k that are not part of a triangle. Observe that ¥; - ¥y, is distributed
as the dot product of independent Gaussian random vectors. This is
distribution as (0, 1/+/d), a standard Gaussian with 1/+/d standard
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deviation. For sufficiently large constant ¢, the dot product is at 431
most 1/4 with high probability. Since a 3/4-fraction of edges are in 432
triangles, the average dot product of an edge is at least 3/4. Fora 4
uniform random pair, with high probability, the score is at most 1/4. 434
Hence, the expected AUC is 1 — o(1). O s

Note that in this construction there are ©(n?) dot products with s
value ©(1/+/d). The distributions D; will have a lot of noise, and the 47
true signal (the dot product of 1) will have negligible mass. 438

2. Experimental results 439

We follow the standard setup for transductive link prediction exper- 40
iments, as done in previous work. The experimental sections of the 441
node2vec (7) or role2vec (18) papers provide good examples. The 44
datasets are described in Tab. 3, taken from (22, 43). We also include 43
two link prediction datasets from the Open Graph Benchmark (26), 44
and two protein interaction datasets from (44, 45) We choose a dense 445
dataset, ogb1-ddi, as a counterpoint to the other sparse datasets. In 446
addition, we construct a small Stochastic Block Model. We create 47
an SBM with a block size of 50 and 200 such blocks. Within each 448
block, an edge is inserted with probability 0.3. Pairs across blocks are 44
connected with probability 0.3 /n (where n is the number of vertices). s
So blocks are extremely dense, and there are very few edges across 451
blocks. 452

The edges of each dataset (graph) is split into a train and test  ss3
set. We put 80% of the edges in the training set and 20% in the test 454
set (called FEics: earlier). We then apply an embedding method to 455
embed each vertex into a 128-dimensional vector. We describe the 456
embeddings methods in the next subsection. 457

We also follow the usual setting for transductive link prediction  4ss
when computing the ROC-AUC and PR-AUC. First we randomly  4so
generate an equal number of negative edges to add to the test and train 460
datasets. Now we train a logistic classifier over the training dataset 41
that computes a Hadamard product to predict edges. (In most cases, 462
the optimal Hadamard product is just the dot product.) 463

To compute the VCMPR plots, we sample 1000 uniform random 464
vertices. For each sampled vertex ¢, we sort all other vertices in 465
decreasing order of the Hadamard product used by the classifier. We 466
remove all pairs from the training data. We then compute the precision 467
and recall of the top k entries of this sorted list, where the ground  ses
truth is the neighborhood of % in Fycs¢. 469

Nodes Edges mean clust.  Trans-  Triangles

degree  coeff.  -itivity
amazon 334K 925K 5 0.39 0.21 667K
dblp 317K 1.04M 6 0.63 0.31 2.24M
blogcatalog 10K 333K 64 0.46 0.09 5.61M
sbm 10K 75K 15 0.29 0.29 105K
ogbl-collab 235K 1.28M 9 0.71 0.34 3.66M
ogbl-ddi 4.27K 1.33M 625 0.63 0.57 27.3M
bioplex 11K 56.6K 10 0.10 0.06 29.3K
HI-II-14 4.3K 14K 6 0.05 0.03 6.62K

Table 3. Dataset Summary

Plots for blogcatalog are given in Fig. 1 and Tab. 1. Results 470
for ogbl-collab are in Fig.2 and Tab. 2, and for the SBM are in 471
Tab. 4. All other plots and results are given in the SI. a2

Embedding Methods. We experiment on a large set of embeddings 473

methods, that subsume random walk methods, factorization meth- 74
ods, and deep models. When available, we use the implementations 475
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of these algorithms provided by the KarateClub library (40). We
included HOP-Rec (37), a leading method for ogbl-collab on
the OGB leaderboard (26). For completeness, we run some classic
non-embedding methods, such as Common Neighbors (28), Adamic
Adar (4) and Resource Allocation (36). These methods typically have
good performance (within top 10) on the leaderboard datasets (26).

DeepWalk: DeepWalk (6) is a classic shallow embedding model
that uses uniform random walks.

Node2Vec: Node2Vec (7) is another important shallow embedding
model.

NetMF: NetMF (10) is a matrix factorization based model that
approximates the DeepWalk matrix.

GraRep: GraRep (39) is a direct matrix factorization based model.
We ran GraRep only on small graphs.

BoostNE: BoostNE (24) is an ensemble matrix factorization based
embedding model.

RandNE: RandNE (23) is a random projection based embedding
model.

Walklets: Walklets (8) is a random walk based embedding model
that samples short random walks.

Role2Vec: Role2Vec (18) is a random walk based embedding
model that embeds vertices based on attributed random walks.

GraphSage: GraphSage (9) is an deep learning based embedding
algorithm. We use the unsupervised version of GraphSage, with the
mean, LSTM and max-pooling aggregators.

HPE: HPE (38) is a random walk based embedding model that
embeds vertices based on preference edges.

HOP-Rec: HOP-Rec (37) is an embedding model that combines
random walks and matrix factorization.

A. Key observations. High AUC values: Across all datasets and
a majority of methods, the ROC-AUC and PR-AUC values are quite
high (more than 0.8). For brevity, we only plot the ROC curves. We
can see the characteristic “away from diagonal” trend that leads to high
AUC. The AUC values are given in Tab. 1 and Tab. 4. Most methods
give an AUC of at least 0.8 for all datasets; the maximum is at least
0.95. Consistently, the Walklets algorithm has strong performance
in the AUC metric. The dblp dataset appears to be easier to learn,
since all methods give high AUC scores.

Low VCMPR values: Across all methods and all datasets, the
VCMPR values are quite low. We compute these values for k =
10, 20, 50 (that is, the top 10, 20, and 50 scores for each vertex). The
low performance for £ = 10 is quite surprising, suggesting that the
top scores are almost always non-edges. Note that VCMPR should
go up for larger k, since recall will always increase. The average
degrees in all the graphs are well below 50. So the VCMPR @50 is
basically measuring recall, with a list that is much larger than the
degree. Despite that, the values are low. For the amazon, dblp
datasets, the average degree is at most 6, which is quite small. For
that reason, we only measure VCMPR @ 10 and VCMPR @20. (For
k = 50, it would be measuring recall over a list of almost 10 times
the size of ground truth list, which is not meaningful.)

For example, in the blog-Catalog dataset (Fig. 1, Tab. 1), the
highest average VCMPR values is 0.21. Most methods have an
average VCMPR value of less than 0.1. This means that, on the
average, among the top 10 scores for a vertex ¢, at most one of them is
a ground truth edge. We see the noise “drowning" out the signal, just
as the theory in §1 suggests. For the db1p and amazon datasets, we
see the same phenomenon, though the numbers are somewhat higher.
The AUC scores for amazon are remarkably high, above 0.8. But
the average VCMPR values are mostly at 0.3. Note that the average
degree is 6, since VCMPR@20 is measuring how many of those
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neighbors are within the top 20 scores. This is rather permissive from
a prediction standpoint, and yet the values are quite low. Walklets
performs somewhat better, but nowhere near what the AUC would
suggest. (An average VCMPR@ 10 of 0.38 means that, for an average
vertex, at most 38% of the top 10 scores are actually edges.) We see a
similar story with the db1p dataset.

These results are evidence that the low-dimensional node embed-
ding methods are missing much of the graph structure. The high AUC
scores are misleading indicators of link prediction performance. In
numerous cases, a predictor with an AUC of more than 0.8 has an
average VCMPR of less than 0.05. We also compute the local NDCG
and consider metrics with both test and train data. The poor perfor-
mance is consistent across all these measures (detailed discussion in
the SI).

Quite surprisingly, we see this pattern even when evaluating non-
embedding based link prediction methods, such as the high performing
Resource Allocation method.

SBM experiments: The AUC values are nearly perfect, and one
might think that prediction is extremely accurate. But the average
VCMPR @10 values are quite low, typically around 0.25. Again, the
high AUC scores hide the fact that the link prediction is not accurate.
We see again the sharp contrast between AUC and the actual predictive
power.

ROC-AUC  PR-AUC | Avg VCMPR@10
Resource Allocation | 0.96 0.98 0.26
Adamic Adar 0.96 0.98 0.26
Common Neighbors | 0.96 0.98 0.26
HOP-Rec 0.99 0.99 0.26
HPE 0.99 0.99 0.25
NetMF 0.99 0.99 0.26
GraRep 0.99 0.99 0.24
Walklets 0.99 0.99 0.25
Node2Vec 0.98 0.98 0.23
Deepwalk 0.98 0.98 0.24
BoostNE 0.98 0.98 0.16
RandNE 0.98 0.98 0.24
Role2Vec 0.97 0.97 0.21
GraphSage-MP 0.76 0.82 0.11
GraphSage-M 0.72 0.77 0.06
GraphSage-L 0.69 0.71 0.02

Table 4. We run our experiments on a small SBM. Again we see the
stark contrast between AUC and VCMPR scores. AUC scores are
near perfect. But the VCMPR scores are quite low, under 0.25. See
Fig.7

On other metrics. We get analogous results for VCNDCG
(vertex-centric Normalized Discounted Cumulative Gain). The VC-
NDCG plots are quite low, and average scores are lower than 0.2. This
emphasizes that the vertex-centric view highlights the weaknesses of
embedding-based link prediction. (Plots and more discussion in the
SL)

We also experimented with the classic hits@k metric, which is
popular for knowledge completion tasks (26, 35, 46), . As discussed
in the introduction, the hits@k is a global metric where a predicted
score is compared against a sorted list of scores for ground truth edges
and non-edges. We note that the parameter k is incomparable for
hits@k and VCMPR @k, since the former considers a total list of
edges/pair, while the latter considers a list of edges/pairs for each
vertex. Tab.2 and Fig. 2 highlight that hits@k can be quite large,
while corresponding VCMPR scores can be low. We give more details
for other datasets in the SI.
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Fig. 3. We plot the network density vs clustering coefficient for all networks listed in
Tab. 3 The social networks includes the blogcatalog, ogbl-collab, and dblp
datasets. The PPl networks refers to bioplex and HI-II-14, while other networks
refers to amazon, a product co-purchasing dataset and ogb1-ddi, a drug interaction
dataset.

The connection to density. The theory and experiments related
the weakness of AUC for sparse link prediction problems, where the
VCMPR is able to identify weak performance. As a counterpoint, we
do experiments on the ogb1-ddi link prediction benchmark, which
is a dense graph. The average degree is more than one-tenth of the
number of vertices. For this data, the VCMPR numbers are higher
and comparable to the AUC scores. More details in the SI.

Results on PPI networks, and the clustering coefficient con-
nection. In Fig. 3, we plot the network density vs clustering coef-
ficient for all the datasets we experiment with. Observe that most
of the social networks lie far above the PPI networks (which have
low clustering). For the latter setting, our mathematical analysis is
not as applicable. We perform the same collection of link prediction
experiments on the PPI datasets. We observe that AUC scores tend
to be lower (closer to 0.5). It is likely the AUC does not suffer from
the same problem for other datasets. There are a few algorithms, like
Walklets, HPE, and HOP-rec that have high AUC. Nonetheless, in all
cases, the VCMPR scores are quite low, consistent with other datasets.
More details in the SI.

Exploration of dot products

In this section, we do a deeper investigation of the actual dot product
values, to corroborate the theory in §1. Theorem 0.2 implies that
when the rank of the vectors is low, the sparse ground truth cannot
have significantly higher dot products than the non-edges. As a case
study, we focus on the blogCatalog dataset, though our results
are consistent over other graphs.

Consider the set of vectors {¥;} output by some embedding
method for blogCatalog. For each vertex i, we first compute
the average dot product ¥; - U;, for all edges (i, 7) in the test set. Call
this quantity ¢;. Then, we compute the average dot product ¥; - ¥U;
for the top 50 non-edges (i, 7). Call this quantity f;. If we want to
predictor to have detected the ground truth, we would want ¢; > f;.

So let us define the significance of i to be t; / f;. This is the ratio of
the score of an average ground truth edge and the score of an average
top-50 non-edge. The distributions (for a uniform random sample
of 1000 vertices) are given in Fig. 4 for the Deepwalk, Walklets, and
Role2Vec embedding methods. We mark the significance of 1 as a
red line. (For Deepwalk, there are some negative significance values,
since the average dot product of test edges for some ¢ is negative.)

8 | www.pnas.org/cgi/doi/10.1073/pnas. XXXXXXXXXX

For a predictor that captures the ground truth, we would expect
the distribution to have mass much to the right of the red line. As our
theory predicts for the low-dimensional vectors, this is not the case.
The distributions is to the left of the red line, so most vertices have
a significance less than 1. This means that among the top 50 scores,
non-edges dominate edges.
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literature. But the VCMPR values show that the predictor performance is not strong. The data is summarized in Tab. 5.
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Fig. 6. We show results for amazon dataset (43). The amazon dataset also has a small average degree of 5, so £ = 20 is significantly large for this dataset. The AUC scores
are high, more than 0.8 for almost all cases. The VCMPR values are quite low. Even for k& = 20, the plots are quite low. There are very few vertices with VCMPR values above

0.7. The data is summarized in Tab. 6.

Supporting Information for “Link prediction us-
ing low-dimensional node embeddings: the measure-
ment problem"

A. Details on experiments

We give details on all the embedding methods used in our experiments. We
have included HOP-REC, an embedding method that performs highly on the
Open Graph Benchmark link prediction leaderboards (26). We explore general
node embedding models, such as Node2Vec (7), NetMF (10), Role2Vec (18),
as well as node embedding models specific designed for recommendations,
such as Heterogenous Preference Embedding (HPE) (38) and HOP-Rec (37).
Also, for the sake of completeness, we show results on some classic non-
embedding methods, such as Common Neighbors (28), Adamic Adar (4), and
Resource Allocation (36).

DeepWalk: DeepWalk (6) is a classic shallow embedding model that uses
uniform random walks paired with a skip-gram language model to learn a
low dimensional embedding. DeepWalk aims to embed nodes with similar
neighborhoods (nodes with high second order proximity) close together. We
ran DeepWalk with the following parameters, dimension d = 128, window
size w = 5, walks per vertex v = 10, walk length ¢ = 80.

Node2Vec: Node2Vec (7) is another important shallow embedding model
that expands on the random walks used in DeepWalk by introducing a transition
probability associated with the 2nd order random walks. These two parameters
correspond to the random walk behaving more like BFS or DFS, and is meant
to help balance between the walk staying near the start vertex and exploring the
graph. We ran Node2Vec with the following parameters, dimension d = 128,
window size w = 5, walks per vertex v = 10, walk length t = 80, p = 1,
qg=1.

NetMF: NetMF (10) is a matrix factorization based model that approxi-
mates the DeepWalk matrix for a graph. The NetMF paper also showed that
the previous random walk based models can be expressed in terms of matrix
factorization with closed forms. We ran NetMF with the following parameters,
dimension d = 128, 10 SVD iterations, and 2 PMI matrix powers.

BoostNE: BoostNE (24) is an ensemble matrix factorization based em-
bedding model. It iteratively factorizes the residual of the connectivity matrix
found by NetMF to produce multiple weak embedding representations. These
are combined with a gradient boosting technique to produce a final embed-
ding. We ran BoostNE with the following parameters d = 128, 16 boosting
iterations, and for the NetMF calls, we use 2 PMI matrix powers. 806

10 | www.pnas.org/cgi/doi/10.1073/pnas. XXXXXXXXXX

RandNE: RandNE (23) is a random projection based embedding model
that embeds the graph by using a Gaussian random projection. We ran RandNE
with dimension d = 128, iterations ¢ = 2 and an unweighted average
ag = a1 = 0.5.

Walklets: Walklets (8) is a random walk based embedding model that
generates multi-scale relationships of vertices by sub sampling short random
walks on the vertices of the graph. The parameters we choose for Walklets
are dimension d = 128, window size w = 4, walks per vertex v = 10, walk
length t = 80.

Role2Vec: Role2Vec (18) is a random walk based embedding model that
embeds vertices based on attributed random walks. An attributed random
walk is a random walk on adjacent vertex types, where a type is defined by
Weisfeiler-Lehman structural features. We set the parameters of Role2Vec
to be d = 128, window size w = 2, walks per vertex v = 10, walk length
t = 80.

GraphSage: GraphSage (9) is an deep learning based embedding algo-
rithm. We use the unsupervised version of GraphSage, with the mean, LSTM
and max-pooling aggregators. We set the parameters of GraphSage to have
output dimension d = 128, number of iterations 10,000, and the identity
dimension to be 128.

HPE: HPE (38) is an embedding method specifically designed for rec-
ommender systems. It first constructs a preference matrix, then creates an
embedding of this preference matrix using random walks. We set the param-
eters of HPE to be dimension to be 128, number of negative samples per
positive to be 5, window size 5, and learning rate 0.025.

HOP-REC: HOP-REC (37) is a embedding method designed specifically
for recommendations. It combines factorizations of the adjacency matrix and
higher order matrices approximated by random walks. We set the parameters
of HOP-REC to be dimension to be 128, number of updates to be 500, number
of negative samples per positive to be 5, window size 5, and learning rate
0.025.

A. Results on different datasets. We analyze the above models on the
following datasets. The amazon product co-purchasing network represents
products that are frequently purchased together as edges between vertices
in the graph (43). The dblp collaboration network is an unweighted graph
where edges represents two authors publishing 1 or more papers together (43).
The blog—-Catalog social network represents bloggers and friendships
between them (22). The ogb1-ddi network represents interactions between
different drugs (26). The ogbl-collab network represents authors and
mollaborations between them (26). These graphs vary in size, average degree,
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Fig. 7. We show results for a small SBM. The SBM has a block size of 50 and 200 blocks. The AUC scores are exceptional, over 0.97 for almost all cases. However the
VCMPR values are quite low. The VCMPR@10 scores are quite low, under 0.3. Even for k = 20, there are no methods that score above 0.5, despite the fact that at this
threshold is more than half of the size of the block with the training edges removed. The data is summarized in Tab. 4.

ROC PR Avg VCMPR  Avg VCMPR ROC PR Avg VCMPR  Avg VCMPR

AUC AUC | @10 @20 AUC AUC | @10 @20
Common Neighbors | 0.92 0.96 0.65 0.71 Adamic Adar 0.83 0.91 0.51 0.60
Adamic Adar 0.92 0.96 | 0.70 0.75 Resource Allocation | 0.83 0.91 0.52 0.60
Resource Allocation | 0.92 0.96 0.70 0.74 Common Neighbors | 0.82 0.91 0.49 0.58
Role2Vec 0.98 0.99 0.52 0.60 HOP-Rec 0.96 0.97 0.56 0.67
Walklets 0.95 0.97 | 054 0.63 Walklets 095 0.96 | 0.47 0.59
HOP-Rec 0.95 0.97 0.64 0.71 Role2Vec 0.90 0.93 0.24 0.31
Deepwalk 0.90 0.93 | 0.37 0.41 Deepwalk 0.88  0.91 0.26 0.29
Node2Vec 0.90 0.93 0.40 0.43 Node2Vec 0.88 0.91 0.25 0.29
NetMF 0.89 0.91 0.02 0.03 GraphSage-M 0.88 0.92 | 0.31 0.37
GraphSage-M 0.86 0.89 0.27 0.30 GraphSage-MP 0.88 0.92 0.29 0.37
GraphSage-MP 0.84 0.88 | 0.23 0.26 GraphSage-L 0.87 090 | 0.21 0.26
GraphSage-L 0.84 0.87 0.17 0.20 RandNE 0.83 0.87 0.22 0.26
BoostNE 0.83 0.87 | 0.00 0.00 NetMF 0.81 0.82 | 0.00 0.01
RandNE 0.83 0.85 0.26 0.28 BoostNE 0.80 0.85 0.00 0.00
HPE 0.75 0.79 0.00 0.01 HPE 0.69 0.71 0.01 0.01

Table 5. This table complements Fig.5, which has results from link
prediction on the dblp dataset. We give the ROC-AUC, PR-AUC,
and average VCMPR@k for £ = 10,20. The AUC numbers are ex-
tremely large for real data, close to 0.9, with all methods showing
good scores. Comparatively, the average VCMPR@10 numbers are
low. Walklets gets a score of 0.56, but other methods are below
0.4.

and clustering coefficient as shown in Tab. 3. We train each model on 90%
of the edges of the graph and withhold 10% for testing. The results for
amazon can be found in Fig. 6 and Tab. 6, for dolp in Fig.5 and Tab.5,
for blog-Catalog in Fig. 1 and Tab. 1, for ogbl-collab in Fig.2 and
Tab. 2, and for ogb1-ddi in Fig. 8 and Tab. 7.

‘We do some small scale experiments with simple Stochastic Block Models
(SBMs) to make our point more compelling. We create an SBM with a block
size of 50 and 200 such blocks. Within each block, an edge is inserted with
probability 0.3. Pairs across blocks are connected with probability 0.3/n
(where n is the number of vertices). So blocks are extremely dense, and there
are few edges across blocks. We show the results in Tab. 4 and Fig. 7.

B. The connection to graph density. We show results on the dense
ogbl-ddi dataset. In Tab.7, we can see that VCMPR scores are quite
high, and in many cases, almost the same as AUC scores. For the leading
HOP-rec and Walklets algorithms, the scores are quite close to each other.
This is an empirical converse of our main result theory that connects poor
link prediction performance for low-dimensional embeddings to sparsity of
the ground truth data. When the ground truth is dense, then both AUC and
VCMPR suggest that the algorithms are performing well in link prediction.

C. Results on PPI datasets. Unlike other datasets, PPI networks tend to
have low clustering coefficients. Hence, they are not covered by our theoretical
analysis. We perform the same link prediction experiments on the PPI datasets,
Bioplex (45) and HI-II-14 (44), described by Fig.9 and Fig. 10. We
observe that AUC scores are already quite low, typically between 0.6 and 0.8.
There are few notable examples like Walklets and HOP-rec on the Biople%'
where AUC scores are above 0.85, despite having VCMPR @10 scores below
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Table 6. This table complements Fig. 6, which has results from link
prediction on the amazon dataset. We give the ROC-AUC, PR-AUC,
and average VCMPR@k for £ = 10,20. The AUC numbers are quite
high, with a highest of 0.97. But the average VCMPR number is quite
low. Even the highest for Walklets is at 0.58, while other methods
are lower than 0.4. The average degree is amazon is 5, so a choice
of k£ = 20 is quite large.

0.2 and VCMPR @50 scores below 0.35. Observe that NetMF has higher
VCMPR scores than Walklets, despite having lower ROC-AUC and PR-AUC
scores. But in all cases, the VCMPR scores are extremely low. Overall,
AUC is typically sufficient to demonstrate poor performance of link prediction
algorithms for such datasets. Hence, VCMPR may have limited utility for
such settings.

D. Exploration of Normalized Discounted Cumulative Gain. We also
compute a vertex-centric Normalized Discounted Continuous Gain (NDCG).
NDCG is a metric that analyzes how well a ranking method ranks relevant
documents (47). Similarly to VCMPR, we compute VCNDCG @k for some
threshold k. Formally, VCNDCG @k is computed as follows. For a given
vertex 4 of non-zero degree, we rank all other vertices j in decreasing order
of their scores. Let L be a list of the binary ground truth values ordered by
their ranking. Let I, the ideal ranking, be a list of binary ground truth values
in sorted order. We consider all ground-truth lists only contain values of 0 or
1, i.e. relevant or not. Then VCNDCG @k for the vertex 7 is defined as

k k
Ls Is
VCDCG@k = _ VCIDCG@k = _
Z logs(s+ 1) Z logs(s+ 1)
s=1 s=1

VCDCGQk

VCNDCG@Kk = ————

VCIDCGQk

We compute VCNDCG for all data-sets and plot their scores in Fig. 12. Just
as with VCMPR, the scores are quite low, which indicates that the low-
dimensional embeddings have poor overall performance.
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Fig. 8. We compute VCMPR curves for the ogb1-ddi dataset.
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Fig. 9. We compute VCMPR curves for the bioplex dataset.

ROC-AUC  PR-AUC | Avg VCMPR  Avg VCMPR ROC-AUC  PR-AUC | Avg VCMPR  Avg VCMPR

@10 @50 @10 @50
Common Neighbors | 0.88 0.80 0.77 0.82 Common Neighbors | 0.65 0.81 0.10 0.19
Adamic Adar 0.88 0.80 0.78 0.82 Adamic Adar 0.65 0.81 0.10 0.19
Resource Allocation | 0.88 0.81 0.80 0.84 Resource Allocation | 0.65 0.81 0.10 0.18
Deepwalk 0.80 0.75 0.71 0.66 Deepwalk 0.73 0.76 0.06 0.12
Node2Vec 0.82 0.78 0.72 0.68 Node2Vec 0.73 0.76 0.06 0.11
NetMF 0.74 0.74 0.74 0.70 NetMF 0.80 0.85 0.16 0.31
RandNE 0.75 0.63 0.00 0.06 RandNE 0.63 0.61 0.04 0.07
Walklets 0.89 0.83 0.84 0.83 Walklets 0.86 0.90 0.13 0.27
BoostNE 0.85 0.79 0.41 0.57 BoostNE 0.50 0.75 0.00 0.00
Role2Vec 0.78 0.74 0.59 0.52 Role2Vec 0.82 0.84 0.05 0.08
GraphSage-M 0.50 0.50 0.08 0.08 GraphSage-M 0.54 0.55 0.01 0.02
GraphSage-MP 0.50 0.50 0.07 0.07 GraphSage-MP 0.59 0.59 0.01 0.02
GraphSage-L 0.50 0.50 0.07 0.07 GraphSage-L 0.53 0.53 0.00 0.01
HPE 0.82 0.76 0.38 0.46 HPE 0.82 0.86 0.11 0.26
HOP-rec 0.89 0.81 0.82 0.90 HOP-rec 0.89 0.92 0.18 0.34

Table 7. This table complements Fig. 8, which has results from link
prediction on the ogb1-ddi dataset. We give the ROC-AUC, PR-AUC
average VCMPR@Xk for & = 10, 50.

E. Comparison with Hits@k. As mentioned in the main body, the hits@k
is a global metric appropriate for knowledge completion tasks. The natural
choice of k for VCMPR is the average degree (or maybe twice average degree).
For the hits metric, the k can vary depending on the instance. On the OGBL
leaderboard, common choices are & = 20, 50. We performed a comparison of
all methods on the ogb1-col1lab dataset, where we see that VCMPR scores
are much lower than then hits scores.

We also perform the same experiments on the sbm datasets we generated.
We simply set the k& parameter to 20, for both VCMPR and hits. We see that
again, hits scores are significantly higher than VCMPR scores. The results
are summarized in Tab. 11. For example, the HOP-rec method has a hits @20
value of 0.83, but the average VCMPR @20 is 0.49. There are numerous hits
values above 0.65, where the average VCMPR @20 is less than 0.5. -

For the dense ogb1-ddi dataset, the recommended metric on OGBL is
hits@20. Here, we see the opposite: VCMPR scores are large, but the hits
scores are low. This is another indication that the hits@k and VCMPR metrics
are fundamentally different.
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Table 8. This table complements Fig.9, which has results from link
prediction on the Bioplex dataset. We give the ROC-AUC, PR-AUC,
average VCMPR@k for & = 10, 50.

F. Results on entire datasets. For the same setup as described in the paper,
we compute VCMPR @k plots for the entire dataset, not just the graph consist-
ing of Etest. This includes edges seen in training. This allows us to closely
examine the local structure of the embedding. Under this setting, VCMPR @k
is defined as follows.

ti(k)
min(k, D;)

where D; is the degree of vertex 7 in the entire graph G = (V, E'). We report
the scores in Fig. 13 and Fig. 14. As expected the scores are much higher.
However, we see that in general, across all data-sets, thresholds, and methods,
very few vertices have a VCMPR of 0.8, despite the embedding having seen
80% of the graph’s edges. As before VCMPR curves drop quite steeply. This
shows that the low-dimensional node embedding methods are not capturing
much of the graph structure.

VCMPR @k for vertex ¢ =

G. Results using a variable threshold for VCMPR. We also investigate
the use of a variable threshold in our evaluation. We compute VCMPR as fol-
dsaws. Let D; be the degree of vertex ¢ in the original graph G = (V, E)
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Fig. 10. We compute VCMPR curves for the HI-II-14 dataset.

ROC-AUC  PR-AUC | Avg VCMPR  Avg VCMPR

@10 @50
Common Neighbors | 0.64 0.79 0.05 0.10
Adamic Adar 0.65 0.79 0.05 0.11
Resource Allocation | 0.65 0.79 0.05 0.11
Deepwalk 0.61 0.62 0.02 0.04
Node2Vec 0.60 0.62 0.02 0.04
NetMF 0.71 0.75 0.03 0.09
RandNE 0.58 0.50 0.01 0.01
Walklets 0.82 0.85 0.08 0.24
BoostNE 0.50 0.75 0.00 0.00
Role2Vec 0.75 0.77 0.03 0.05
GraphSage-M 0.53 0.54 0.00 0.01
GraphSage-MP 0.60 0.62 0.01 0.04
GraphSage-L 0.50 0.51 0.00 0.02
HPE 0.69 0.70 0.02 0.07
HOP-rec 0.53 0.58 0.01 0.02

Table 9. This table complements Fig. 10, which has results from link
prediction on the HI-11-14 dataset. We give the ROC-AUC, PR-AUC,
average VCMPR@k for & = 10, 50.

and d; be the degree of 4 in the test graph Giest = (V, Etest). Then
VCMPR@Deg(v) is defined as follows:
t; (Dl )

min(D;, d;)

We set D; and d; to not be the same to ensure each threshold is sufficiently
large. This experiment is motivated by the fact that in some graphs, the degree
of vertices tends to obey a power law distribution. Under such a distribution,
a small portion of vertices are incident to a large portion of the edges. Thus,
variable thresholds may be more appropriate. The results of these experiments

are in Fig. 11 and Tab. 12, where we see low scores as before. The performance
of all methods is extremely low in comparison to the AUC scores.

VCMPR@Deg(i) for vertex ¢ =
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blogcatalog amazon dblp sbm collab ddi bioplex HI-II-14

Avg VCNDCG Avg VCNDCG Avg VCNDCG Avg VCNDCG Avg VCNDCG Avg VCNDCG Avg VCNDCG Avg VCNDCG

@50 @10 @10 @10 @10 @50 @10 @10
Common Neighbors 0.23 0.30 0.49 0.15 0.21 0.82 0.07 0.03
Adamic Adar 0.24 0.31 0.53 0.15 0.23 0.82 0.07 0.03
Resource Allocation | 0.24 0.31 0.2 0.15 0.23 0.84 0.06 0.03
Deepwalk 0.04 0.15 0.26 0.14 0.14 0.66 0.04 0.01
Node2Vec 0.03 0.15 0.27 0.14 0.14 0.68 0.04 0.00
NetMF 0.10 0.00 0.03 0.18 0.02 0.70 0.13 0.03
RandNE 0.00 0.13 0.18 0.14 0.09 0.07 0.03 0.00
Walklets 0.14 0.34 0.42 0.17 0.20 0.05 0.09 0.05
BoostNE 0.00 0.00 0.00 0.12 0.00 0.53 0.00 0.00
Role2Vec 0.02 0.17 0.43 0.15 0.15 0.52 0.04 0.02
GraphSage-M 0.01 0.18 0.17 0.04 0.00 0.08 0.00 0.00
GraphSage-MP 0.02 0.17 0.15 0.07 0.00 0.07 0.01 0.01
GraphSage-L 0.01 0.12 0.11 0.01 0.00 0.07 0.00 0.00
HPE 0.21 0.00 0.00 0.17 0.02 0.44 0.07 0.01
HOP-rec 0.26 0.39 0.50 0.15 0.25 0.85 0.12 0.01

Table 10. This table complements Fig. 12, which plots the Normalized Discounted Cumulative Gain of each method over multiple datasets. We
give the average NDCG. We see that across all datasets, the scores are very low, typically below 0.2. Since blog-Catalog and ogbl-ddi
have high datasets, we set the parameter to be 50.

Comparison of VCMPR to Hits

sbm collab ddi bioplex

VCMPR  Hits VCMPR  Hits VCMPR  Hits VCMPR  Hits

@20 @20 | @20 @50 | @50 @20 | @50 @50
Common Neighbors | 0.50 0.52 0.31 0.53 0.82 0.18 0.19 0.32
Adamic Adar 0.50 0.74 0.34 0.65 0.82 0.18 0.19 0.32
Resource Allocation | 0.50 0.74 0.33 0.65 0.84 0.05 0.18 0.32
Deepwalk 0.44 0.53 0.21 0.22 0.66 0.01 0.12 0.31
Node2Vec 0.44 0.59 0.21 0.22 0.68 0.02 0.11 0.28
NetMF 0.50 0.73 0.03 0.35 0.70 0.00 0.31 0.58
RandNE 0.50 0.67 0.15 0.09 0.06 0.05 0.07 0.09
Walklets 0.49 0.75 0.29 0.59 0.83 0.02 0.27 0.64
BoostNE 0.31 0.64 0.00 0.08 0.57 0.04 0.00 0.00
Role2Vec 0.42 0.52 0.21 0.44 0.52 0.00 0.08 0.47
GraphSage-M 0.10 0.11 0.00 0.00 0.08 0.00 0.02 0.09
GraphSage-MP 0.23 0.44 0.00 0.00 0.07 0.00 0.02 0.10
GraphSage-L 0.03 0.04 0.00 0.00 0.07 0.00 0.01 0.07
HPE 0.50 0.69 0.02 0.21 0.46 0.00 0.26 0.54
HOP-rec 0.49 0.83 0.35 0.66 0.90 0.00 0.34 0.71

Table 11. This table compares VCMPR to Hits of each method over multiple data-sets.

VCMPR@Deg(V)

blog-

catalog amazon dblp sbm collab ddi bioplex HI-II-14
Common Neighbors | 0.16 0.14 0.35 0.08 | 0.17 0.65 | 0.05 0.02
Adamic Adar 0.16 0.15 0.38 0.08 | 0.18 0.66 | 0.05 0.02
Resource Allocation 0.16 0.14 0.38 0.08 | 0.19 0.69 | 0.05 0.02
Deepwalk 0.03 0.07 0.18 0.08 | 0.12 0.45 | 0.03 0.01
Node2Vec 0.02 0.07 0.18 0.08 | 0.11 0.49 | 0.03 0.01
NetMF 0.06 0.00 0.01 0.10 | 0.02 0.46 | 0.10 0.02
RandNE 0.00 0.06 0.12 0.08 | 0.06 0.30 | 0.02 0.00
Walklets 0.09 0.19 0.29 0.10 | 0.15 0.63 | 0.06 0.04
BoostNE 0.00 0.00 0.00 0.07 | 0.00 0.49 | 0.00 0.00
Role2Vec 0.01 0.11 0.31 0.08 | 0.11 0.35 | 0.02 0.01
GraphSage-M 0.01 0.08 0.09 0.03 | 0.00 0.07 | 0.00 0.00
GraphSage-MP 0.01 0.07 0.09 0.03 | 0.00 0.07 | 0.00 0.01
GraphSage-L 0.01 0.05 0.06 0.01 0.00 0.07 | 0.00 0.00
HPE 0.12 0.00 0.00 0.09 | 0.01 0.40 | 0.05 0.01
HOP-rec 0.18 0.22 0.36 0.08 | 0.19 0.40 | 0.09 0.01

Table 12. This table complements Fig. 11, which plots the VCMPR scores using a variable threshold based on the deg(v). We give the average
scores here. For amazon and db1p, we see a slight drop in scores when compared to the fixed thresholds.
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Fig. 11. We compute VCMPR curves with a variable threshold set to the degree of each vertex v in the ground-truth graph. In the more sparse amazon and db1p data-sets,
the VCMPR values are lower than in the fixed threshold plots. In the blog-Catalog dataset, the VCMPR values are slightly higher.
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Fig. 12. We compute VCNDCG for all datasets. Similarly to VCMPR, the VCNDCG scores are quite low, indicating that the top predictions are of poor quality. Thus most edges
are not in the top k predictions or are not ranked highly within said predictions.
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Fig. 13. VCMPR@k scores for multiple data-sets over both the test and train edges. Despite the fact that the majority of edges have been seen by the model in training, the
VCMPR curves show that the models often do not reflect those results. b1og—-Catalog still has quite poor scores, but even for the other datasets only a small percentage of
nodes have high VCMPR scores.
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Fig. 14. VCMPR@k scores for PPI data-sets over both the test and train edges. Despite the fact that the majority of edges have been seen by the model in training, the
VCMPR curves show that the models often do not reflect those results.
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Avg VCMPR  Avg VCMPR  Avg VCMPR | VCNDCG Avg VCMPR  Avg VCMPR  Avg VCMPR | VCNDCG
@10 @50 @Deg(V) @50 @10 @20 @Deg(V) @10
Common Neighbors | 0.25 0.29 0.15 0.22 Common Neighbors | 0.25 0.50 0.08 0.15
Adamic Adar 0.25 0.29 0.15 0.23 Adamic Adar 0.24 0.50 0.08 0.14
Resource Allocation | 0.20 0.18 0.12 0.17 Resource Allocation | 0.24 0.50 0.08 0.15
Deepwalk 0.19 0.17 0.12 0.16 Deepwalk 0.29 0.39 0.30 0.25
Node2Vec 0.20 0.18 0.12 0.17 Node2Vec 0.29 0.39 0.30 0.26
NetMF 0.43 0.34 0.25 0.38 NetMF 0.38 0.46 0.38 0.38
RandNE 0.03 0.02 0.02 0.03 GraRep 0.40 0.49 0.39 0.39
Walklets 0.39 0.38 0.27 0.37 RandNE 0.67 0.70 0.60 0.60
BoostNE 0.01 0.01 0.01 0.01 Walklets 0.40 0.49 0.38 0.41
Role2Vec 0.17 0.15 0.11 0.15 BoostNE 0.22 0.27 0.21 0.22
GraphSage-M 0.03 0.04 0.03 0.04 Role2Vec 0.33 0.40 0.32 0.33
GraphSage-MP 0.06 0.06 0.05 0.06 GraphSage-M 0.09 0.10 0.08 0.08
GraphSage-L 0.03 0.03 0.03 0.03 GraphSage-MP 0.14 0.19 0.15 0.12
HPE 0.49 0.43 0.29 0.44 GraphSage-L 0.03 0.03 0.03 0.03
HOP-rec 0.82 0.77 0.64 0.73 HPE 0.41 0.48 0.39 0.40
Table 13. This table complements Fig. 13, which has results from link HOP-rec 0.76 0.76 0.69 068

prediction on the entire blogcatalog dataset. We give the average ~ Table 16. This table complements Fig. 13, which has results from link
VCMPR@Xk for k = 10, 50, VCMPR@Deg(v), and VCNDCG@50. prediction on the entire sbm dataset. We give the average VCMPR@k
for k = 10, 20, VCMPR@Deg(v), and VCNDCG@10.

Avg VCMPR  Avg VOMPR  Avg VCMPR | VCNDCG AvgVCMPR _ Avg VCMPR _ Avg VCMPR | VCNDCG
@10 @20 @Deg(V) @10
i @10 @20 @Deg(V) @10
Common Neighbors | 0.48 0.57 0.15 0.29 -

. Common Neighbor 0.27 0.31 0.17 0.22
Adamic Adar 0.52 0.59 0.15 0.31 adlc A - 054 019 024
Ee”“rcli Allocation g'iz g'i: g';‘: gg; Resource Allocation | 0.30 0.34 0.19 0.24

cepwa : . : : Deepwalk 0.62 0.56 0.40 0.56
Node2Vec 0.42 0.47 0.31 0.34
Node2Vec 0.62 0.56 0.41 0.56
NetMF 0.00 0.01 0.00 0.00 NotVE 008 008 007 008
RandNE 0.53 0.56 0.43 0.46 RondNE 061 050 033 065
Walklets 0.55 0.69 0.40 0.51 S o o1 055 063
BoostNE 0.00 0.00 0.00 0.00 B 002 002 002 002
Role2Vec 0.37 0.45 0.28 0.36 R Noc 050 045 0.4 045
GraphSage-M 0.38 0.47 0.25 0.29 GraphSage-M 0'00 0'00 0'00 0'00
GraphSage-MP 0.33 0.42 0.22 0.25 Graph Sage_MP 000 0.00 0.00 0.00
GraphSage-L 0.28 0.34 0.18 0.21 phag : : : :
GraphSage-L 0.00 0.00 0.00 0.00
HPE 0.01 0.01 0.00 0.01 ok 004 003 003 004
HOP-rec 0.67 0.78 0185 €55 HOP-rec 0.79 0.79 0.67 0.74

Table 14. This table complements Fig.13, which has results from
link prediction on the entire amazon dataset. We give the average
VCMPR@k for & = 10, 20, VCMPR@Deg(v), and VCNDCG@10.

Table 17. This table complements Fig. 13, which has results from
link prediction on the entire col1lab dataset. We give the average
VCMPR@Xk for k = 10, 20, VCMPR@Deg(v), and VCNDCG@10.

Avg VCMPR  Avg VCMPR  Avg VCMPR | VCNDCG AvgVCMPR  Avg VCMPR  Avg VCMPR | VCNDCG

@10 @20 @Deg(V) @10 @10 @50 @Deg(V) @50
Common Neighbors | 0.64 070 0.34 0.48 Common Neighbors | 0.76 0.81 0.64 0.76
Adamic Adar 0.68 0.73 0.36 0.51 Adamic Adar 0.77 0.82 0.65 0.77
Resource Allocation | 0.68 0.73 0.35 0.50 Resource Allocation | 0.79 0.83 0.68 0.79
Deepwalk 0.53 0.55 0.44 0.46 Deepwalk 0.86 0.90 0.68 0.88
Node2Vec 0.53 0.54 0.43 0.45 Node2Vec 0.84 0.89 0.70 0.86
NetMF 0.03 0.03 0.02 0.02 NetMF 0.95 0.92 0.69 0.93
RandNE 0.50 0.4 0.40 0.47 RandNE 0.01 0.12 0.62 0.60
Walklets 0.67 0.75 0.55 0.65 Walklets 0.94 0.95 0.80 0.95
BoostNE 0.00 0.00 0.00 0.00 BoostNE 0.47 0.70 0.66 0.65
Role2Vec 0.52 0.57 0.39 0.51 Role2Vec 0.76 0.83 0.60 0.79
GraphSage-M 0.32 0.35 0.24 0.27 GraphSage-M 0.27 0.27 0.27 0.27
GraphSage-MP 0.26 0.28 0.21 0.22 GraphSage-MP 0.28 0.28 0.27 0.28
GraphSage-L 0.23 0.25 0.17 0.19 GraphSage-L 0.27 0.27 0.27 0.27
HPE 0.01 0.01 0.01 0.01 HPE 0.55 0.72 0.68 0.67
HOP-rec 0.77 0.82 0.66 0.74 HOP-rec 0.86 0.94 0.94 0.90

Table 15. This table complements Fig. 13, which has results from  Table 18. This table complements Fig. 13, which has results from link
link prediction on the entire dblp dataset. We give the average prediction on the entire ddi dataset. We give the average VCMPR@k
VCMPR@k for k = 10, 20, VCMPR@Deg(v), and VCNDCG@10. for k = 10, 50, VCMPR@Deg(v), and VCNDCG@50.
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Avg VCMPR  Avg VCMPR  Avg VCMPR | VCNDCG

@10 @50 @Deg(V) @10
Common Neighbors | 0.10 0.18 0.05 0.07
Adamic Adar 0.10 0.19 0.05 0.07
Resource Allocation | 0.09 0.18 0.05 0.07
Deepwalk 0.23 0.31 0.19 0.20
Node2Vec 0.23 0.31 0.19 0.20
NetMF 0.49 0.57 0.40 0.49
RandNE 0.36 0.31 0.22 0.39
Walklets 0.49 0.64 0.48 0.45
BoostNE 0.00 0.00 0.00 0.00
Role2Vec 0.28 0.42 0.25 0.25
GraphSage-M 0.01 0.02 0.01 0.01
GraphSage-MP 0.02 0.03 0.02 0.02
GraphSage-L 0.01 0.01 0.01 0.01
HPE 0.53 0.60 0.42 0.47
HOP-rec 0.64 0.74 0.67 0.57

Table 19. This table complements Fig. 14, which has results from
link prediction on the entire Bioplex dataset. We give the average
VCMPR@Xk for & = 10, 50, VCMPR@Deg(v), and VCNDCG@10.

Avg VCMPR  Avg VCMPR  Avg VCMPR | VCNDCG

@10 @50 @Deg(V) @10
Common Neighbors | 0.04 0.10 0.02 0.03
Adamic Adar 0.05 0.11 0.02 0.03
Resource Allocation | 0.04 0.11 0.02 0.03
Deepwalk 0.17 0.25 0.13 0.16
Node2Vec 0.17 0.25 0.14 0.16
NetMF 0.42 0.52 0.34 0.45
RandNE 0.23 0.23 0.14 0.25
Walklets 0.48 0.57 0.42 0.46
BoostNE 0.00 0.00 0.00 0.00
Role2Vec 0.35 0.45 0.28 0.32
GraphSage-M 0.03 0.04 0.02 0.03
GraphSage-MP 0.04 0.06 0.03 0.04
GraphSage-L 0.02 0.03 0.01 0.02
HPE 0.36 0.42 0.26 0.33
HOP-rec 0.03 0.04 0.02 0.03

Table 20. This table complements Fig. 14, which has results from
link prediction on the entire HI-11-14 dataset. We give the average
VCMPR@Xk for k = 10, 50, VCMPR@Deg(v), and VCNDCG@10.
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