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Abstract

Keller-Segel systems are a set of nonlinear partial differential equations used to model
chemotaxis in biology. In this paper, we propose two alternating direction implicit (ADI)
schemes to solve the 2D Keller-Segel systems directly with minimal computational cost,
while preserving positivity, energy dissipation law and mass conservation. One scheme
unconditionally preserves positivity, while the other does so conditionally. Both schemes
achieve second-order accuracy in space, with the former being first-order accuracy in time
and the latter second-order accuracy in time. Besides, the former scheme preserves the
energy dissipation law asymptotically. We validate these results through numerical experi-
ments, and also compare the efficiency of our schemes with the standard five-point scheme,
demonstrating that our approaches effectively reduce computational costs.

Key Words: Keller-Segel equations, energy dissipation, positive preserving, ADI scheme.

1 Introduction

The Keller-Segel system as a mathematical model was proposed to model the phenomenon of
chemotaxis in biology, established by Patlak [26] and Keller and Segel [18, 17]. Chemotaxis
is the migration of organisms in response to chemical signals. Usually, the organisms are at-
tracted by chemical signals that could be emitted by themselves. On the other hand, there is
another hidden mechanism, namely the diffusion phenomenon. These two mechanisms com-
pete with each other, leading to different interesting biological phenomena. These phenomena
could be summarized by the Keller-Segel equations, a system of parabolic-parabolic equations
or parabolic-elliptic equations in a limiting case. So far, the Keller-Segel equations are not
limited to describing such biological processes, but can also be widely used to describe various
phenomena in social sciences and other competitive systems.
One of the most important mathematical issues of the Keller-Segel system is the well-posedness
of their solutions. This issue has been well studied by mathematicians in some sense [2, 14,
15, 4]. Roughly speaking, if the initial mass is less than a critical value, the solution exists
globally, otherwise the solution will blow up in finite time. Certainly, blow-up does not occur
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in real scenarios. This indicates that the classical Keller-Segel model has limitations. There-
fore, several improved models are designed to relax such restrictions [27]. We will focus on the
classical one.
In addition to the analytic aspect of the Keller-Segel equations, the numerical aspect is also
extremely important for real applications. The Keller-Segel system consists of two equations,
one of which describes the evolution of density of organisms and the other describes the evolu-
tion of the chemoattractant concentration. Naturally, the density and the concentration should
remain nonnegative, the density should also preserve mass conservation under suitable bound-
ary conditions, and the energy dissipation law holds. A question arises: how do we design
numerical solvers that preserve these properties? In addressing this question, many works have
been proposed to solve such type equations with specific conditions. The most popular meth-
ods including linear/nonlinear finite volume schemes [3, 34, 5, 6, 1, 19], discontinuous Galerkin
schemes [10, 20], discontinuous finite element scheme [9], finite difference scheme [25], spectral
method [28], and others [16, 8]. Moreover, several general ways have been proposed to preserve
the energy dissipation law for specific problems, including scalar auxiliary variable approach
(SAV) [30], convex splitting method [7], stabilization method [31, 35], and the method of in-
variant energy quadratization (IEQ) [32, 33]. Furthermore, numerous numerical schemes have
been developed to address the challenges posed by the Poisson-Nernst-Planck equations. Given
the interrelated nature of Keller-Segel equations and Poisson-Nernst-Planck equations in the
context of numerical scheme design, we recommend that readers consult [21, 23, 24, 29], and
the references cited therein for more insights. Although these numerical methods are developed
to preserve positivity, mass conservation and energy dissipation and so on, very few of the ex-
isting papers take into account the reduction of computational cost while still preserving these
desired properties.
In this work, we consider the following 2D Keller-Segel equations

∂tρ = ∆ρ−∇ · (ρ∇c), (1)

ε∂tc = ∆c+ ρ, (2)

ρ(x, 0) = f(x), c(x, 0) = g(x),

where ρ and c are the cell density and the chemoattractant concentration respectively, x =
(x, y) ∈ Ω ⊂ R2, and ε is a nonnegative constant. To preserve positivity, Liu et al. [25]
reformulated the density equation (1) as the following symmetric form:

∂tρ = ∇ ·
(

ec∇
( ρ

ec

))

, (3)

and proposed the following first-order semi-discrete scheme:

ρn+1 − ρn

∆t
= ∆ρn+1 −∇ · (ρn+1∇cn+1), (4)

ε
cn+1 − cn

∆t
= ∆cn+1 + ρn. (5)

This scheme is not only stable, but also preserves positivity and mass conservation under some
suitable conditions. See [25] for more details.
It is not hard to realize that naive spatial discretizations of (4) might destroy the positivity
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of the solution and trigger instability. Denoting Mn+1 = ec
n+1

, Liu et al. [25] rewrote the
semi-discrete scheme (4) based on the symmetric form of the density equation (3):

ρn+1 − ρn

∆t
= ∇ ·

(

Mn+1∇
(

ρn+1

Mn+1

))

, (6)

ε
cn+1 − cn

∆t
= ∆cn+1 + ρn. (7)

Furthermore, denoting hn+1 = ρn+1
√
Mn+1

, one can reformulate (6) into

hn+1 −
∆t√
Mn+1

∇ ·
(

Mn+1∇
(

hn+1

√
Mn+1

))

=
ρn√
Mn+1

. (8)

We provide some finite difference notations here for convenience

∆+tv(x, y, t) := v(x, y, t+∆t)− v(x, y, t), (9)

δxv(x, y, t) := v(x+
1

2
∆x, y, t)− v(x−

1

2
∆x, y, t), (10)

δ2xv(x, y, t) := v(x+∆x, y, t)− 2v(x, y, t) + v(x−∆x, y, t), (11)

τxv :=
1√

Mn+1
δx

(

Mn+1δx

(

v√
Mn+1

))

, (12)

τyv :=
1√

Mn+1
δy

(

Mn+1δy

(

v√
Mn+1

))

, (13)

τ̄xv :=
1

√

Mn+ 1
2

δx

(

Mn+ 1
2 δx

(

v
√

Mn+ 1
2

))

, (14)

τ̄yv :=
1

√

Mn+ 1
2

δy

(

Mn+ 1
2 δy

(

v
√

Mn+ 1
2

))

. (15)

We denote the spatial domain of solutions by Ω = [a, b] × [c, d], and the mesh sizes by ∆x
and ∆y in x- and y-directions respectively. We use cni,j to denote the numerical solution for
c(xi, yj, tn). The other variables could be defined in similar ways.
Applying the standard five-point method for spatial discretization, one can obtain

(

ε

∆t
−

1

(∆x)2
δ2x −

1

(∆y)2
δ2y

)

cn+1
i,j =

ε

∆t
cni,j + ρni,j, (16)

(

1−
∆t

(∆x)2
τx −

∆t

(∆y)2
τy

)

hn+1
i,j =

ρni,j
√

Mn+1
i,j

. (17)

At n-th time step, one solves a sparse, NxNy × NxNy linear system for cn+1 from (16); then
solves another sparse, NxNy × NxNy linear system for hn+1 from (17). Subsequently, we can
obtain the density ρn+1

i,j using the following formula:

ρn+1
i,j = hn+1

i,j

√

Mn+1
i,j . (18)
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This scheme not only preserves positivity and mass conservation but also decouples a nonlinear
system into a two-stage linear system. This means that the Keller-Segel system could be solved
efficiently using iterative methods. However, such as in [25], if the grid is sufficiently fine, the
computational cost becomes high. Especially, the solution to the Keller-Segel system blows up
in finite time when the initial mass is large than a critical value [27]. In this case, usually,
we would have to use an extremely fine grids to capture more precise asymptotic behavior
and seek most efficient scheme to minimize computational cost. In this work, we construct
an alternating direction implicit (ADI) scheme so that the linear systems corresponding to
the discretized equations corresponding to (6) and (7) can be solved directly with minimal
computational cost while still preserving positivity, mass conservation and energy dissipation
law asymptotically.

2 ADI schemes

ADI schemes solve the sparse linear systems using fast direct methods when parabolic partial
differential equations are discretized in 2D or higher dimensions. In this section, we propose an
ADI scheme for solving the Keller-Segel system (1) and (2). The scheme preserves positivity,
mass conservation and energy dissipation law asymptotically.

2.1 The ADI scheme

Concentration equation. The five-point scheme (16) for the semi-discrete scheme (5) can
be written as follows

(1− µε
xδ

2
x − µε

yδ
2
y)c

n+1
i,j = cni,j +

∆t

ε
ρni,j, where µε

x =
∆t

ε(∆x)2
and µε

y =
∆t

ε(∆y)2
. (19)

Instead of (19), we propose an ADI scheme discretizing Eq. (5) as follows

(1− µε
xδ

2
x)(1− µε

yδ
2
y)c

n+1
i,j = cni,j +

∆t

ε
ρni,j, (20)

which is equivalent to the following 2-step method:

(1− µε
xδ

2
x)c

∗
i,j = cni,j +

∆t

ε
ρni,j, (21)

(1− µε
yδ

2
y)c

n+1
i,j = c∗i,j . (22)

Density equation. The five-point scheme (17) for the density ρ can be rewritten as

[1− (µxτx + µyτy)]h
n+1
i,j =

ρni,j
√

Mn+1
i,j

, where µx =
∆t

(∆x)2
, µy =

∆t

(∆y)2
. (23)

τx and τy are operators defined as in (12) and (13). Instead of (23), we consider the following
ADI method for the semi-discrete equation (4)

(1− µxτx)h
∗
i,j =

ρni,j
√

Mn+1
i,j

, (24)
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(1− µyτy)h
n+1
i,j = h∗i,j . (25)

The 2-step scheme (24) and (25) is equivalent to

(1− µxτx)(1− µyτy)h
n+1
i,j =

ρni,j
√

Mn+1
i,j

. (26)

It is straight forward to verify that the leading-order truncation errors of the ADI scheme
(20) and (26) for Keller-Segel system are the same as the five-point scheme (19) and (23), i.e.,
second-order in space and first-order in time. See Appendix B. The stability of this scheme
holds if the Keller-Segel equations satisfy a technical condition and a small data condition. See
[25] for more details.

2.2 Conservative properties of the ADI scheme

2.2.1 Positivity preservation

Preserving positivity in numerical solutions of the Keller-Segel equations is crucial for obtaining
physically meaningful results, as it ensures that the solutions accurately reflect the behavior of
the system being modeled. In this subsection, we prove that the ADI schemes (20) and (26)
preserve positivity for the Keller-Segel equations.

Theorem 2.1. Suppose ρ0i,j ≥ 0, then the ADI scheme (26) preserves ρni,j ≥ 0, n ∈ N.

Proof. In order to prove the ADI scheme (26) preserves posititvity, it is enough to prove the
equivalent form (24) and (25) preserves positivity. Therefore, we prove the first equation (24)
preserves positivity. The positivity-preserving property of the second equation (25) could be
proved in a similar way.
Recalling the fully discrete scheme of the operator τx:

τxh
∗
i,j =

1
√

Mn+1
i,j

δx

(

Mn+1
i,j δx

(

h∗√
Mn+1

)

i,j

)

=
1

√

Mn+1
i,j

⎡

⎣

√

Mn+1
i,j Mn+1

i+1,j

⎛

⎝

h∗i+1,j
√

Mn+1
i+1,j

−
h∗i,j

√

Mn+1
i,j

⎞

⎠−
√

Mn+1
i−1,jM

n+1
i,j

⎛

⎝

h∗i,j
√

Mn+1
i,j

−
h∗i−1,j
√

Mn+1
i−1,j

⎞

⎠

⎤

⎦ .

(27)

Here, Mn+1
i− 1

2
,j

is approximated by its geometric mean
√

Mn+1
i−1,jM

n+1
i,j and similarly for the other

terms at half grid points. Therefore, the first equation of the scheme for Eq. (24) can be written
as:

h∗i,j =
µx

√

Mn+1
i,j

⎡

⎣

√

Mn+1
i,j Mn+1

i+1,j

⎛

⎝

h∗i+1,j
√

Mn+1
i+1,j

−
h∗i,j

√

Mn+1
i,j

⎞

⎠+
√

Mn+1
i−1,jM

n+1
i,j

⎛

⎝

h∗i−1,j
√

Mn+1
i−1,j

−
h∗i,j

√

Mn+1
i,j

⎞

⎠

⎤

⎦
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+
ρni,j

√

Mn+1
i.j

. (28)

Let (k, l) be the indices satisfy h∗k,l/
√

Mn+1
k,l = mini,j{h∗i,j/

√

Mn+1
i,j }. Note that Mn+1

i,j ≥ 0 and

ρni,j ≥ 0 for arbitrary i, j, then we conclude h∗k,l/
√

Mn+1
k,l ≥ 0 from (28) because both terms

in the bracket of RHS of (28) are nonnegative. Thus, mini,j{h∗i,j/
√

Mn+1
i,j } ≥ 0 which implies

h∗i,j ≥ 0 for all i, j’s. The second equation of the scheme for the density, Eq. (25) could be
verified similarly. It means that we have shown the positivity preservation of our ADI scheme
for the density ρ.

Remark 2.2. Expanding the ADI scheme (21) and (22) for the chemoattractant concentration
c

c∗i,j = µε
x(c

∗
i+1,j − 2c∗i,j + c∗i−1,j) + cni,j +

∆t

ε
ρni,j, (29)

cn+1
i,j = µε

y(c
n+1
i,j+1 − 2cn+1

i,j + cn+1
i,j−1) + c∗i,j , (30)

we can show the positivity of concentration cni,j ≥ 0 following the same argument as in the
proof of Theorem 2.1.

2.2.2 Conservation of mass

Mass conservation, d
dt

∫

Ω ρdx = 0, is another important property of the Keller-Segel equations.
Therefore, we hope to preserve this property in the spatial discretization. In order to verify mass

conservation of the proposed ADI scheme (26), we only need to verify
∑

i,j

√

Mn+1
i,j τxh

n+1
i,j = 0,

∑

i,j

√

Mn+1
i,j τyh

n+1
i,j = 0 and

∑

i,j

√

Mn+1
i,j τxτyh

n+1
i,j = 0 separately. For example, we show that

the fully discrete scheme of operator τx (12) satisfies
∑

i,j

√

Mn+1
i,j τxh

n+1
i,j = 0. To be specific,

taking Mn+1
i+ 1

2
,j

to be the geometric mean
√

Mn+1
i,j Mn+1

i+1,j, we have

τxh
n+1
i,j =

1
√

Mn+1
i,j

⎡

⎣

√

Mn+1
i+1,jM

n+1
i,j

⎛

⎝

hn+1
i+1,j

√

Mn+1
i+1,j

−
hn+1
i,j

√

Mn+1
i,j

⎞

⎠−
√

Mn+1
i,j Mn+1

i−1,j

⎛

⎝

hn+1
i,j

√

Mn+1
i,j

−
hn+1
i−1,j

√

Mn+1
i−1,j

⎞

⎠

⎤

⎦

=
1

√

Mn+1
i,j

[(

√

Mn+1
i,j hn+1

i+1,j −
√

Mn+1
i−1,jh

n+1
i,j

)

+

(

√

Mn+1
i,j hn+1

i−1,j −
√

Mn+1
i+1,jh

n+1
i,j

)]

.

(31)

Summing over (i, j) of the above equation and assuming periodic boundary condition or other
mass-conservative boundary conditions, we get

∑

i,j

√

Mn+1
i,j τxh

n+1
i,j = 0. (32)
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Similarly, we can verify that the fully discrete scheme of operators τy (13) and τxτy (A.3) have
mass conservation, i.e.,

∑

i,j

√

Mn+1
i,j τyh

n+1
i,j = 0,

∑

i,j

√

Mn+1
i,j τxτyh

n+1
i,j = 0. (33)

Combining them into the scheme of density equation (26) and recalling ρn+1
i,j =

√

Mn+1
i,j hn+1

i,j ,

one can verify that the mass conservation of density variable ρ, that is,
∑

i,j ρ
n+1
i,j =

∑

i,j ρ
n
i,j.

We note that the mass conservation of the concentration is
∑

i,j c
n+1
i,j =

∑

i,j c
n
i,j +

∆t
ε

∑

i,j ρ
n
i,j

rather than
∑

i,j c
n+1
i,j =

∑

i,j c
n
i,j , which can be shown in the same manner.

Remark 2.3. Since 0 ≤ i ≤ Nx and 0 ≤ j ≤ Ny, we remark that the summation
∑

i,j should

be replaced by
∑Nx−1,Ny−1

i,j=0 for periodic boundary conditions or
∑Nx,Ny

i,j=0 for Neumann-type
boundary conditions.

2.2.3 Energy dissipation

It is well known that the free energy of the Keller-Segel system satisfies an entropy-dissipation
law. To be specific, the free energy of the parabolic-parabolic Keller-Segel system (1) and (2)
can be expressed as

E(ρ, c) =

∫

Ω

[

ρ log ρ− ρ− ρc+
1

2
|∇c|2

]

dx, (34)

and the entropy-dissipation equality

d

dt
E(t) = −

∫

Ω

[

ρ|∇(log ρ− c)|2 + ε|∂tc|2
]

dx, (35)

where the domain Ω ⊂ R2 is bounded.
From the framework of energetic variational approach [13], we can define the flow map x(X, t)
for the cell density ρ based on the mass conservation law:

{

u(x, t) = xt, t > 0,

x(X, 0) = X,
(36)

with x being the Eulerian coordinates, and X Lagrangian coordinates. Then the mass conser-
vation law can be written as

ρt +∇ · (ρu) = 0, (37)

which implies

ρ(x(X, t), t) =
ρ0(X)

det ∂x
∂X

. (38)

With the flow map on ρ, the energy dissipation system (35) becomes

d

dt
E(ρ(x(X, t), t), c) = −

∫

Ω
[ρ|u|2 + ϵ|∂tc|2]dx = −2D, (39)
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where c can be viewed as a fixed given function on the flow map of ρ and the energy dissipation
D := 1

2

∫

Ω[ρ|u|
2 + ϵ|∂tc|2]dx. Now, we may define the action functional A(x) =

∫ T
0 −Edt with

respect to x. According to the force balance law

δA
δx

=
δD
δxt

, (40)

we can get the first equation (1) in the Keller-Segel system. On the other hand, we may define
another flow map x1(X, t) for the chemoattractant concentration c which satisfies the transport
equation [22]:

∂tc+ u1 ·∇c = 0, (41)

where (41) is equivalent to c(x1(X, t), t) = c0(X). For this flow map, the energy-dissipation
system can be seen as

d

dt
E(x1, c,∇c) = −2D. (42)

Now by the force balance law (40) with x replaced by x1, we may obtain the second equation
(2) of the Keller-Segel system. We refer the reader to [12, 13] for more background knowledge
of the energetic variational approach.
In this part, we first prove that the original scheme (16) and (17) for Keller-Segel equations
proposed by Liu et al. [25] is energy dissipative. Subsequently, we discuss the energy dissipation
law for the ADI scheme (20) and (26).
To this end, we impose two alternative boundary conditions on the density ρ and the concen-
tration c. One is the periodic boundary conditions for ρ and c. The other is the following
Neumann-type boundary conditions

M
∂
(

ρ
M

)

∂n
= 0 and

∂c

∂n
= 0, on ∂Ω. (43)

We first summarize the semi-discrete scheme result as the following theorem.

Theorem 2.4. For the solution to the semi-discrete scheme (6) and (7), we have the following

energy dissipation inequality:

En+1 − En ≤ −∆t

∫

Ω

[

ρn+1|∇(log ρn+1 − cn+1)|2 + ε

∣

∣

∣

∣

cn+1 − cn

∆t

∣

∣

∣

∣

2
]

dx, for all n ≥ 0,

(44)

where

En = E(ρn, cn) =

∫

Ω

[

ρn log ρn − ρn − ρncn +
1

2
|∇cn|2

]

dx. (45)

Proof. Using the equality

(a− b) log a = (a log a− a)− (b log b− b) +
(a− b)2

2ψ
, ψ ∈ [min{a, b},max{a, b}] , (46)

we have

En+1 − En =

∫

Ω

[

ρn+1(log ρn+1 − 1)− ρn(log ρn − 1)
]

− ρn+1cn+1 + ρncn +
1

2
(|∇cn+1|2 − |∇cn|2)dx

8



≤
∫

Ω

[

(ρn+1 − ρn) log ρn+1 − ρn+1cn+1 + ρncn +
1

2
(|∇cn+1|2 − |∇cn|2)

]

dx

=

∫

Ω
(ρn+1 − ρn)(log ρn+1 − cn+1)dx+

∫

1

2
(|∇cn+1|2 − |∇cn|2)dx−

∫

ρn(cn+1 − cn)dx.

(47)

Using Eq. (6), integration by parts and either of the boundary conditions on the variable ρ,
from (47), we obtain

En+1 − En ≤∆t

∫

Ω
∇ ·
[

Mn+1∇
(

ρn+1

Mn+1

)]

(log ρn+1 − cn+1)dx+

∫

Ω

1

2
(|∇cn+1|2 − |∇cn|2)dx

−
∫

Ω
ρn(cn+1 − cn)dx

=−∆t

∫

Ω
Mn+1∇

(

ρn+1

Mn+1

)

·∇(log ρn+1 − cn+1)dx+

∫

Ω

1

2
(|∇cn+1|2 − |∇cn|2)dx

−
∫

Ω
ρn(cn+1 − cn)dx. (48)

For two arbitrary scalars or vectors α,β, using the equality

(α− β) · α =
1

2
(|α|2 − |β|2 + |α− β|2), (49)

integration by parts and either of the boundary conditions on the variable c, from (48), we have

En+1 − En ≤−∆t

∫

Ω
Mn+1∇

(

ρn+1

Mn+1

)

·∇(log ρn+1 − cn+1)dx+

∫

Ω
(∇cn+1 −∇cn) ·∇cn+1dx

−
∫

Ω
ρn(cn+1 − cn)dx

=−∆t

∫

Ω
Mn+1∇

(

ρn+1

Mn+1

)

·∇(log ρn+1 − cn+1)dx−
∫

Ω
(cn+1 − cn)∆cn+1dx

−
∫

Ω
ρn(cn+1 − cn)dx

=−∆t

∫

Ω
Mn+1∇

(

ρn+1

Mn+1

)

·∇(log ρn+1 − cn+1)dx−
∫

Ω
(cn+1 − cn)(∆cn+1 + ρn)dx.

(50)

Using Eq. (7), from (50), we have

En+1 − En ≤−∆t

∫

Ω
Mn+1∇

(

ρn+1

Mn+1

)

·∇(log ρn+1 − cn+1)dx− ε∆t

∫

Ω

cn+1 − cn

∆t
dx

=−∆t

∫

Ω

[

ρn+1
∣

∣∇(log ρn+1 − cn+1)
∣

∣

2
+ ε

∣

∣

∣

∣

cn+1 − cn

∆t

∣

∣

∣

∣

2
]

dx. (51)

For the last equality in (51), the identical equation M∇( ρ
M ) = ρ∇(log ρ− c) are employed. We

have shown the following energy dissipation law for the semi-discrete scheme (7) and (6): For

9



all n ≥ 0,

En+1 − En ≤ −∆t

∫

[

ρn+1
∣

∣∇(log ρn+1 − cn+1)
∣

∣

2
+ ε

∣

∣

∣

∣

cn+1 − cn

∆t

∣

∣

∣

∣

2
]

dx. (52)

To prove that the fully discrete five-point finite difference scheme (16) and (17) preserves a
discrete version of the energy dissipation, we state two propositions first. For convenience, we
assume the number of grind points N = Nx = Ny and 0 ≤ i, j ≤ N .
We introduce several different inner products for two scalar functions f(x, y) and g(x, y) as
follows

⟨f, g⟩k :=
N−1
∑

i,j=1

fi,jgi,j∆x∆y, (53)

⟨f, g⟩mx
:=

N−1
∑

i=0,j=1

fi+ 1
2
,jgi+ 1

2
,j∆x∆y, (54)

⟨f, g⟩my
:=

N−1
∑

i=1,j=0

fi,j+ 1
2

gi,j+ 1
2

∆x∆y, (55)

⟨f, g⟩m :=
1

2

[

⟨f, g⟩mx
+ ⟨f, g⟩my

]

, (56)

where fi+ 1
2
,j denotes the value at (xi +

1
2∆x, yj), etc.

For 2D vector-valued functions u(x, y) = (u1(x, y), u2(x, y)) and v(x, y) = (v1(x, y), v2(x, y)),
we define the corresponding inner products as

⟨u,v⟩k := ⟨u1, v1⟩k + ⟨u2, v2⟩k , (57)

⟨u,v⟩m := ⟨u1, v1⟩mx
+ ⟨u2, v2⟩my

, (58)

Besides, we introduce the discrete gradient operator δ =
(

1
∆xδx,

1
∆y δy

)

.

Similar to Flavell et al. [11], we have the following two summation-by-parts formulas.

Proposition 2.5. The following summation-by-parts formula holds

〈√
Mn+1

(∆x)2
τx

(

ρn+1

√
Mn+1

)

+

√
Mn+1

(∆y)2
τy

(

ρn+1

√
Mn+1

)

, log ρn+1 − cn+1

〉

k

=−
〈

Mn+1
δ

(

ρn+1

Mn+1

)

, δ(log ρn+1 − cn+1)

〉

m

−
∆y

∆x

N−1
∑

j=1

[

Mn+1
1
2
,j
δx
( ρ

M

)n+1

1
2
,j

(

log ρn+1
0,j − cn+1

0,j

)

]

+
∆y

∆x

N−1
∑

j=1

[

Mn+1
N− 1

2
,j
δx
( ρ

M

)n+1

N− 1
2
,j

(

log ρn+1
N,j − cn+1

N,j

)

]

10



−
∆x

∆y

N−1
∑

i=1

[

Mn+1
i, 1

2

δy
( ρ

M

)n+1

i, 1
2

(

log ρn+1
i,0 − cn+1

i,0

)

]

+
∆x

∆y

N−1
∑

i=1

[

Mn+1
i,N− 1

2

δy
( ρ

M

)n+1

i,N− 1
2

(

log ρn+1
i,N − cn+1

i,N

)

]

. (59)

Furthermore, implementing the Neumann-type boundary conditions (43) as δx
( ρ
M

)n+1
1
2
,j

= δx
( ρ
M

)n+1
N− 1

2
,j
=

δy
( ρ
M

)n+1
i, 1

2

= δy
( ρ
M

)n+1
i,N− 1

2

= 0, we obtain the following simplified version of summation-by-parts

formula
〈√

Mn+1

(∆x)2
τx

(

ρn+1

√
Mn+1

)

+

√
Mn+1

(∆y)2
τy

(

ρn+1

√
Mn+1

)

, log ρn+1 − cn+1

〉

k

= −
〈

Mn+1
δ

(

ρn+1

Mn+1

)

, δ
(

log ρn+1 − cn+1
)

〉

m

. (60)

Proof. By the definition, we have
〈√

Mn+1

(∆x)2
τx

(

ρn+1

√
Mn+1

)

+

√
Mn+1

(∆y)2
τy

(

ρn+1

√
Mn+1

)

, log ρn+1 − cn+1

〉

k

=∆x∆y
N−1
∑

i,j=1

{

1

(∆x)2
δx

[

Mn+1δx

(

ρn+1

Mn+1

)]

i,j

+
1

(∆y)2
δy

[

Mn+1δy

(

ρn+1

Mn+1

)]

i,j

}

(

log ρn+1
i,j − cn+1

i,j

)

=∆y
N−1
∑

i,j=1

⎡

⎣

Mn+1
i+ 1

2
,j
δx
(

ρ
M

)n+1
i+ 1

2
,j
−Mn+1

i− 1

2
,j
δx
(

ρ
M

)n+1
i− 1

2
,j

∆x

⎤

⎦

(

log ρn+1
i,j − cn+1

i,j

)

+∆x
N−1
∑

i,j=1

⎡

⎣

Mn+1
i,j+ 1

2

δy
(

ρ
M

)n+1
i,j+ 1

2

−Mn+1
i,j− 1

2

δy
(

ρ
M

)n+1
i,j− 1

2

∆y

⎤

⎦

(

log ρn+1
i,j − cn+1

i,j

)

. (61)

For the first term on the right-hand side of (61), we can split it into two parts as follows

∆y
N−1
∑

i,j=1

⎡

⎣

Mn+1
i+ 1

2
,j
δx(

ρ
M )n+1

i+ 1
2
,j
−Mn+1

i− 1
2
,j
δx
( ρ
M

)n+1
i− 1

2
,j

∆x

⎤

⎦

(

log ρn+1
i,j − cn+1

i,j

)

=
∆y

∆x

N−1
∑

i,j=1

[

Mn+1
i+ 1

2
,j
δx
( ρ

M

)n+1

i+ 1
2
,j

(

log ρn+1
i,j − cn+1

i,j

)

]

−
∆y

∆x

N−1
∑

i,j=1

[

Mn+1
i− 1

2
,j
δx
( ρ

M

)n+1

i− 1
2
,j

(

log ρn+1
i,j − cn+1

i,j

)

]

=
∆y

∆x

N−1
∑

i,j=1

[

Mn+1
i+ 1

2
,j
δx
( ρ

M

)n+1

i+ 1
2
,j

(

log ρn+1
i,j − cn+1

i,j

)

]

−
∆y

∆x

N−2
∑

i=0

N−1
∑

j=1

[

Mn+1
i+ 1

2
,j
δx
( ρ

M

)n+1

i+ 1
2
,j

(

log ρn+1
i+1,j − cn+1

i+1,j

)

]
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=−∆x∆y
N−1
∑

i=0,j=1

⎡

⎣Mn+1
i+ 1

2
,j

δx
(

ρ
M

)n+1
i+ 1

2
,j

∆x

(

log ρn+1
i+1,j − cn+1

i+1,j

)

−
(

log ρn+1
i,j − cn+1

i,j

)

∆x

⎤

⎦

−
∆y

∆x

N−1
∑

j=1

[

Mn+1
1
2
,j
δx
( ρ

M

)n+1

1
2
,j

(

log ρn+1
0,j − cn+1

0,j

)

]

+
∆y

∆x

N−1
∑

j=1

[

Mn+1
N− 1

2
,j
δx
( ρ

M

)n+1

N− 1
2
,j

(

log ρn+1
N,j − cn+1

N,j

)

]

=−
1

(∆x)2

〈

Mn+1δx

(

ρn+1

Mn+1

)

, δx
(

log ρn+1 − cn+1
)

〉

mx

−
∆y

∆x

N−1
∑

j=1

[

Mn+1
1
2
,j
δx
( ρ

M

)n+1

1
2
,j

(

log ρn+1
0,j − cn+1

0,j

)

]

+
∆y

∆x

N−1
∑

j=1

[

Mn+1
N− 1

2
,j
δx
( ρ

M

)n+1

N− 1
2
,j

(

log ρn+1
N,j − cn+1

N,j

)

]

. (62)

Similarly, for the second term on the right-hand side of (61), we have

∆x
N−1
∑

i,j=1

⎡

⎣

Mn+1
i,j+ 1

2

δy
(

ρ
M

)n+1
i,j 1

2

−Mn+1
i,j− 1

2

δy
(

ρ
M

)n+1
i,j− 1

2

∆y

⎤

⎦

(

log ρn+1
i,j − cn+1

i,j

)

=−
1

(∆y)2

〈

Mn+1δy

(

ρn+1

Mn+1

)

, δy
(

log ρn+1 − cn+1
)

〉

my

−
∆x

∆y

N−1
∑

i=1

[

Mn+1
i, 1

2

δy
( ρ

M

)n+1

i, 1
2

(

log ρn+1
i,0 − cn+1

i,0

)

]

+
∆x

∆y

N−1
∑

i=1

[

Mn+1
i,N− 1

2

δy
( ρ

M

)n+1

i,N− 1
2

(

log ρn+1
i,N − cn+1

i,N

)

]

. (63)

Combining (62) and (63), we obtain the formula (59).

If the Neumann-type boundary conditions (43) are discretized as δx
( ρ
M

)n+1
1
2
,j

= δx
( ρ
M

)n+1
N− 1

2
,j
=

δy
( ρ
M

)n+1
i, 1

2

= δy
( ρ
M

)n+1
i,N− 1

2

= 0, (59) is simplified to (60).

Remark 2.6. If the boundary conditions is given as periodic conditions, the simplified formula
(60) holds if we redefine the inner products in (53)-(55) as

⟨f, g⟩k :=
N−1
∑

i,j=0

fi,jgi,j∆x∆y, (64)

⟨f, g⟩mx
:=

N−1
∑

i,j=0

fi+ 1
2
,jgi+ 1

2
,j∆x∆y, (65)
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⟨f, g⟩my
:=

N−1
∑

i,j=0

fi,j+ 1
2

gi,j+ 1
2

∆x∆y. (66)

Similarly, we can also prove the following summation-by-parts formula.

Proposition 2.7.

〈

cn+1 − cn, δ2cn+1
〉

k
=−

〈

δcn+1, δ
(

cn+1 − cn
)〉

m

−
∆y

∆x

N−1
∑

j=1

(cn+1
0,j − cn0,j)δxc

n+1
1
2
,j

+
∆y

∆x

N−1
∑

j=1

(cn+1
N,j − cnN,j)δxc

n+1
N− 1

2
,j

−
∆x

∆y

N−1
∑

i=1

(cn+1
i,0 − cni,0)δxc

n+1
i, 1

2

+
∆x

∆y

N−1
∑

i=1

(cn+1
i,N − cni,N )δxc

n+1
i,N− 1

2

. (67)

Furthermore, implementing the Neumann-type boundary conditions (43) as δxc
n+1
1
2
,j

= δxc
n+1
N− 1

2
,j
=

δyc
n+1
i, 1

2

= δyc
n+1
i,N− 1

2

= 0, we have

〈

cn+1 − cn, δ2cn+1
〉

k
=−

〈

δcn+1, δ
(

cn+1 − cn
)〉

m
. (68)

Proof. The proof is similar to that of Proposition 2.5.

Remark 2.8. If the boundary conditions is given as periodic conditions, the simplified formula
(68) holds if we redefine the inner products in (53)-(55) as Remark 2.6.

Now we are ready to show the discrete version of the energy dissipation law. When the
boundary conditions are of Neumann-type, we approximate En by the fully discrete energy at
time tn as

En = ∆x∆y
N−1
∑

i,j=1

[

ρni,j log ρ
n
i,j − ρni,j − ρni,jc

n
i,j

]

+
1

2
∆x∆y

⎡

⎣

N−1
∑

i=0,j=1

∣

∣

∣

∣

∣

δxcni+ 1

2
,j

∆x

∣

∣

∣

∣

∣

2

+
N−1
∑

i=1,j=0

∣

∣

∣

∣

∣

δycni,j+ 1

2

∆y

∣

∣

∣

∣

∣

2
⎤

⎦ .

(69)
When the boundary conditions are periodic, we approximate En (45) as

En = ∆x∆y
N−1
∑

i,j=0

[

ρni,j log ρ
n
i,j − ρni,j − ρni,jc

n
i,j

]

+
1

2
∆x∆y

⎡

⎣

N−1
∑

i,j=0

∣

∣

∣

∣

∣

δxcni+ 1
2
,j

∆x

∣

∣

∣

∣

∣

2

+
N−1
∑

i,j=0

∣

∣

∣

∣

∣

δycni,j+ 1
2

∆y

∣

∣

∣

∣

∣

2
⎤

⎦ .

(70)

Remark 2.9. Under Neumann-type boundary condtions, the discrete energy En (69) has the
leading order quadratic error O(∆x∆y) for approximating the analytic energy E(ρ(tn), c(tn)).
Under the periodic boundary conditions, the first term of (70) approximates

∫

Ω (ρn log ρn − ρn − ρncn) dx

with spectral accuracy while the second term of (70) has the leading-order error of O
(

(∆x)3 ∆y
)

+

O
(

∆x (∆y)3
)

due to the second-order accuracy of central differencing
δxcn

i+1
2
,j

∆x to ∂c
∂x

(

xi+ 1
2

, yj, tn
)

and
δycn

i,j+1
2

∆y to ∂c
∂y

(

xi, yj+ 1

2

, tn
)

.
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The following discrete version of the energy dissipation law holds for the finite difference
scheme (16) and (17).

Theorem 2.10. For the solution to the finite difference scheme (16) and (17), we have the

following energy dissipation inequality:

En+1 − En ≤−∆t

〈

Mn+1
δ

(

ρn+1

Mn+1

)

, δ
(

log ρn+1 − cn+1
)

〉

m

− ε∆t

〈

cn+1 − cn

∆t
,
cn+1 − cn

∆t

〉

k

. (71)

Proof. Using the equality (46), we have

En+1 − En =∆x∆y
N−1
∑

i,j=1

[

ρn+1
i,j

(

log ρn+1
i,j − 1

)

− ρni,j
(

log ρni,j − 1
)

]

−∆x∆y
N−1
∑

i,j=1

[

ρn+1
i,j cn+1

i,j − ρni,jc
n
i,j

]

+
1

2

∆y

∆x

N−1
∑

i=0,j=1

(

∣

∣

∣

∣

δxc
n+1
i+ 1

2
,j

∣

∣

∣

∣

2

−
∣

∣

∣δxc
n
i+ 1

2
,j

∣

∣

∣

2
)

+
1

2

∆x

∆y

N−1
∑

i=1,j=0

(

∣

∣

∣

∣

δyc
n+1
i,j+ 1

2

∣

∣

∣

∣

2

−
∣

∣

∣δxc
n
i,j+ 1

2

∣

∣

∣

2
)

≤∆x∆y
N−1
∑

i,j=1

[(

ρn+1
i,j − ρni,j

)

log ρn+1
i,j

]

−∆x∆y
N−1
∑

i,j=1

[

ρn+1
i,j cn+1

i,j − ρni,jc
n
i,j

]

+
1

2

∆y

∆x

N−1
∑

i=0,j=1

(

∣

∣

∣

∣

δxc
n+1
i+ 1

2
,j

∣

∣

∣

∣

2

−
∣

∣

∣
δxc

n
i+ 1

2
,j

∣

∣

∣

2
)

+
1

2

∆x

∆y

N−1
∑

i=1,j=0

(

∣

∣

∣

∣

δyc
n+1
i,j+ 1

2

∣

∣

∣

∣

2

−
∣

∣

∣
δxc

n
i,j+ 1

2

∣

∣

∣

2
)

=∆x∆y
N−1
∑

i,j=1

[(

ρn+1
i,j − ρni,j

)(

log ρn+1
i,j − cn+1

i,j

)

− ρni,j

(

cn+1
i,j − cni,j

)]

+
1

2

∆y

∆x

N−1
∑

i=0,j=1

(

∣

∣

∣

∣

δxc
n+1
i+ 1

2
,j

∣

∣

∣

∣

2

−
∣

∣

∣
δxc

n
i+ 1

2
,j

∣

∣

∣

2
)

+
1

2

∆x

∆y

N−1
∑

i=1,j=0

(

∣

∣

∣

∣

δyc
n+1
i,j+ 1

2

∣

∣

∣

∣

2

−
∣

∣

∣
δxc

n
i,j+ 1

2

∣

∣

∣

2
)

.

(72)

Using the equality (49), from (72), we have

En+1 − En ≤∆x∆y
N−1
∑

i,j=1

[(

ρn+1
i,j − ρni,j

)(

log ρn+1
i,j − cn+1

i,j

)

− ρni,j

(

cn+1
i,j − cni,j

)]

+
∆y

∆x

N−1
∑

i=0,j=1

(

δxc
n+1
i+ 1

2
,j
− δxc

n
i+ 1

2
,j

)

δxc
n+1
i+ 1

2
,j
+

∆x

∆y

N−1
∑

i=1,j=0

(

δyc
n+1
i,j+ 1

2

− δyc
n
i,j+ 1

2

)

δyc
n+1
i,j+ 1

2

=
〈

ρn+1 − ρn, log ρn+1 − cn+1
〉

k
+

〈

δxcn+1 − δxcn

∆x
,
δxcn+1

∆x

〉

mx

+

〈

δycn+1 − δycn

∆y
,
δycn+1

∆y

〉

my

−
〈

cn+1 − cn, ρn
〉

k
(73)

14



Using Eqs. (16)-(17), Proposition 2.5, Proposition 2.7 and the Neumann boundary conditions,
from (73), we obtain

En+1 − En ≤∆t

〈√
Mn+1

(∆x)2
τx

(

ρn+1

√
Mn+1

)

+

√
Mn+1

(∆y)2
τy

(

ρn+1

√
Mn+1

)

, log ρn+1 − cn+1

〉

k

+

〈

δxcn+1 − δxcn

∆x
,
δxcn+1

∆x

〉

mx

+

〈

δycn+1 − δycn

∆y
,
δycn+1

∆y

〉

my

−
〈

cn+1 − cn, ρn
〉

k

=∆t

〈√
Mn+1

(∆x)2
τx

(

ρn+1

√
Mn+1

)

+

√
Mn+1

(∆y)2
τy

(

ρn+1

√
Mn+1

)

, log ρn+1 − cn+1

〉

k

−
〈

cn+1 − cn, δ2cn+1 + ρn
〉

k

=−∆t

[〈

Mn+1
δ

(

ρn+1

Mn+1

)

, δ
(

log ρn+1 − cn+1
)

〉

m

+ ε

〈

cn+1 − cn

∆t
,
cn+1 − cn

∆t

〉

k

]

.

(74)

Therefore, we have completed the proof.

Remark 2.11. Now, we compare the discrete energy dissipation law (71) with the semi-analytic
one (44). For the fully discrete five-point scheme (16) and (17), we take

(

1

∆x
Mn+1

i+ 1

2
,j
δx
( ρ

M

)n+1

i+ 1

2
,j
,
1

∆y
Mn+1

i,j+ 1

2

δy
( ρ

M

)n+1

i,j+ 1

2

)

(75)

as an approximation for Mn+1∇
(

ρn+1

Mn+1

)

with a second-order accuracy in space. Based on the

identity Mn+1∇
(

ρ
M

)n+1
= ρn+1∇

(

log ρn+1 − cn+1
)

, Eq. (75) can be considered as

(

1

∆x
ρn+1
i+ 1

2
,j
δx (log ρ− c)n+1

i+ 1
2
,j
,
1

∆y
ρn+1
i,j+ 1

2

δy (log ρ− c)n+1
i,j+ 1

2

)

(76)

which approximates ρn+1∇
(

log ρn+1 − cn+1
)

with a second-order accuracy in space. Therefore,
the discrete energy dissipation law (Theorem 2.10) gives

En+1 − En ≤−∆t

〈
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,
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∣

∣

∣
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∣

∣

∣

∣

2
]

dx+O
(

∆t (∆x)2
)

+O
(

∆t (∆y)2
)

.

(77)

In other words, we have shown the discrete version of the energy dissipation law for the fully
discrete five-point scheme (16) and (17) matches with the semi-analytic one (44) with second-
order accuracy in space.
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Remark 2.12. It can be shown that the energy law of the ADI schemes (20) and (26) is

En+1 − En ≤−∆t

[

〈

ρn+1
δ
(

log ρn+1 − cn+1
)

, δ
(

log ρn+1 − cn+1
)〉

m
+ ε

〈

cn+1 − cn

∆t
,
cn+1 − cn

∆t

〉

k

]

−∆t

〈

µxµy

√
Mn+1τxτy

(

ρ√
M

)n+1

, log ρn+1 − cn+1

〉

k

+∆t
〈

cn+1 − cn, µε
xµ

ε
yδ

2
xδ

2
yc

n+1
〉

k
+O

(

∆t (∆x)2
)

+O
(

∆t (∆y)2
)

. (78)

Notice that the high-order operators µxµy

√
Mn+1τxτy

(

ρ
√
M

)n+1
and µε

xµ
ε
yδ

2
xδ

2
yc

n+1 converge

to zero with order O((∆t)2). Therefore, we know that the energy dissipation law of the ADI
schemes (20) and (26) holds when the grid sizes ∆x, ∆y and the time step size ∆t tend to zero.

2.3 A second-order scheme

Inspired by the Crank-Nicolson scheme, we can extend the previous ADI scheme to a second-
order scheme in time. The preceding sections have demonstrated that our scheme exhibits
second-order spatial accuracy. To achieve second-order accuracy in time, we propose an additive
splitting ADI scheme that resembles a Crank-Nicolson scheme. To be specific,

ε
cn+

1
2 − cn

∆t/2
=

1

(∆x)2
δ2xc

n+ 1

2 +
1

(∆y)2
δ2yc

n + ρn, (79)

ε
cn+1 − cn+

1

2

∆t/2
=

1

(∆x)2
δ2xc

n+ 1
2 +

1

(∆y)2
δ2yc

n+1 + ρn+1, (80)

and

ρn+
1
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[
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, (81)
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1
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√
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2

[

1

(∆x)2
τ̄x

(

ρn+
1
2

√

Mn+ 1
2

)

+
1

(∆y)2
τ̄y

(

ρn+1

√

Mn+ 1
2

)]

. (82)

Adding Eq. (79) and Eq. (80), we have

ε
cn+1 − cn

∆t
=

[

1

(∆x)2
δ2xc

n+ 1
2 +

1

2(∆y)2
δ2y(c

n + cn+1)

]

+
ρn + ρn+1

2
. (83)

Similarly, adding Eq. (81) and Eq. (82), we have

ρn+1 − ρn

∆t
=

√

Mn+ 1
2

[

1

(∆x)2
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(

ρn+
1
2
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+
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2(∆y)2
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ρn
√

Mn+ 1
2

+
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√

Mn+ 1
2

)]

. (84)

Remark 2.13. The variable ρn+1 is unknown in (80) or (83). To preserve the second-order time
convergence, we could use 2ρn − ρn−1 to approximate ρn+1. Using this approximation, it is
easy to show that the truncation errors of (83) and (84) are O(∆t)2 + O((∆x)2) + O((∆y)2).
Moreover, this scheme is asymptotic preserving to the quasi-static limit.
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The fully-discrete equation for the first-stage of the ADI scheme Eq. (79) with regard to
the concerntration c is

εc
n+ 1

2

i,j =
µx

2

(

c
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2

i−1,j − 2c
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2

i,j + c
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2
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=
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2
cni,j−1 + (ε− µy)c

n
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2
cni,j+1

]

+
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2
ρni,j. (85)

where µx = ∆t
(∆x)2 , µy = ∆t

(∆y)2 as in Eq. (23). If ε ≥ µy, the second bracket on the RHS is

nonnegative. Subsequently, we can prove that (79) preserves positivity in the same way as we
did in the first-order accuracy in time ADI scheme (20)-(22). Similarly, if ε ≥ µx, then (80)
preserves positivity. That is, our scheme (83) for the concentration c preserves positivity, if
ε ≥ max(µx, µy).
The fully discrete equation for the first-stage of the ADI scheme Eq. (81) for the density ρ is
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(86)

If
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holds for arbitrary i, j, then the first-step of the additive ADI (81) preserves positivity. To
prove this, we reformulate (86) as
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We assume that ρni,j is nonnegative and the condition (87) holds for all i, j, then the last three
terms in Eq. (88) are nonnegative. Using the same arugement in the proof of Theorem 2.1

again, let (k, l) be the indices satisfy ρ
n+ 1

2

k,l /M
n+ 1

2

k,l = mini,j{ρ
n+ 1

2

i,j /M
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2

i,j }. The terms in the
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first bracket of the RHS of Eq. (88) are nonnegative for (i, j) = (k, l). From Eq. (88) and
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Similarly, if
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holds for arbitrary i, j, then the second-step of the additive ADI (82) preserves positivity. That
is, the scheme (84) preserves positivity under these two inequality conditions (87) and (89).

Remark 2.14. We have proved this additive ADI scheme preserving positivity and it is straight
forward to verify the mass conservation similar to the previous section. However, we cannot
verify the energy dissipation law for the fully discrete scheme (83) and (84) since it is hard to

deal with ρni,j/

√

M
n+ 1

2

i,j and ρn+1
i,j /

√

M
n+ 1

2

i,j .

3 Numerical experiments

The solution to Keller-Segel equations have several important properties, such as positivity
preservation, mass preservation, asymptotic behavior. Furthermore, the solution blows up
when the initial mass is great than some critical value. In the following, we verify the order of
convergence for two ADI schemes first. Then, we compare the computational time of our ADI
schemes (20) and (26) with the standard five-point method (19) and (23). As we will see in
the following results, the ADI scheme significantly reduces the computational cost.

3.1 The order of convergence

In this subsection, we focus on checking the order of accuracy of the ADI schemes (21)-(22)
and (24)-(25). In order to verify the order of convergence, we construct an exact solution of the
2D Keller-Segel equations (1) and (2) with added known terms. We start with the following
exact solutions

ρ(x, y, t) = 4e−(t+x2+y2), c(x, y, t) = e−(t+x2+y2

2
), (90)

in the square domain Ω = [−1, 1]× [−1, 1]. Denoting

F1(x, y, t) =
[

c(x, y, t)
(

3x2 + 3y2 − 2
)

− 4
(

x2 + y2
)

+ 3
]

ρ(x, y, t), (91)

F2(x, y, t) =
(

2− ε− x2 − y2
)

c(x, y, t) − ρ(x, y, t), (92)

the solution in Eq. (90) satisfies the following modified Keller-Segel system

∂tρ = ∆ρ−∇ · (ρ∇c) + F1,

ε∂tc = ∆c+ ρ+ F2, (93)
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Table 1: The spatial convergence order of the ADI scheme Eqs. (21)-(22) and (24)-(25): Errors
of density ρ and c for different mesh sizes.

∆x = ∆y Maximum error in ρ Order Maximum error in c Order

0.1 2.1261E-07 – 4.9951E-08 –
0.05 5.3292E-08 3.9895 1.2530E-08 3.9865
0.025 1.3335E-08 3.9964 3.1596E-09 3.9657
0.0125 3.3376E-09 3.9954 8.1621E-10 3.8711

Table 2: The time convergence order of the ADI scheme Eqs. (21)-(22) and (24)-(25): Errors
of density ρ and c for different time step sizes.

∆t Maximum error in ρ Order Maximum error in c Order

0.05 0.0093 – 0.0133 –
0.025 0.0043 2.1628 0.0070 1.9000
0.0125 0.0021 2.0476 0.0036 1.9444
0.00625 9.9789E-04 2.1044 0.0018 2.0000

where we choose ε = 1 in this subsection.
To investigate the spatial convergence order, we fix time step ∆t = 10−6 but vary the spatial
grid sizes ∆x = ∆y = 0.1, 0.05, 0.025, 0.0125. We examine the error in maximum norm at the
output time T = 10−5.

error∆x = ∥f∆x(T )− fexact(T )∥∞ := max
i,j

|f∆x(xi, yj , T )− fexact(xi, yj, T )|, (94)

where f∆x and fexact denote the numerical solution with mesh size ∆x and the exact solution
respectively.
To investigate the time convergence order, we fix the grid size in space ∆x = ∆y = 0.001 and
compare the errors with different time steps ∆t = 0.05, 0.025, 0.0125, 0.00625, and the output
time is T = 0.1.

error∆t = ∥f∆t(T )− fexact(T )∥∞ := max
i,j

|f∆t(xi, yj , T )− fexact(xi, yj , T )|, (95)

where f∆t denotes the numerical solution with time step ∆t.
The errors with different mesh sizes are presented in Table 1, and the result shows second-order
accuracy in space. Table 2 shows the errors with different time step sizes, which confirms the
first-order accuracy in time.

3.2 Second-order convergence in time

In this subsection, we follow the same example presented in Sec. 3.1 to verify the order of
accuracy of the additive ADI scheme (79)-(80) and (81)-(82).
Our goal is to verify the additive ADI scheme for the following equations:

∂tρ = ∆ρ−∇ · (ρ∇c) + F1 = ∇ ·
(

M∇
( ρ

M

))

+ F1, (96)
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Table 3: The time convergence order of the additive ADI scheme Eqs. (79)-(80) and (81)-(82):
Errors of density ρ and c for different time step sizes.

∆t Maximum error in ρ Order Maximum error in c Order

0.01 4.7003E-05 – 1.2824E-05 –
0.005 1.1076E-05 4.2437 3.1129E-06 4.1196
0.0025 2.5185E-06 4.3979 7.2538E-07 4.2914
0.00125 6.6010E-07 3.8153 1.5921E-07 4.5561

ε∂tc = ∆c+ ρ+ F2, (97)

where M = ec. The semi-discrete scheme is
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The semi-discrete scheme is equivalent to

εcn+
1
2 −

µx

2
δ2xc

n+ 1
2 = εcn +

µy

2
δ2yc

n +
∆t

2
(ρn + Fn

2 ),

εcn+1 −
µy

2
δ2yc

n+1 = εcn+
1
2 +

µx

2
δ2xc

n+ 1
2 +

∆t

2
(ρn+1 + Fn+1

2 ), (102)
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To investigate the time convergence order, we fix the grid size in space ∆x = ∆y = 0.001 and
compare the errors with different time steps ∆t = 0.01, 0.005, 0.0025, 0.00125, and the output
time is T = 0.04. We choose the parameter ε = 1 in this case. Table 3 shows the errors with
different time step sizes, which confirms the second-order accuracy in time.
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Table 4: Comparison between the running times in (seconds) of the ADI scheme (21)-(22)
and (24)-(25) and those of the original five-point scheme (19) and (23) (ORIG for short) with
different mesh sizes. N denotes the total number of unknowns in the system.

N ADI ORIG

2 · 802 3.34s 20.34s
2 · 1602 10.55s 73.60s
2 · 3202 38.05s 296.76s
2 · 6402 145.69s 1530.91s

3.3 Efficiency

Blow-up is one of the most important properties of Keller-Segel system [2, 14]. The solutions
of Keller-Segel equations blows up in finite time if the initial mass is large than a critical value.
In order to investigate the solutions close to the blow-up time, extremely fine grid is needed.
Developing a highly efficient numerical scheme becomes important to reduce computational
cost. The original five-point method need to solve (19) and (23) require solving four sparse
NxNy ×NxNy linear systems using an iterative method such as conjugate gradient method. It
still results in relatively high computational cost, especially in the case of higher dimensions.
It is well known that ADI schemes are a type of fast direct method to solve 2D or higher
dimensional parabolic partial differential equations. For the first-step of the ADI scheme for
the density (24), we only need to solve Ny decoupled tridiagonal linear systems of size Nx×Nx.
The computational complexity is similar for the rest substeps of the ADI scheme Eqs. (25),
(21) and (22). In this subsection, we compare the computational efficiency of our ADI scheme
with that of the five-point scheme. Here we use the conjugate gradient method to solve the
linear system for the original five-point scheme.
To compare the computational costs, we use the example in Subsection 3.1 with known exact
solutions. We take domain Ω = [−5, 5]×[−5, 5], time step ∆t = 0.001, and the final time is T =
1, and different space grid sizes Nx = Ny = 80, 160, 320, 640 respectively. The running times
of our ADI scheme (21)-(22) and (24)-(25) and the original method (19), (23) are presented in
Table 4. The execution times are measured using MATLAB scripts on a personal computer
with Intel(R) Core(TM) i5-8265U CPU @ 1.60GHz 1.80GHz and 8 GB RAM. The ADI scheme
reduces the computational cost dramatically, as we expect. Both running times increase linearly
with the number of unknowns, N = 2NxNy until the original scheme rans into the limitation of
the PC memory. The ADI scheme is about seven times faster than that of the original one. It is
worth pointing out the linear systems corresponding to the ADI scheme are solved directly and
the solutions to the linear systems are accurate up to round-off errors, while the tolerance of the
CG iterative solver is set to be 10−10 thus the numerical results from the original scheme are
less accurate. Therefore, the ADI scheme could be used to capture more accurate asymptotic
behavior near the blow-up of the solutions.
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4 Conclusion

We have presented two efficient finite difference schemes for solving the 2D Keller-Segel equa-
tions based on ADI method. Both schemes achieve second-order accuracy in space. One of the
schemes exhibits first-order accuracy in time while unconditionally preserving positivity and
the energy dissipation law asymptotically. The other scheme achieves second-order accuracy in
time, but it only preserves positivity under certain conditions. Furthermore, we demonstrate
that our schemes outperform the standard five-point scheme in terms of computational cost.
There are still important aspects that require further investigation. First, although the ad-
ditive ADI scheme attains second-order accuracy in time, its ability to preserve positivity is
conditional. This limitation hinders its widespread adoption. Second, the energy dissipation
law for the first-order ADI scheme holds asymptotically rather than exactly. Third, we can de-
duce the Keller-Segel equations from the respective free energy using the energetic variational
approach. This approach offers an alternative method for investigating the blow-up solutions
of the Keller-Segel equations, known as the particle method. Additionally, we employ the semi-
implicit scheme to decouple the two nonlinear partial equations. However, it is important to
note that the explicit components of the semi-implicit scheme may introduce instability issues
when dealing with large initial mass conditions. Further investigation is warranted in this
regard.
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A Detailed Expressions for the Operators τx, τy and τxτy

In order to derive the truncation errors and prove the positivity preservation and mass conser-
vation, we expand the operators τx, τy and τxτy fully
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i,j :=

1
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(
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(A.1)

Similar, we have
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For the composite operator τxτy, we have
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where the first term on the right-hand side is
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and the second term on the right-hand side is
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Here, Mn+1
i− 1

2
,j

is approximated by its geometric mean
√

Mi−1,jMi,j and similarly for the other

terms at half grid points.

B Truncation errors

B.1 Truncation errors of the concentration equation

Using the Taylor series expansion, we know that
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and
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where h.o.t. stands for higher-order terms. Therefore, the truncation error Tc1 of the original
five-point scheme (19) at (x, y, t+∆t):
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Similarly, the truncation error Tc2 of the ADI scheme (20) at (x, y, t+∆t):
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We only need to calculate δ2xδ
2
yc. By the definitions of δ2x and δ2y , we have
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Therefore, the truncation error Tc2 of the ADI scheme (20)

Tc2 = Tc1 +
cxxyy
ε

∆t+ h.o.t. (B.14)

B.2 Truncation errors of the density equation

Taking Taylor expansion at (x, y, t+∆t), we have

Mn+1
i+ 1

2
,j
= Mn+1

i,j +
1

2
∂xM

n+1
i,j (∆x) +

1

8
∂xxM

n+1
i,j (∆x)2 + h.o.t. (B.15)

27



Mn+1
i− 1

2
,j
= Mn+1

i,j −
1

2
∂xM

n+1
i,j (∆x) +

1

8
∂xxM

n+1
i,j (∆x)2 + h.o.t. (B.16)

(

h√
M

)n+1

i+1,j

=

(

h√
M

)n+1

i,j

+ ∂x

(

h√
M

)n+1

i,j

(∆x) +
1

2
∂xx

(

h√
M

)n+1

i,j

(∆x)2 + h.o.t.. (B.17)

(

h√
M

)n+1

i−1,j

=

(

h√
M

)n+1

i,j

− ∂x

(

h√
M

)n+1

i,j

(∆x) +
1

2
∂xx

(

h√
M

)n+1

i,j

(∆x)2 + h.o.t.. (B.18)

Therefore, the leading-order Taylor expansion of τx is
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and the corresponding expansion of τy is
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The truncation error of the original scheme (23) is
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In order to calculate the truncation error of the ADI scheme (26), we only need to de-
rive the truncation error due to the composite operator τxτy. Notice that the coefficients
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fore, the composite operator τxτy (A.3) can be simplified to
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Therefore, the truncation error due to the composite operator τxτy is

τxτyv = O((∆x∆y)2). (B.23)

In the end, the truncation error of (26) is

Tρ2 = Tρ1 +O(∆t). (B.24)
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