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Abstract

We consider solutions of the Navier-Stokes equations in 3d with vortex filament initial data of
arbitrary circulation, that is, initial vorticity given by a divergence-free vector-valued measure of
arbitrary mass supported on a smooth curve. First, we prove global well-posedness for perturba-
tions of the Oseen vortex column in scaling-critical spaces. Second, we prove local well-posedness
(in a sense to be made precise) when the filament is a smooth, closed, non-self-intersecting curve.
Besides their physical interest, these results are the first to give well-posedness in a neighbor-
hood of large self-similar solutions of 3d Navier-Stokes, as well as solutions which are locally
approximately self-similar.
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1. Introduction

1.1. Vortex filaments

The incompressible 3d Navier-Stokes equations in vorticity form on R3, with viscosity normalized
to 1, are

(NS) ∂tω + u · ∇ω − ω · ∇u = ∆ω,
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where the velocity u and vorticity ω are related by the Biot-Savart law

u = (−∆)−1∇× ω.

As usual, we also have the divergence-free requirement on the vorticity

∇ · ω = 0,

for which it suffices to choose divergence-free initial data.
In this article we consider solutions with vortex filament initial data, i.e. the initial vorticity

(1.1) ω(t = 0) = αδΓ,

where the circulation α ∈ R, and, for a smooth oriented curve Γ ⊂ R3, we define δΓ to be the
vector-valued measure satisfying for any test function ϕ ∈ C∞

c (R3)

〈δΓ, ϕ〉 =
∫

Γ
ϕ · d~s.

Of particular interest throughout this article will be the case of large Reynolds numbers, which
corresponds to the limit |α| → ∞. For α large, this data falls outside the realm of previously
existing local well-posedness theory of mild solutions and, as the velocity is not in L2

loc, one cannot
construct Leray-Hopf weak solutions either.

The term ‘vortex filament’ refers to a configuration of intense vorticity approximately concen-
trated along a curve. In experiments, such structures tend to move in a coherent manner over
relatively long time-scales (see e.g. the experiments on knotted vortices [51]) and are also thought
to be potentially related to intermittent behavior in turbulent flows (see e.g. [19, 58, 61]). The
mathematical study of vortex filaments dates back to the work of Helmholtz [42], with other early
studies by Kelvin [64,65] and da Rios [18]. The latter formally derived the first dimension reduced
model, now called the local induction approximation, which sought to simplify the dynamics to the
evolution of a curve rather than an entire vorticity field. This was later rediscovered in the 1960s
with a renewal of interest in vortex filament motion, where more refined models were also considered
(see e.g. [43, 57, 62] and the references therein). The binormal flow, which is derived from the local
induction approximation, is an interesting equation in its own right and has been the subject of
much research (e.g. [1–6,23,41,44,45,53]).

The above derivations of dimension reduced models are not mathematically rigorous and es-
sentially neglect viscosity, instead modeling the filament as a smooth object of finite width in the
Euler equations. However, passing the width to zero in the Euler equations is a very singular limit.
Work has been done to rigorously justify the dimension reduction conditional on certain hypotheses
about the solution of Euler (see in particular [43] and the references therein) and in the case of ax-
isymmetric vortex rings [9,28]. To our knowledge, a complete description of vortex filaments either
in the Euler or Navier-Stokes equations remains open. In the viscous case, it is natural to model
filaments with the data (1.1) (as suggested as early as [38] at least) and for this initial data, with
α large, most of the fundamental questions of existence, uniqueness, continuity and dynamics in 3d
remain open. In this article we develop a framework to study general (smooth, non-self-intersecting)
vortex filaments in 3d and use this to prove several existence and uniqueness results that hold for
arbitrary circulation numbers α ∈ R.
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1.2. Criticality

The standard approach to constructing well-posed solutions in low regularity spaces is that of the
mild solution. That is, one formally writes the solution of (NS) with initial data ω(t = 0) = ω0

using the Duhamel formula as

(1.2) ω(t) = et∆ω0 −
∫ t

0
e(t−s)∆ div

(
u(s)⊗ ω(s)− ω(s)⊗ u(s)

)
ds,

and may then attempt to use a contraction mapping argument in a suitable space. A natural
question is: what is the largest space of functions in which the mild formulation of (NS) is well-
posed (in the sense of Hadamard)? Taking coordinates y ∈ R3, we observe that the equation (NS)
is invariant under the scaling

ω(t, y) 7→ λ2ω(λ2t, λy) for λ > 0,

where we note that the corresponding scaling of the velocity is

u(t, y) 7→ λu(λ2t, λy).

Heuristic considerations suggest that the largest possible spaces in which one can obtain mild
solutions of (NS) are critical in the sense that the corresponding norm is invariant under this
scaling.

We refer to a space X as ultra-critical if X is critical and the Schwartz functions are not dense
(we will see some examples below). A common feature of such ultra-critical spaces is that they
contain initial data that are invariant under the scaling, so one can expect self-similar solutions to
live in precisely these classes. Another (closely related) common feature is that, in general, one
only obtains global existence for small data, and local well-posedness if the distance of the data to
Schwartz functions is small. The circulation number α of a vortex filament is invariant under this
scaling, and so one may view the problem of local well-posedness for initial data of the form (1.1)
as a large data problem in (ultra-)critical spaces.

1.3. 2d local well-posedness

Taking R3 = R2×R with coordinates (x, z) ∈ R2×R, an explicit and important example of a vortex
filament is obtained when Γ is the line {x = 0}. It is called the Oseen vortex, and is given by

(1.3) ωg =

[
0

1
tG(

x√
t
)

]
, where G(ξ) =

1

4π
e−

1
4
|ξ|2 ,

with corresponding velocity field

ug =

[
1√
t
g( x√

t
)

0

]
, where g(ξ) =

1

2π

ξ⊥

|ξ|2 (1− e−
1
4
|ξ|2),

and ξ⊥ = (−ξ2, ξ1)T . It is natural to expect that the Oseen vortex provides the microscopic structure
for the evolution of any smooth, non-self-intersecting vortex filament. This expectation is, in some
sense, confirmed by our results. The Oseen vortex is also a two-dimensional solution, and a detailed
understanding of its stability in 2d is a key element of our investigations.

We see that L1 is the critical Lebesgue space for the vorticity in 2d, whereas M, the space of
finite measures equipped with the total variation norm, is an ultra-critical space. Note that the
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Oseen vortex (1.3) is a mild solution with ultra-critical initial data. Uniqueness of the Oseen vortex
with δ initial data was proved in [25, 34], and then uniqueness for arbitrary M initial data in the
work of Gallagher and Gallay [24] (see also [8, 29]). See also earlier work of Giga, Miyakawa, and
Osada [39], Gallagher and Planchon [26], and [35].

Besides a reduction to 2d, another possible symmetry reduction is axisymmetry. For the 3d
problem with large circulation numbers, one can consider the axisymmetric case without swirl and
take vortex ring initial data of the form (1.1) with Γ = {|x| = R} for some R > 0. Global existence
of axisymmetric solutions of this type with arbitrary circulation number was proved by Feng and
Šverák [21] and uniqueness by Gallay and Šverák [28] (see also [27]).

Finally, we note that a careful analysis of the linearized stability of the Oseen vortex (and more
general column vortices), without any symmetry assumptions, has recently been carried out for the
inviscid case (ν = 0) by Gallay and Smets [31, 32].

1.4. 3d local well-posedness

The first critical well-posedness results for (NS) dealt with spaces excluding self-similar data. Fujita

and Kato [22, 50] proved well-posedness of (NS) for the velocity in the space Ḣ
1
2 (see also [14]).

Twenty years later Kato [48] proved a similar result for the velocity in the larger space L3 (see
also [37]). Both of these results prove local well-posedness for arbitrary initial data and global
well-posedness for sufficiently small initial data. See [16] for a separate line of research focused on
identifying data that are large in critical norms, but give rise to global solutions.

The next step in the theory was to deal with ultra-critical spaces, hence allowing self-similar data.
Well-posedness in critical Besov spaces was proved by Cannone [11,12], Planchon [60], Chemin [15]
and Cannone and Planchon [10]. Giga and Miyakwa [38] considered solutions with the vorticity in
the critical Morrey space defined as the set of signed measures satisfying supr>0,y∈R3 r−1 |µ(B(y, r))| <
∞ and they observed there that data of the type (1.1) falls into precisely this class. Their results
were subsequently improved by Taylor [63] (see also [49, 54]). The largest space of initial data for
which well-posedness for small data is known is the space BMO−1 of Koch and Tataru [52] (see
also [36]).

Finally, let us mention the work of Jia and Šverák [46], who proved the existence of smooth
self-similar solutions for arbitrarily large initial velocities that are locally Hölder continuous away
from zero. This provides some large data solutions in the ultra-critical space L3,∞ (weak L3).
Furthermore, in [47] they proved a conditional non-uniqueness result for self-similar initial data in
L3,∞ under suitable spectral assumptions on the corresponding linearized operator (see also [40]).
Roughly speaking, they prove that if the linearization around the self-similar solution (in self-similar
variables) has eigenvalues that move from stable to unstable, then one can perform a bifurcation
and construct additional smooth solutions. Our work will show that a similar bifurcation cannot
happen for the solution (1.3).

Our results, which will be presented in the next subsection, are the first to give local well-
posedness for the 3d Navier-Stokes equations in a class of solutions containing large self-similar
solutions. The well-posedness class is essentially the mild solutions which are sufficiently close to
the self-similar Gaussian in a certain scaling-critical sense as t ց 0. Subcritical contributions are
vanishingly small for short time, so no smallness requirement will be present. Moreover, it will turn
out that the curvature of the filament is effectively subcritical. Note that, in particular, this indeed
rules out other self-similar solutions in a certain neighborhood of (1.3), but does not rule out the
existence of other self-similar solutions with the same initial data that are sufficiently different from
(1.3).
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1.5. A sketch of obtained results

Our first results deal with perturbations of the straight filament αδ{x=0}. We prove local well-
posedness for arbitrary perturbations in a subcritical space. For small perturbations in a critical
space, we are able to obtain global solutions, which relax to the Oseen vortex. A simplified statement
is as follows:

Theorem 1.1 (Simplified statement). There exists a scale invariant space X and ε(α) > 0 such
that: if ‖µb‖X < ε and ∇ · µb = 0 in the sense of distributions, there exists a unique global solution
ω to (NS) with data

ω(t = 0) = αδ{x=0} + µb

which can be decomposed into

ω(t, x, z) =

[
0

α
tG(

x√
t
)

]
+ 1

tΩ
c
(
log t, x√

t
, z
)
+ ωb(t, x, z),

where
sup
t>0

[
‖〈ξ〉2Ωc‖L∞

z L2
ξ
+ t

1
4 ‖ωb‖

L∞
z L

4/3
x

]
. ‖µb‖X .

Furthermore, the map µb 7→ (Ωc, ωb) is continuous.

Our second main result deals with perturbations of arbitrary vortex filaments. Consider a
closed, non-self-intersecting curve Γ, and define Φ a smooth map from a tubular neighborhood of
{(0, z) : z ∈ T} ⊂ R2 × T to a tubular neighborhood of Γ (we refer to the next section for a more
detailed description).

Theorem 1.2 (Simplified statement). For any µb ∈ W 1, 12
11 satisfying ∇ · µb = 0 in the sense of

distributions, there exists T > 0 and a unique solution ω to (NS) on [0, T ] with data

ω(t = 0) = αδΓ + µb

which, in a tubular neighborhood of Γ, can be decomposed into

(
(det∇Φ) (∇Φ)−1

)
(x, z) ω(t,Φ(x, z)) =

[
0

α
tG(

x√
t
)

]
+ 1

tΩ
c
(
log t, x√

t
, z
)
+ ωb(t, x, z),

where
sup

0<t≤T

[
‖〈ξ〉2Ωc‖L∞

z L2
ξ
+ t

1
4 ‖ωb‖

L∞
z L

4/3
x

]
<∞.

Furthermore, the map µb 7→ (Ωc, ωb) is continuous.

We note that in the case of the curved filament we do not expect the above decomposition of
the vorticity to be valid on longer timescales. Indeed, at high Reynolds number, the filament will
evolve in a fully nonlinear manner, e.g. under the local induction approximation and its refinements
[57,62]. A rigorous proof of these dynamics in general remains an important open problem and our
results may be viewed as a first step towards a solution (see [9, 43] and the references therein for
progress on the inviscid problem and [28] for the case of vortex rings in Navier-Stokes).
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Notations and conventions

Throughout this article we will typically not distinguish the target space of various functions, using
Lp
x to denote the usual Lebesgue space with measure dx for scalar fields, vector fields and tensor

fields alike.
We follow the following conventions regarding vector calculus:

• (aij)ij , (a
i
j)ij , (a

ij)ij all denote the matrix with line index i, column index j.

• If a, b are vectors, then a⊗ b = (aibj)ij .

• If u is a vector field, then ∇u = (∂ju
i)ij .

• Given a (k × k-)tensor field f (i.e. a k × k matrix-valued function) we write ∇ · f = div f =
(∂if

ij)j , where we use the Einstein summation convention, i.e. ∂if
ij =

∑
i ∂if

ij

• Given two vector fields f and g we define the bilinear operator B[f, g] = div(f ⊗ g − g ⊗ f)

• For both vectors and matrices, we denote |v| to be the usual norm induced by the Euclidean
metric.

We denote g . f if there exists a constant C > 0 such that g ≤ Cf and we use g .α,β,... f to
emphasize dependence of C on parameters α, β, . . . . We similarly write g ≈ f if we have both g . f
and f . g.

As usual we denote Sobolev spaces as (with the usual extension to ess sup for p = ∞)

‖f‖Wk,p =


∑

|α|≤k

∫
|∇αf |p dy




1
p

,

and Fourier multipliers m(1i∇)f as ̂m(1i∇)f(ξ) = m(ξ)f̂(ξ) (with the usual specialization in the

event that we are only taking the Fourier transform in z). We use 〈x〉 = (1 + |x|2)1/2. As is
customary, we subsequently write sup indistinguishably from ess sup for notational simplicity.

Finally, the coefficient
a(τ) = 1− e−τ

will be handy in many estimates.

2. Statement of results and outline of the proof

2.1. Function spaces

In order to state our results, it will be useful to first define several function spaces.
To handle the self-similar part of the solution, for 1 ≤ p <∞ and m ≥ 0 we define the weighted

Lebesgue space Lp
ξ(m) with norm

‖f‖p
Lp
ξ(m)

=

∫

R2

〈ξ〉pm|f(ξ)|p dξ.

In order to control the eigenfunctions of several linear operators, we extend this definition tom = ∞
by defining the Hilbert space L2

ξ(∞) with inner product

〈f, h〉L2
ξ(∞) =

∫

R2

f(ξ) · h(ξ)G(ξ)−1 dξ,
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where the Gaussian G is defined as in (1.3).
We adopt the following normalization for the Fourier transform in the z-direction:

f̂(ζ) =
1√
2π

∫
f(z)e−izζ dz.

To control the regularity in the translation-invariant z-direction, for a Banach space X of functions
defined on R2, we define the X-valued Wiener algebra BzX as the space of functions defined on
R2 × R or R2 × T with norm

‖f‖BzX =





∫

R

‖f̂(·, ζ)‖X dζ, for (x, z) ∈ R2 × R,

∑

ζ∈Z
‖f̂(·, ζ)‖X , for (x, z) ∈ R2 × T.

For initial data in ultra-critical spaces one generally cannot expect to have strong continuity
up to time t = 0. As a consequence, given a space of functions X continuously embedded in the
space of tempered distributions S ′, we say that ω ∈ Cw([0, T ];X) if ω ∈ L∞([0, T ];X) and for all
t0 ∈ [0, T ] and test functions φ ∈ S we have

lim
t→t0
t∈[0,T ]

〈ω(t), φ〉 = 〈ω(t0), φ〉.

In the case of the straight filament we require function spaces with some additional spatial
summability. For a Sobolev-type space X, and a smooth partition of unity 1 =

∑
M∈2Z χM so

that χM = χM (x) is a smooth, non-negative, radially symmetric, bump function supported in the
annulus {M

2 ≤ |x| ≤ 2M}, we define

‖f‖pℓpX =
∑

M∈2Z
‖χMf‖pX ,(2.1)

with the obvious modification for p = ∞.
Finally, we give a rigorous definition of what we mean by a mild solution of (NS):

Definition 2.1. Let M 3
2 be the space of vector-valued regular Borel measures such that

‖µ‖
M

3
2
:= sup

r>0,y∈R3

{
r−1 |µ (B(y, r))|

}
<∞.

Given a T > 0, we call a function ω ∈ Cw([0, T ];M
3
2 ) a mild solution to (NS) with initial data

ω0 ∈ M 3
2 provided

(i) the initial data is attained ω(0) = ω0 (hence ω(t)⇀∗ ω(0) as tց 0);

(ii) the equations are satisfied in the sense of Duhamel’s formula (1.2) (and in particular, the
Duhamel integral is well-defined);

(iii) ω(t) is divergence free in the sense of distributions for all t ∈ [0, T ].
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2.2. The straight filament

We are now in a position to state our main result for critical perturbations of the straight filament:

Theorem 2.2 (Critical perturbations). For any α ∈ R, and any m ≥ 2, there exists ε0 > 0 such
that if µb : R2 × R → R3 or µb : R2 × T → R3 satisfies ∇ · µb = 0 in the sense of distributions and
the estimate

(2.2) ‖µb‖BzL1
x
+ ‖x · (µb)x‖ℓ1BzL2

x
= ε < ε0,

where µb = ((µb)x, (µb)z)T ∈ R2 × R, then the following holds:

(i) (Existence) There exists a global mild solution of the Navier-Stokes equation (NS) with initial
data

(2.3) ω(t = 0) =

[
0

αδx=0

]
+ µb,

which can be decomposed into

ω(t, x, z) =

[
0

α
tG
(

x√
t

)
]
+ 1

tΩ
c
(
log t, x√

t
, z
)
+ ωb(t, x, z),(2.4)

where the “core” part Ωc and the “background” part ωb satisfy the estimates

(2.5) sup
−∞<τ<∞

‖Ωc(τ)‖BzL2
ξ(m) + sup

0<t<∞
t
1
4

∥∥∥ωb(t)
∥∥∥
BzL

4/3
x

. ε.

(ii) (Uniqueness) If ω′ is another mild solution with initial data (2.3) admitting the decomposition

ω′(t, x, z) =

[
0

α
tG
(

x√
t

)
]
+ 1

t (Ω
c)′
(
log t, x√

t
, z
)
+ (ωb)′(t, x, z),

where (Ωc)′ and (ωb)′ satisfy the bounds (2.5), then ω = ω′.

(iii) (Lipschitz dependence) The solution map from the data to solution

µb 7→ (ωb,Ωc)

is locally Lipschitz continuous if one endows the data space with the norm (2.2) and the
solution space with the norm (2.5). Similarly, the solution also depends on α in a locally
Lipschitz manner.

Remark 2.3. This theorem remains true if Bz is replaced everywhere by the space of Fourier
transform of measures M̂: for a Banach space X, M̂zXx is the space of Fourier transforms (in z)
of X (in x)-valued measures. The proof is identical. This framework allows data and solutions that
do not decay as z → ∞.

Further refinements of Theorem 2.2 have been investigated in [7].

The proof of Theorem 2.2 follows from applying the contraction principle to the equations
satisfied by the core and background pieces. The decomposition is reminiscent of that used in the
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proof of uniqueness in [24] and the contraction principle variant thereof used in [8]. In order to
obtain bounds for these pieces we first introduce the self-similar coordinates

τ = log t, ξ =
x√
t
, z = z,

where we note that as ωg (defined as in (1.3)) is translation-invariant in z we do not rescale the
z-coordinate. We then define

Ω(τ, ξ, z) = eτω(eτ , e
τ
2 ξ, z), U(τ, ξ, z) = e

τ
2 u(eτ , e

τ
2 ξ, z),

and may write the equation (NS) as

∂τΩ+ U · ∇Ω− Ω · ∇U =
(
L+ eτ∂2z

)
Ω,

where the rescaled gradient ∇ and the 2d Fokker-Planck operator L are defined by,

∇ =

[
∇ξ

e
τ
2 ∂z

]
, L = ∆ξ +

1

2
ξ · ∇ξ + 1.

We also note that under this change of variables the Biot-Savart law becomes

U = (−∆)−1∇× Ω,

where the rescaled Laplacian,
∆ = ∆ξ + eτ∂2z .

Finally, we will denote Ωg and Ug for the rescaled versions of ωg and ug,

Ωg(τ, ξ, z) =

[
0

G(ξ)

]
, Ug(τ, ξ, z) =

[
g(ξ)
0

]
.

The core piece, Ωc, is taken to satisfy the equation




∂τΩ
c + U · ∇(αΩg +Ωc)− (αΩg +Ωc) · ∇U =

(
L+ eτ∂2z

)
Ωc,

lim
τ→−∞

Ωc(τ) = 0,

In order to construct solutions we first prove estimates for the solution operator Ω(τ) = S(τ, σ)Ω(σ)
of the corresponding linearized equation

{
∂τΩ+ α[Ug · ∇Ω+ U · ∇Ωg − Ω · ∇Ug − Ωg · ∇U ] =

(
L+ eτ∂2z

)
Ω,

U = (−∆)−1∇× Ω.

The key to our argument is the observation that, in the limit τ → −∞, the equations decouple into
a pair of z-independent linear equations, with a coupling (Zξ, Zz) which contains e

τ
2 ∂z derivatives

and so is formally time-integrable:




∂τΩ
ξ + α[g · ∇ξΩ

ξ − Ωξ · ∇ξg]− LΩξ = αZξ,

∂τΩ
z + α[g · ∇ξΩ

z − (−∆ξ)
−1∇⊥

ξ Ω
z · ∇ξG]− LΩz = αZz.

The first of these linear equations appeared in the context of Burgers vortices in [30], whereas the
second is precisely the 2d Navier-Stokes equations linearized around the self-similar solution, which
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has been extensively studied in [33,34] (see also [56]). In order to rigorously reduce the full system
to the limiting case τ = −∞ we use translation-invariance in z to take the Fourier transform in z
and estimate frequency-by-frequency. Exponential decay and smoothing estimates for the 2d linear
semigroups defined by the operators on the left and taking advantage of the general structure of the
Zξ and Zz terms permits one to obtain uniform-in-frequency stability. The analysis of the linear
propagator S(τ, σ) is carried out in Section 3.

The background piece, ωb, is taken to satisfy the equation

{
∂tω

b + u · ∇ωb − ωb · ∇u = ∆ωb,

ωb(0) = µb.

Solutions are then constructed by establishing estimates for the solution operator ω(t) = S(t, s)ω(s)
for the corresponding linearized equation

∂tω + αug · ∇ω − αω · ∇ug = ∆ω.

The analysis in this case is similar to the core piece, taking the Fourier transform in z and treating
the resulting system as a perturbation of a system of 2d equations. The 2d semigroup estimates are
obtained by methods similar to those applied for the 2d case considered in [24]. However, here the
vortex stretching causes additional difficulties in obtaining estimates for the operator S(t, 0) that
are not present in 2d. These difficulties are overcome by taking advantage of the special structure
of the equation satisfied by the radial component of the vorticity x · ωx. The analysis of the linear
propagator S(t, s) is carried out in Section 4.

The bulk of the work for the straight filament is to obtain suitable estimates for the linear prop-
agators S(τ, σ), S(t, s). Given these bounds, the proof of Theorem 2.2 follows from an elementary
application of the contraction principle that we carry out in Section 5.

We remark that closing the contraction in Theorem 2.2 essentially relies on the fact that the
operator S(t, s) for the background piece satisfies the estimate

t
1
4 ‖S(t, 0)µb‖

BzL
4/3
x

≪ 1.

As usual, if we work with subcritical perturbations of the straight filament the smallness of the data
is replaced by a short-time assumption.

Theorem 2.4 (Subritical perturbations). For any α ∈ R, 1 < p ≤ 4
3 , m ≥ 2, and function

µb : R2 × R → R3 or µb : R2 × T → R3 satisfying ∇ · µb = 0 in the sense of distributions and

(2.6) ‖µb‖BzL
p
x
+ ‖x · (µb)x‖

BzL
2p
2−p
x

= K,

there exists T = T (α, p,m,K) > 0 such that:

(i) (Existence) There exists a mild solution of the Navier-Stokes equation (NS) on the time in-
terval [0, T ] with initial data

(2.7) ω(t = 0) =

[
0

αδx=0

]
+ µb,

which can be decomposed into

ω(t, x, z) =

[
0

α
tG
(

x√
t

)
]
+ 1

tΩ
c
(
log t, x√

t
, z
)
+ ωb(t, x, z),

10



where the “core” part Ωc and the “background” part ωb satisfy the estimates

(2.8) lim
tց0

(
sup

−∞<τ≤ln t
‖Ωc(τ)‖BzL2

ξ(m) + sup
0<s≤t

s
1
4

∥∥∥ωb(s)
∥∥∥
BzL

4/3
x

)
= 0.

(ii) (Uniqueness) If ω′ is another mild solution on the time interval [0, T ] with initial data (2.7)
admitting the decomposition

ω′(t, x, z) =

[
0

α
tG
(

x√
t

)
]
+ 1

t (Ω
c)′
(
log t, x√

t
, z
)
+ (ωb)′(t, x, z),

where (Ωc)′ and (ωb)′ satisfy (2.8), then ω = ω′.

(iii) (Lipschitz dependence) The solution map from the data to solution

µb 7→ (ωb,Ωc)

is locally Lipschitz continuous if one endows the data space with the norm (2.6) and the solution
space with the norm appearing in (2.8). Similarly, the solution depends in a locally Lipschitz
manner on α.

2.3. The curved filament

Our second set of results concern the case that Γ ⊂ R3 is a smooth, non-self-intersecting, closed
curve that, after rescaling, may be assumed to have length 2π. The key to our approach in this case
is that on sufficiently short timescales, the curvature of the filament is expected to be subcritical.
Making this intuition rigorous is rather involved, however, it ultimately allows us to treat the general
problem as a perturbation of the straight filament by introducing local coordinates near the filament
that “straighten out” the curve and choosing T sufficiently small.

We define a unit speed parameterization γ : T → R3 and an orthonormal frame t, n, b : T → R3

along Γ so that t = γ′ is the unit tangent vector and the frame is oriented such that b = t × n.
In the case that Γ has non-vanishing curvature, an explicit example is given by the Frenet-Serret
frame,

t = γ′, n =
γ′′

|γ′′| , b = t× n,

for which we have the Frenet-Serret formulas,

t′ = κn, n′ = −κt+ τb, b′ = −τn,

where κ is the curvature and τ is the torsion.
For each R > 0 we define a tubular neighborhood of Γ of radius 32R,

ΓR =
{
y ∈ R

3 : dist(y,Γ) < 32R
}
,

and a corresponding straight tube

ΣR =
{
(x, z) ∈ R

2 × T : |x| < 32R
}
.

Choosing 0 < R0 ≪ 1 sufficiently small (depending on the curvature of Γ) we may view ΓR0 ,
considered to live in the “physical frame,” as the image of the open set ΣR0 , considered to live in a
“straightened frame,” under the map Φ: ΣR0 → ΓR0 defined by

Φ(x, z) = γ(z) + x1n(z) + x2b(z).

11



We define the following mapping, which transforms vorticity defined in the straightened frame back
into the physical frame

(QΦη) ◦ Φ = (det∇Φ)−1(∇Φ) η.

Further, we define χR to be a smooth, non-negative, radial bump function supported on |x| ≤ 2R
and identically equal to 1 for |x| ≤ R, and take χ̃R = χR ◦ Φ−1. Finally, define the approximate
solution

ηg(x, z) =

[
0

1
tG
(

x√
t

)
]
, ωg = QΦ (χ2Rη

g) .

Φ

ΣR0 ΓR0

Figure 1: The mapping Φ from the straightened frame to the physical frame.

Theorem 2.5. Let α ∈ R and Γ ⊂ R3 be a smooth, non-self-intersecting, closed curve. For any
initial condition satisfying

ω(t = 0) = αδΓ + µb,

where µb ∈W 1, 12
11 , there is a T = T (α,Γ, µb) such that

(i) (Existence) There exists a mild solution ω of (NS) on [0, T ] that admits the decomposition
ω = ω̃c + ωb satisfying (as mild solutions with u = ∇× (−∆)−1ω)

{
∂tω̃

c +B[u, ω̃c] = ∆ω̃c,

ω̃c(t = 0) = αδΓ,{
∂tω

b +B[u, ωb] = ∆ωb,

ωb(t = 0) = µb,

such that for any m ≥ 2 and sufficiently small 0 < R ≤ R0,

lim
Tց0

sup
0<t≤T

√
t

∥∥∥∥
〈
x√
t

〉m

Q−1
Φ (χ̃8R (ω̃c − αωg))

∥∥∥∥
BzL2

x

= 0,

lim
Tց0

sup
0<t≤T

√
t

∥∥∥∥(1− χ̃6R)

〈
dist(y,Γ)√

t

〉m

ω̃c

∥∥∥∥
L3
y

= 0,

lim
Tց0

sup
0<t≤T

t
1
4

∥∥∥ωb
∥∥∥
W

1,4/3
y

= 0.

(2.9)
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Further, taking Ωc to be the self-similar scaling of ωc = ω̃c − αωg, there holds the following
decomposition for (x, z) ∈ ΓR/64 and 0 < t ≤ T

(
(det∇Φ) (∇Φ)−1

)
(x, z) ω(t,Φ(x, z)) =

[
0

α
tG
(

x√
t

)
]
+ 1

tΩ
c
(
log t, x√

t
, z
)
+ ωb(t, x, z).

(ii) (Uniqueness) Suppose ω′ is another mild solution with initial data (2.3), suppose (ω̃c)′ and
(ωb)′ are analogous to the definition in (i), and suppose that these satisfy the estimates in
(2.9) for some m ≥ 2 and sufficiently small 0 < R ≤ R0. Then ω′ = ω.

(iii) (Lipschitz dependence) The solution map from the data to solution

µb 7→ (ωb,Ωc)

is Lipschitz continuous if one endows the data space with ‖·‖
W 1, 1211

and the solution space with

the norm appearing in (2.9) (more precise estimates are available below).

Remark 2.6. We do not expect that the requirement µb ∈ W 1, 12
11 is sharp; it would be more

natural to expect µb ∈ L
3
2 to be sufficient, however, this would require some non-trivial technical

refinements. We also do not expect the uniqueness statement in (ii) above to be sharp.

Let us briefly mention some of the difficulties in making the nonlinear perturbation argument for
Theorem 2.5. In Section 6.1, the properties of the coordinate system that straighten the arbitrary
filament are recorded. In particular, we see that all the alterations are either lower order (in terms
of derivatives) or have coefficients with size O(|x|), and hence will be asymptotically small as tց 0
as the vorticity will be concentrated mostly in a tubular neighborhood of the filament of size O(

√
t).

Hence, we can expect all of the curvature effects to be subcritical. There are two major technical
issues with making this rigorous:

(a) In the straightened coordinate system ∆ has been replaced by a second order operator with
variable coefficients, even for top order terms (see Section 6.1). This makes the curvature
effects difficult to treat in a perturbative manner.

(b) The straightened coordinate system only makes sense very close to the filament; away from it,
we cannot use the BzL

p spaces, which are closely adapted to the geometry. This is problem-
atic since the natural anisotropic BzL

p spaces used in the straight filament assign far more
regularity along the filament than transversally. Making a smooth transition to isotropic regu-
larity is delicate as, heuristically, it requires going up in regularity in the transverse directions
and down in regularity along the filament.

To deal with the difficulty posed by (a), we will decompose the natural analogues of ωc and ωb

each into two sub-pieces; a primary ω∗1 (for ∗ = c, b) which will describe the leading order ‘critical’
behavior near the filament and a secondary ω∗2 which will deal with some of the most problematic
subcritical errors coming from the geometry. The ω∗2 unknowns will live in the original (physical)
variables and are solved using the usual heat semigroup, whereas the ω∗1 unknowns are naturally
formulated in the straightened coordinates and will require the use of the two straight filament
propagators S(τ, σ), S(t, s). Accordingly the ω∗1 unknowns are estimated in a manner similar to
the straight filament whereas the ω∗2 estimates require different arguments. In order to deal with
the errors in the viscosity term, the ω∗2 unknowns will have slightly lower regularity than the ω∗1

counterparts.
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In order to deal with (b), we will need two technical ideas. First, we will change the style
of the norms we are using on ωb (relative to the straight filament). In particular, we will be
using a slightly stronger set of norms that are naturally isotropic but are also critical and satisfy
the proper embeddings into the anisotropic spaces. This compromise explains the need to take
perturbations that are more subcritical than what was needed in the straight filament, Theorem
2.4. Second, for ωc2, which interacts directly with the most singular piece, ωc1, we will not be able
to avoid transitioning from isotropic to anisotropic. For this we obtain anisotropic estimates near
the filament and isotropic estimates at higher regularity far enough from the filament; the overlap
region is the most difficult. The details of how to carry out the perturbation argument are rather
technical and are left to Sections 6 and 7.

3. The linearized problem in self-similar variables

3.1. Statement of the estimates

In this section we consider the linearization of the equation (NS) about the self-similar solution ωg,

{
∂tω + α[ug · ∇ω + u · ∇ωg − ωg · ∇u− ω · ∇ug] = ∆ω,

∇ · ω = 0.

Switching to self-similar coordinates we obtain the system,

(3.1)





∂τΩ
ξ + α[g · ∇ξΩ

ξ − Ωξ · ∇ξg − e
τ
2G∂zU

ξ] =
(
L+ eτ∂2z

)
Ωξ,

∂τΩ
z + α[g · ∇ξΩ

z + U ξ · ∇ξG− e
τ
2G∂zU

z] =
(
L+ eτ∂2z

)
Ωz,

∇ξ · Ωξ + e
τ
2 ∂zΩ

z = 0,

where the Biot-Savart law is given by





U ξ = e
τ
2 ∂z(−∆)−1(Ωξ)⊥ −∇⊥

ξ (−∆)−1Ωz,

U z = ∇⊥
ξ · (−∆)−1Ωξ.

with the following notations for differential operators in self-similar coordinates:

∇ = (∇ξ, e
τ
2 ∂z)

T , ∇β
= ∂β1

ξ1
∂β2

ξ2
(e

τ
2 ∂z)

β3 if β = (β1, β2, β3),

divF = divξ F
ξ + e

τ
2 ∂zF

z, ∆ = ∆ξ + eτ∂2z .

For τ ≥ σ we define the solution operator S(τ, σ) for the equation (3.1) by

Ω(τ) = S(τ, σ)Ω(σ).

For the remainder of this section, we adopt the convention that the semigroup S(τ, σ) is defined for
Ω(σ) which might have a non-zero divergence (which simply amounts to lifting the last condition
in (3.1)). Notice that the condition that ∇ · Ω = 0 is propagated by the flow.

In this section we prove the following result:
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Theorem 3.1. Let α ∈ R and m > 1. Then, for all σ ∈ R the map τ 7→ S(τ, σ) is continuous
as a map from [σ,∞) to the space of bounded operators on BzL

2
ξ(m). For all γ > 0, we have the

estimate

(3.2) ‖S(τ, σ)F‖BzL2
ξ(m) . eγ(τ−σ)‖F‖BzL2

ξ(m),

where the implicit constant depends on α,m, γ.
Further, if α 6= 0 there exists µ = µ(α) ∈ (0, 12) such that, whenever m > 1 + 2µ and F ∈

BzL
2
ξ(m) satisfies

∫
F z dξ = 0, we have the estimate,

(3.3) ‖S(τ, σ)F‖BzL2
ξ(m) . e−µ(τ−σ)‖F‖BzL2

ξ(m),

where the implicit constant depends on α,m.
Finally, if α 6= 0 and m > 1 + 2µ where µ = µ(α) is as above, then for 1 < p ≤ 2 and all

3× 3-tensors F ∈ BzL
p
ξ(m) satisfying div divF = 0 we have the estimates,

‖S(τ, σ)divF‖BzL2
ξ(m) .

e−µ(τ−σ)

a(τ − σ)
1
p

‖F‖BzL
p
ξ(m),(3.4)

‖∇S(τ, σ)divF‖BzL2
ξ(m) .

e−µ(τ−σ)

a(τ − σ)
1
p
+ 1

2

‖F‖BzL
p
ξ(m),(3.5)

where a(τ) = 1− e−τ and the implicit constants depend on α,m, p.

Only estimates (3.4) and (3.5) will be used in controlling the nonlinear problem: the former in the
case of the straight filament (with p = 4/3) and the latter in order to derive fractional regularity
by interpolation, which will be needed to deal with the curved filament. As for estimate (3.2),
it guarantees that the the flow is well-defined on L2

ξ(m). Finally, estimate (3.3) is used as an
intermediary step.

The proof of Theorem 3.1 will follow a similar strategy to the proof of [24, Proposition 4.6], first
proving long-time estimates for the operator S(τ, σ) on L2

ξ(m), and then combining this with short
time smoothing estimates to obtain the estimates (3.4), (3.5). A key difficulty we encounter in 3d
is that the operator is no longer a compact perturbation of the Fokker-Planck operator L, indeed
it is translation-invariant in z. However, we may take advantage of this translation-invariance by
taking Fourier transform in z and then estimating the resulting operator frequency-by-frequency.
In particular, we will show that we may reduce to the linear operator at fixed z-frequency, which is
a compact perturbation of the Fokker-Planck operator L.

3.2. Long time estimates

In this section we prove that the solution operator S(τ, σ) is well-defined, and satisfies the estimates
(3.2), (3.3).

We start by taking the Fourier transform in z of the equation (3.1) and setting w(τ, ξ, ζ) =
Ω̂(τ, ξ, ζ) to obtain the system,

(3.6)

{ (
∂τ + eτ |ζ|2 − L+ αΓ

)
wξ = αZξ(w),

(
∂τ + eτ |ζ|2 − L+ αΛ

)
wz = αZz(w),

where the linear operators are denoted

Γ = g · ∇ξ −∇ξg, Λ = g · ∇ξ −∇ξG · ∇⊥
ξ (−∆ξ)

−1,
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and the perturbative terms are given by

Zξ(w) = ie
τ
2 ζGÛ ξ

= ie
τ
2 ζG

[
ie

τ
2 ζ(eτ |ζ|2 −∆ξ)

−1(wξ)⊥ −∇⊥
ξ (e

τ |ζ|2 −∆ξ)
−1wz

]
,

Zz(w) = ie
τ
2 ζGÛ z −∇ξG ·

(
Û ξ +∇⊥

ξ (−∆ξ)
−1wz

)

= ie
τ
2 ζ∇⊥

ξ ·
(
G(eτ |ζ|2 −∆ξ)

−1wξ
)
+∇ξG ·

(
(eτ |ζ|2 −∆ξ)

−1 − (−∆ξ)
−1
)
∇⊥

ξ w
z.

The existence of the solution operator S(τ, σ) and the estimates (3.2), (3.3) are given in the
following proposition:

Proposition 3.2. Let m > 1 and ζ ∈ R be fixed. Then, for all σ ∈ R and all wσ ∈ L2
ξ(m), there

exists a unique mild solution w ∈ C([σ,∞);L2
ξ(m)) of the equation (3.6) satisfying w(σ) = wσ. For

all γ > 0, it satisfies the estimate

(3.7) ‖w(τ)‖L2
ξ(m) . eγ(τ−σ)‖wσ‖L2

ξ(m).

Further, if α 6= 0 then there exists some 0 < µ = µ(α) < 1
2 so that, whenever m > 1 + 2µ and

wσ ∈ L2
ξ(m) satisfies

∫
wz
σ dξ = 0, we have the improved estimate

(3.8) ‖w(τ)‖L2
ξ(m) . e−µ(τ−σ)‖wσ‖L2

ξ(m).

In both estimates, the implicit constant is independent of ζ.

In order to prove Proposition 3.2 we first prove estimates for the Biot-Savart operator in self-
similar coordinates:

Lemma 3.3. Let m > 1 and λ > 0.

(i) If 1 < r ≤ ∞ and 0 < δ ≤ min{1
2 , 1− 1

r},

(3.9) ‖(λ2 −∆ξ)
−1f‖Lr

ξ
. λ−( 2

r
+2δ)‖f‖L2

ξ(m).

(ii) If 1 < r ≤ 2 and 0 < δ ≤ 1− 1
r ,

(3.10) ‖∇ξ(λ
2 −∆ξ)

−1f‖Lr
ξ
. λ1−

2
r
−2δ‖f‖L2

ξ(m).

(iii) If 2 < r <∞,

(3.11) ‖∇ξ(−∆ξ)
−1f‖Lr

ξ
. ‖f‖L2

ξ(m).

Proof. i) We may write

(λ2 −∆ξ)
−1f(ξ) =

∫

R2

K(λ(ξ − η))f(η) dη,

whereK is the 2d Bessel potential. Recalling thatK ∈ Lp
ξ for all 1 ≤ p <∞ and taking 1

p+
1
q = 1+ 1

r ,
we obtain

‖(λ2 −∆ξ)
−1f‖Lr

ξ
. λ

− 2
p ‖K‖Lp

ξ
‖f‖Lq

ξ
.
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For 1 ≤ q ≤ 2 and m > 2
q − 1 we have the embedding,

‖f‖Lq
ξ
. ‖f‖L2

ξ(m).

In particular, taking 1
p = 1

r + δ and 1
q = 1− δ we obtain the estimate (3.9).

ii) The estimate (3.10) is similar to (3.9), using that ∇ξK ∈ Lp
ξ for all 1 ≤ p < 2.

iii) We recall that ∇ξ(−∆ξ)
−1f = k ∗ f , where the kernel

k(ξ) = − 1

2π

ξ

|ξ|2 .

As a consequence, we may apply the Hardy-Littlewood-Sobolev inequality to obtain

‖∇ξ(−∆ξ)
−1f‖Lr

ξ
. ‖f‖

L
2r
2+r

,

and then use the embedding L2
ξ(m) ⊂ L

2r
2+r .

Applying Lemma 3.3 with λ = e
τ
2 |ζ|, we obtain the following estimates for the perturbative

term:

Corollary 3.4. For all m > 1 and 0 < δ ≤ 1
2 we have the estimate,

(3.12) ‖Z‖L2
ξ(m) .δ,m |ζ|1−2δe(

1
2
−δ)τ‖w‖L2

ξ(m).

Proof. We first observe that when ζ = 0 we have Z = 0 so it suffices to consider the case ζ 6= 0.
Applying the estimates (3.9), (3.10) with r = 2 and λ = e

τ
2 |ζ| we then obtain the estimate

‖Û ξ‖L2
ξ
. |ζ|−2δe−δτ‖w‖L2

ξ(m).

The estimate for the ξ-component, Zξ then follows from the rapid decay of G.
To bound Zz we first note that ie

τ
2 ζG∇⊥

ξ · (eτ |ζ|2 −∆ξ)
−1wξ may be bounded similarly to Zξ.

Next we bound ie
1
2
τζ(∇⊥

ξ G) · (eτ |ζ|2 − ∆ξ)
−1wξ by applying the estimate (3.9) with r = ∞ and

again using the rapid decay of ∇ξG.
For the remaining term we apply the resolvent identity to obtain

∇⊥
ξ (e

τ |ζ|2 −∆ξ)
−1wz −∇⊥

ξ (−∆ξ)
−1wz = eτ |ζ|2(eτ |ζ|2 −∆ξ)

−1∇⊥
ξ ∆

−1
ξ wz.

Proceeding as in the proof of (3.9) we may then bound,

‖∇⊥
ξ (e

τ |ζ|2 −∆ξ)
−1wz −∇⊥

ξ (−∆ξ)
−1wz‖L∞

ξ
. |ζ|1−2δe(

1
2
−δ)τ‖∇⊥

ξ ∆
−1
ξ wz‖

L
2

1−2δ
ξ

. |ζ|1−2δe(
1
2
−δ)τ‖w‖L2

ξ(m),

where the second inequality follows from the estimate (3.11). The estimate then follows from the
rapid decay of ∇ξG.

Using these estimates we may complete the proof of Proposition 3.2:
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Proof of Proposition 3.2. From Proposition B.1 we may define the semigroup

T (τ) =

[
eτ(L−αΓ) 0

0 eτ(L−αΛ)

]
,

on L2
ξ(m) and from the estimate (B.1) we have for any γ > 0

‖T (τ)‖L2
ξ(m)→L2

ξ(m) .γ e
γτ .

Using the Duhamel formula we then write mild solutions of (3.6) in the form,

w(τ) = e−|ζ|2(eτ−eσ)T (τ − σ)w(σ) + α

∫ τ

σ
e−|ζ|2(eτ−es)T (τ − s)Z(w(s)) ds.

We now take ε > 0 and define the map

T : C([σ, σ + ε];L2
ξ(m)) → C([σ, σ + ε];L2

ξ(m)),

by

T (w) = α

∫ τ

σ
e−|ζ|2(eτ−es)T (τ − s)Z(w(s)) ds.

Taking δ = 1
4 (say) and applying the estimate (3.12) for the perturbative term Z, we may then

bound,

‖T (w)‖L2
ξ(m) .

∫ τ

σ

e(γ−
1
4
)(τ−s)

a(τ − s)
1
4

‖w(s)‖L2
ξ(m) ds . (τ − σ)

3
4 sup
τ∈[σ,σ+ε]

‖w(τ)‖L2
ξ(m),

where we recall that a(τ) = 1− e−τ . In particular, by choosing 0 < ε = ε(α) ≪ 1 sufficiently small
(independently of σ) we may use the contraction principle to find a unique mild solution of (3.6)
on the time interval [σ, σ + ε]. Further, as ε is independent of σ, we may iterate this argument to
obtain a global solution.

To obtain the a priori estimate (3.7) we use an identical argument to obtain the estimate,

ee
τ |ζ|2e−γτ‖w(τ)‖L2

ξ(m) . ee
σ |ζ|2e−γσ‖w(σ)‖L2

ξ(m) +

∫ τ

σ
|ζ| 12 e( 14−γ)see

s|ζ|2‖w(s)‖L2
ξ(m) ds.

Applying the integrated form of Gronwall’s inequality to the continuous non-negative function
τ 7→ ee

τ |ζ|2e−γτ‖w(τ)‖L2
ξ(m) we obtain,

ee
τ |ζ|2e−γτ‖w(τ)‖L2

ξ(m) . ee
σ |ζ|2e−γσ‖w(σ)‖L2

ξ(m)e
C|ζ|

1
2 (e

τ
4 −e

σ
4 ),

from which the estimate (3.7) follows.
For the improved estimate (3.8), we first use the estimates (B.2), (B.3) to find 0 < µ = µ(α) < 1

2
so that for m > 1 + 2µ we have,

‖eτ(L−αΓ)‖L2
ξ(m)→L2

ξ(m) . e−µτ , ‖eτ(L−αΛ)‖L2
ξ,0(m)→L2

ξ,0(m) . e−µτ ,

where the closed subspace L2
ξ,0(m) = {f ∈ L2

ξ(m) :
∫
f dξ = 0}. Next we observe that the

perturbative term,

Zz = ∇⊥
ξ ·
(
ie

τ
2 ζG(eτ |ζ|2 −∆ξ)

−1wξ
)
+∇ξ ·

(
G
(
(eτ |ζ|2 −∆ξ)

−1 − (−∆ξ)
−1
)
∇⊥

ξ w
z
)
,
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so from the estimate (3.12), we see that Zz ∈ L2
ξ,0(m). As a consequence, provided

∫
wz
σ dξ = 0, we

may estimate as above to obtain,

eµτ+eτ |ζ|2‖w(τ)‖L2
ξ(m) . eµσ+eσ |ζ|2‖w(σ)‖L2

ξ(m) +

∫ τ

σ
|ζ| 12 e s

4 eµs+es|ζ|2‖w(s)‖L2
ξ(m) ds,

and applying the integrated form of Gronwall’s inequality to the continuous non-negative function
τ 7→ eµτ+eτ |ζ|2‖w(τ)‖L2

ξ(m) we have,

eµτ+eτ |ζ|2‖w(τ)‖L2
ξ(m) . eµσ+eσ |ζ|2‖w(σ)‖L2

ξ(m)e
C|ζ|

1
2 (e

τ
4 −e

σ
4 ),

from which we obtain the estimate (3.8).

3.3. Short time estimates

In order to prove the estimates (3.4), (3.5) we will combine the long time estimates (3.2), (3.3)
with several short time smoothing estimates. We start with the following estimate that we prove
similarly to [24, Proposition 4.6]:

Lemma 3.5. Let 1 < p ≤ 2. Then there exists some 0 < δ = δ(α) ≪ 1 so that for all σ ≤ τ ≤ σ+δ
and any 3× 3 tensor field F satisfying div divF = 0 we have the estimate

(3.13) ‖S(τ, σ)divF‖BzL2
ξ(m) .

1

(τ − σ)
1
p

‖F‖BzL
p
ξ(m).

Further, for τ > σ there exists a bounded operator R(τ, σ) on BzL
p
ξ(m) so that S(τ, σ)divF =

divR(τ, σ)F and we have the estimates

‖R(τ, σ)F‖BzL2
ξ(m) .

1

(τ − σ)
1
p
− 1

2

‖F‖BzL
p
ξ(m),(3.14)

‖∇R(τ, σ)F‖BzL2
ξ(m) .

1

(τ − σ)
1
p

‖F‖BzL
p
ξ(m).(3.15)

Proof. Start with the following equation (which can be thought of, formally, as the result of applying

div
−1

to the equation (3.1))

(3.16)

{
∂τF −

(
L+ eτ∂2z − 1

2

)
F = RHS(F ),

div divF = 0,

where, for Ω = divF and U = (−∆)−1∇× divF ,

RHS(F ) = −α
[
g
0

]
⊗ Ω− αU ⊗

[
0
G

]
+ α

[
0
G

]
⊗ U + αΩ⊗

[
g
0

]
.

We then take R(τ, σ) to be the solution operator for the equation (3.16), which (formally) satisfies
S(τ, σ)div = divR(τ, σ).

The solution of (3.16) may be written using the Duhamel formula as

F (τ) = e(τ−σ)(L− 1
2)+eτa(τ−σ)∂2

zF (σ) +

∫ τ

σ
e(τ−s)(L− 1

2)+eτa(τ−s)∂2
zRHS(F (s)) ds.

19



Our strategy will now be to apply Banach’s fixed point theorem to the mapping

F 7→ e(τ−σ)(L− 1
2)+eτa(τ−σ)∂2

zF (σ) +

∫ τ

σ
e(τ−s)(L− 1

2)+eτa(τ−s)∂2
zRHS(F (s)) ds

in the closed subspace X ⊂ C([σ, σ + δ];BzL
p
ξ(m)) with finite norm

‖F‖X = sup
τ∈[σ,σ+δ]

(
‖F (τ)‖BzL

p
ξ(m) + (τ − σ)

1
p
− 1

2 ‖F (τ)‖BzL2
ξ(m) + (τ − σ)

1
p ‖∇F (τ)‖BzL2

ξ(m)

)
,

where δ > 0 will be chosen sufficiently small (independently of σ).
Noting, on the one hand, that the operator norm on any Lp space of (e

τ
2 ∂z)

βee
τa(τ−σ)∂2

z is

. a(τ − σ)−
β
2 and, on the other hand, applying (B.6), for β ∈ N3 and 1 ≤ p ≤ q ≤ ∞ we obtain

(3.17) ‖∇β
e(τ−σ)L+eτa(τ−σ)∂2

zf‖BzL
q
ξ(m) .

1

(τ − σ)
1
p
− 1

q
+

|β|
2

‖f‖BzL
p
ξ(m).

(Recall that |τ − σ| ≤ δ ≪ 1 hence a(τ − σ) ≈ τ − σ.) In particular,

‖e(τ−σ)(L− 1
2)+eτa(τ−σ)∂2

zF (σ)‖X . ‖F (σ)‖Lp
ξ(m).

As a consequence, it remains to show that the map

T : F 7→
∫ τ

σ
e(τ−s)(L− 1

2)+eτa(τ−s)∂2
zRHS(F (s)) ds

is a contraction on X.
We recall from Lemma A.4 that

‖U‖BzL4
ξ
. ‖Ω‖

BzL
4/3
ξ

. ‖Ω‖BzL2
ξ(m).

Observing that, for 1 < p ≤ 2,
‖g‖

L
2p
2−p
ξ

+ ‖G‖
L

4p
4−p
ξ (m)

. 1,

we may then apply Hölder’s inequality to obtain the estimate,

(3.18) ‖RHS(F )‖BzL
p
ξ(m) .

(
‖U‖BzL4

ξ
+ ‖Ω‖BzL2

ξ(m)

)
. ‖Ω‖BzL2

ξ(m),

where we note that the implicit constant depends on |α|.
Applying the estimate (3.17) for the linear propagator, followed by the estimate (3.18) for

RHS(F ) we then obtain

‖T (F )‖BzL
p
ξ(m) .

∫ τ

σ
‖RHS(F (s))‖BzL

p
ξ(m) ds

. ‖F‖X
∫ τ

σ

1

(s− σ)
1
p

ds

. (τ − σ)
1− 1

p ‖F‖X ,
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Similarly, we have

(τ − σ)
1
p ‖∇T (F )‖BzL2

ξ(m) . (τ − σ)
1
p

∫ τ

σ

1

(τ − s)
1
p

‖RHS(F (s))‖BzL
p
ξ(m) ds

. (τ − σ)
1
p ‖F‖X

∫ τ

σ

1

(τ − s)
1
p (s− σ)

1
p

ds

. (τ − σ)
1− 1

p ‖F‖X ,

and an essentially identical estimate yields

(τ − σ)
1
p
− 1

2 ‖T (F )‖BzL2
ξ(m) . (τ − σ)

1− 1
p ‖F‖X .

Combining these estimates we obtain

‖T (F )‖X . δ
1− 1

p ‖F‖X ,

so we may choose 0 < δ = δ(α) ≪ 1 sufficiently small (independently of σ) to ensure that T is a
contraction on X. The estimates (3.13), (3.14), (3.15) are then a consequence of the bounds for the
solution F .

An essentially identical argument applied directly to the equation (3.1) then yields our second
short time smoothing estimate:

Lemma 3.6. There exists 0 < δ = δ(α) ≪ 1 so that for all σ ≤ τ ≤ σ + δ we have the estimate,

(3.19) ‖∇S(τ, σ)F‖BzL2
ξ(m) .

1

(τ − σ)
1
2

‖F‖BzL2
ξ(m).

Proof. We first write the equation (3.1) in the form,

∂τΩ− (L+ eτ∂2z )Ω = RHS(Ω),

where

RHS(Ω) = −αg · ∇ξΩ+ αe
τ
2G∂zU + α

[
Ωξ · ∇ξg

−U ξ · ∇ξG

]
.

Following a similar argument to Lemma 3.5 we will solve this by applying Banach’s fixed point
theorem to the mapping,

Ω 7→ e(τ−σ)L+eτa(τ−σ)∂2
zΩ(s) +

∫ τ

σ
e(τ−σ)L+eτa(τ−s)∂2

zRHS(Ω(s)) ds,

in the closed subspace X ⊂ C([σ, σ + δ];BzL
2
ξ(m)) with finite norm,

‖Ω‖X = sup
τ∈[σ,σ+δ]

(
‖Ω(τ)‖BzL2

ξ(m) + a(τ − σ)
1
2 ‖∇Ω(τ)‖BzL2

ξ(m)

)
.

Applying the estimate (3.17) we see that

‖e(τ−σ)L+eτa(τ−σ)∂2
zF‖X . ‖F‖L2

ξ(m),
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So again matters reduce to proving that the map

T : Ω 7→
∫ τ

σ
e(τ−s)L+eτa(τ−s)∂2

zRHS(Ω(s)) ds

is a contraction on X for δ > 0 chosen sufficiently small.
To prove this we first notice that, by Hölder’s inequality,

‖g · ∇ξΩ(s)‖BzL2
ξ(m) . ‖∇Ω(s)‖BzL2

ξ(m) . (s− σ)−
1
2 ‖Ω‖X ,

‖Ωξ(s) · ∇ξg‖BzL2
ξ(m) . ‖Ω(s)‖BzL2

ξ(m) . ‖Ω‖X ,

and applying Lemma A.4 we may similarly bound

‖Ge s
2∂zU(s)‖BzL2

ξ(m) . ‖e s
2∂zU(s)‖BzL4

ξ
. ‖e s

2∂zΩ(s)‖BzL2
ξ(m) . (s− σ)−

1
2 ‖Ω‖X ,

‖U ξ(s) · ∇ξG‖BzL2
ξ(m) . ‖U(s)‖BzL4

ξ
. ‖Ω(s)‖BzL2

ξ(m) . ‖Ω‖X .

We just proved that

‖RHS(Ω(s))‖BzL2
ξ(m) . (s− σ)−

1
2 ‖Ω‖X .

Thus, we may apply the estimate (3.17) for the operator e(τ−σ)L+eτa(τ−σ)∂2
z to obtain

(τ − σ)
1
2 ‖∇T (Ω)‖BzL2

ξ(m) .

∫ τ

σ

(τ − σ)
1
2

(τ − s)
1
2

‖RHS(Ω(s))‖BzL2
ξ(m) ds

. ‖Ω‖X
∫ τ

σ

(τ − σ)
1
2

(τ − s)
1
2 (s− σ)

1
2

ds

. (τ − σ)
1
2 ‖Ω‖X ,

and similarly,

‖T (Ω)‖BzL2
ξ(m) . (τ − σ)

1
2 ‖Ω‖X .

Overall, we find that

‖T (Ω)‖X . δ
1
2 ‖Ω‖X ,

so choosing δ small enough T is a contraction on X, from which the desired estimate follows.

3.4. Proof of Theorem 3.1

From Proposition 3.2 we know that the solution operator S(τ, σ) is well defined and satisfies the
estimates (3.2), (3.3). Thus it remains to prove the estimates (3.4), (3.5).

We first take δ > 0 to be the minimum of the δ’s from lemmas 3.5 and 3.6.

Case 1: σ ≤ τ ≤ σ + δ. In this regime, a(τ − σ) ≈ τ − σ; here the estimate (3.4) follows directly
from the estimate (3.13). For the estimate (3.5) we take η = 1

2(τ + σ) ∈ (σ, τ) and then apply the
estimate (3.19) on the interval [η, τ ] and the estimate (3.13) on the interval [σ, η] to obtain

‖∇S(τ, σ)divF‖BzL2
ξ(m) . ‖∇S(τ, η)S(η, σ)divF‖BzL2

ξ(m)

. a(τ − η)−
1
2 ‖S(η, σ)divF‖BzL2

ξ(m)

. a(τ − η)−
1
2a(η − σ)

− 1
p ‖F‖BzL

p
ξ(m),
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and the estimate then follows since a(τ − η) ≈ a(η − σ) ≈ a(τ − σ).

Case 2: τ > σ + δ. We first note that in this case a(τ − σ) ≈ 1. Next we show that the estimate
(3.5) follows from the estimate (3.4). Indeed, if we assume (3.4) is true, we have

‖∇S(τ, σ)divF‖BzL2
ξ(m) = ‖∇S(τ, τ − δ

2)S(τ − δ
2 , σ)divF‖BzL2

ξ(m)

. ‖S(τ − δ
2 , σ)divF‖BzL2

ξ(m)

. e−µ(τ−σ)‖F‖BzL
p
ξ(m).

It remains to prove the estimate (3.4). Here we first apply Lemma 3.5 on the time interval
[σ, σ + δ

2 ] and, writing S(σ + δ
2 , σ)divF = divR(σ + δ

2 , σ)F , we may decompose

S(σ + δ
2 , σ)divF = h1 + e

σ
2 ∂zh2,

where h1, h2 are vector fields satisfying the estimates

‖h1‖BzL2
ξ(m) + ‖h2‖BzL2

ξ(m) . ‖F‖BzL
p
ξ(m),

and
∫
h1 dξ = 0.

For h1 we apply the long time estimate (3.3) to obtain

‖S(τ, σ + δ
2)h1‖BzL2

ξ(m) . e−µ(τ−σ)‖h1‖BzL2
ξ(m) . e−µ(τ−σ)‖F‖BzL

p
ξ(m).

For h2 we instead apply the long time estimate (3.2) with the short time estimate (3.19) and the
fact that ∂z commutes with S(τ, σ) to obtain

‖S(τ, σ + δ
2)e

σ/2∂zh2‖BzL2
ξ(m) = eσ/2‖∂zS(τ, τ − δ

2)S(τ − δ
2 , σ + δ

2)h2‖BzL2
ξ(m)

. e−
1
2
(τ−σ)‖S(τ − δ

2 , σ + δ
2)h2‖BzL2

ξ(m)

. e(γ−
1
2
)(τ−σ)‖h2‖BzL2

ξ(m)

. e−µ(τ−σ)‖F‖BzL
p
ξ(m).

4. Linear estimates for advection-diffusion-stretching by the Oseen

vortex

4.1. Statement of the estimates

In this section, we consider the linear equation,

(4.1)





∂tω + α[ug · ∇ω − ω · ∇ug] = ∆ω,

∇ · ω = 0,

ω(s) = ωs,

where 0 ≤ s < T and the velocity ug =

[
1√
t
g( x√

t
)

0

]
.
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If ωs ∈ BzL
1
x satisfies ∇ · ωs = 0 in the sense of distributions, we say that ω ∈ Cw([s, T ];BzL

1
x)

is a mild solution of (4.1) if for all t ∈ (s, T ] we have

(4.2) ω(t) = e(t−s)∆ωs − α

∫ t

s
e(t−σ)∆ div

(
ug(σ)⊗ ω(σ)− ω(σ)⊗ ug(σ)

)
dσ,

and 〈ω(t) , φ〉 → 〈ωs , φ〉 as t ց s for all test functions φ ∈ S . We note that the expression (4.2)
converges in BzL

1
x since ‖ug(t)‖L∞ . 1√

t
and

‖et∆‖BzL1
x→BzL1

x
. 1, ‖et∆ div ‖BzL1

x→BzL1
x
. t−

1
2 .

We also note that the divergence-free condition is preserved by the flow, i.e. ∇ · ω(t) = 0 (in the
classical sense) for all t ∈ (s, T ]. Finally, as ug is smooth on (0, T ], every mild solution of (4.2) must
satisfy ω ∈ C([s, T ] ∩ (0, T ];BzL

1
x).

We first consider the case that 0 < s < T , where the velocity field ug is smooth. Here we have
the following modification of [24, Proposition 4.3], which we prove in Section 4.2:

Proposition 4.1. Let 0 < s < t ≤ T . Given ωs ∈ BzL
1
x satisfying ∇ · ωs = 0 in the sense of

distributions there exists a unique mild solution ω ∈ C([s, T ];BzL
1
x) of the equation (4.1).

Taking S(t, s) to be the corresponding solution operator, for any 1 ≤ q ≤ ∞ and γ > 0 we have
the estimates,

‖S(t, s)ωs‖BzL
q
x
. (t− s)

−
(
1− 1

q

)(
t

s

)γ

‖ωs‖BzL1
x
,(4.3)

‖∇S(t, s)ωs‖BzL
q
x
. (t− s)

−
(

3
2
− 1

q

)(
t

s

)γ

‖ωs‖BzL1
x
,(4.4)

‖∇2
S(t, s)ωs‖BzL

q
x
. (t− s)

−
(
2− 1

q

)(
t

s

)γ

‖ωs‖BzL1
x
,(4.5)

where the implicit constants depend on γ, q, α.
Further, if fs ∈ BzL

1
x is a 3×3 tensor field satisfying div div fs = 0 in the sense of distributions,

for any 1 ≤ q ≤ ∞ and γ > 0 we have the estimates,

‖S(t, s) div fs‖BzL
q
x
. (t− s)

−
(

3
2
− 1

q

)(
t

s

)γ

‖fs‖BzL1
x
,(4.6)

‖∇S(t, s) div fs‖BzL
q
x
. (t− s)

−
(
2− 1

q

)(
t

s

)γ

‖fs‖BzL1
x
,(4.7)

where the constants depend on γ, q, α.
Finally, the above estimates hold with Bz replaced by Lr

z for any 1 ≤ r ≤ ∞.

The main obstruction in extending the solution operator S(t, s) to s = 0 arises from the vortex
stretching term, for which we have the (crude) estimate ‖∇ug‖L∞ . α

t . In order to improve this
bound we will take advantage of the specific structure of the linear equation (4.1). First we observe
that the z-component satisfies a self-contained equation

(4.8) ∂tω
z + α(ug)x · ∇xω

z = ∆ωz.

Next we write

(ug)x = V x⊥, where V =
1

2π|x|2
(
1− e−

|x|2
4t

)
,
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and compute

(4.9) ∇x(V x
⊥) = V J +

∂rV

r
x⊥ ⊗ x,

where r = |x|, the matrix J =

[
0 −1
1 0

]
and the matrix x⊥ ⊗ x =

[
−x1x2 −x22
x21 x1x2

]
. In particular, if

we define
ψ = x · ωx − 2t∂zω

z,

we may write the equation for the x-component as

(4.10) ∂tω
x + α(ug)x · ∇xω

x − αV Jωx = ∆ωx + αW (ψ + 2t∂zω
z),

where

(4.11) W = ∂rV
x⊥

|x| = − 1

π|x|3
(
1−

(
1 +

|x|2
4t

)
e−

|x|2
4t

)
x⊥

|x| .

Finally, we turn to deriving the equation on ψ. First, use that differentiation in z commutes with
(4.8) to derive the equation satisfied by −2t∂zω

z. Second, dot (4.10) with x to derive the equation
satisfied by x ·ωx. Adding both equations, observe that several terms cancel since ∇·ω = 0, leading
to an equation identical to ωz

(4.12) ∂tψ + α(ug)x · ∇xψ = ∆ψ.

Our strategy will be to first solve for ωz and ψ, and then solve for ωx, where the troublesome
vortex stretching term now appears as an inhomogeneous term depending on ψ. By scaling it is
natural to try and bound ψ in the space BzL

2
x. However, such an approach does not directly yield

an improved estimate as ‖W‖L2
x
. 1

t . However, we observe that

|W (t, x)| . min

{ |x|
t2
,

1

|x|3
}

so taking M ∈ 2Z, we obtain

‖W‖L2
x(|x|≈M) . min

{
M2

t2
,

1

M2

}
,

and hence we have the estimate (recalling the notation (2.1))

(4.13) ‖W‖ℓ∞L1([0,∞);L2
x)

. 1.

The estimate (4.13) motivates defining the closed subspace Y ⊂ Cw([s, T ];BzL
1
x) with finite

norm
‖ω‖Y = ‖ω‖L∞([s,T ];BzL1

x)
+ ‖ψ‖ℓ1L∞([s,T ];BzL2

x)
,

and corresponding initial data space Ys ⊂ BzL
1
x with finite norm

‖ωs‖Ys = ‖ωs‖BzL1
x
+ ‖x · ωx

s − 2s∂zω
z
s‖ℓ1BzL2

x
,

where we note1 that for s = 0 we have

‖ω0‖Y0 = ‖ω0‖BzL1
x
+ ‖x · ωx

0‖ℓ1BzL2
x
.

We then have the following Proposition, which we prove in Section 4.3:

1A modification of the estimate (4.33) below yields the bound ‖ωz‖ℓ1L∞([0,T ];BzL2
x
) . t−

1

2 ‖ωz
0‖BzL1

x

, which is
sufficient to prove that for any φ ∈ S we have 〈t∂zω

z(t), φ〉 → 0 as t ց 0.
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Proposition 4.2. Let 0 ≤ s < t ≤ T . Given ωs ∈ Ys satisfying ∇ · ωs = 0 in the sense of
distributions there exists a unique mild solution ω ∈ Y of the equation (4.1) and we have the
estimate

(4.14) ‖ω‖Y . ‖ωs‖Ys ,

where the constant depends on α.
Further, taking S(t, s) to be the corresponding solution operator, for any 1 ≤ q ≤ ∞ we have the

estimate

(4.15) ‖S(t, s)ωs‖BzL
q
x
. (t− s)

−
(
1− 1

q

)

‖ωs‖Ys ,

where the constant depends on q, α.

Finally, we record subcritical estimates, which will be used to prove local well-posedness for
(large) subcritical data (Theorem 2.4).

Proposition 4.3. For any p ∈ (1, 43 ],

‖S(t, 0)ω0‖BzL
4/3
x

. t
−
(

1
p
− 3

4

) [
‖ω0‖BzL

p
x
+ ‖x · (ω0)

x‖
BzL

2p
2−p

]
.

Before turning to the proof of these propositions, we briefly recall some properties of the 2d
scalar advection-diffusion equation,

(4.16)

{
∂tb+ α(ug)x · ∇xb = ∆xb,

b(s) = bs.

We recall that for any 1 ≤ p ≤ ∞ and bs ∈ Lp
x, the equation (4.16) has a unique mild solution

b ∈ Cw([s,∞);Lp
x) (see, e.g., [8, Section A.3] for details). Moreover, the maximum principle ensures

that the corresponding solution operator is sign-preserving.
From [13, Theorem 5], solutions of (4.16) satisfy the estimate

(4.17) ‖b(t)‖Lq
x
. (t− s)

−
(

1
p
− 1

q

)

‖bs‖Lp
x
,

whenever 1 ≤ p ≤ q ≤ ∞. Further, again from [13, Theorem 5] (also see [59]), for any 0 < β < 1
we have the estimate

(4.18) |b(t, x)| .β
β

4πt

∫

R2

e−β
|x−y|2

4t |b0(y)| dy.

4.2. Proof of Proposition 4.1

We now prove Proposition 4.1. We first note that the existence of a unique mild solution fol-
lows from an elementary contraction mapping argument on sufficiently short time intervals. As a
consequence, it will suffice to prove the estimates (4.3)–(4.7) for the solution operator S(t, s).

For simplicity we will only present the proof of the estimates for the spaces BzL
p
x. In several

places we will reduce matters to 2d by writing ω̂(t, x, ζ) = e−(t−s)|ζ|2b(t, x, ζ) and then consider
estimates for fixed ζ, where we note that for fixed ζ the function b is well-defined. In order to
replace Bz by Lr

z, we argue similarly, but in physical space (variable z) rather than in frequency
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space (variable ζ). Namely, we let b satisfy ω(t, x, z) = e(t−s)∂2
z b(t, x, z), and deduce bounds for

fixed z. The boundedness of the heat kernel (in the z variable) on Lr
zL

p
x concludes the argument.

In order to both state and prove our results it will be useful to recall that the equation (4.1)
decouples as {

∂tω
x + α[(ug)x · ∇xω

x − ωx · ∇x(u
g)x] = ∆ωx,

∂tω
z + α(ug)x · ∇xω

z = ∆ωz,

and hence the solution operator has a diagonal structure,

S =

[
Sx 0
0 Sz

]
.

As in [24, Proposition 4.3] our strategy will be to combine short time smoothing estimates with
long time estimates in the space BzL

1
x. We start with the following a priori estimates that follow

from (4.17):

Lemma 4.4. For any 0 < s < t ≤ T , 1 ≤ q ≤ ∞ and ωs ∈ BzL
1
x satisfying ∇ · ωs = 0 in the sense

of distributions we have the estimates

‖Sx(t, s)ωx
s ‖BzL

q
x
. (t− s)

−
(
1− 1

q

)(
t

s

)C|α|
‖ωx

s ‖BzL1
x
,(4.19)

‖Sz(t, s)ωz
s‖BzL

q
x
. (t− s)

−
(
1− 1

q

)

‖ωz
s‖BzL1

x
.(4.20)

Proof. Taking ω̂(t) = e−(t−s)|ζ|2b(t) we obtain the 2-dimensional equations

{
∂tb

x + α[(ug)x · ∇xb
x − bx · ∇x(u

g)x] = ∆xb
x,

∂tb
z + α(ug)x · ∇xb

z = ∆xb
z.

For the z-component, we apply (4.17) to obtain

‖bx(t)‖Lq
x
. (t− s)

−
(
1− 1

q

)

‖bx(s)‖L1
x
.

The estimate (4.20) then follows from multiplying both sides by e−(t−s)|ζ|2 > 0 and integrating in
ζ.

At least formally, the estimate (4.19) for the x-component is proved similarly, by applying (4.17)
to the equation satisfied by |bx|.

To make this argument rigorous, we introduce

ϕ(t, x) = e(t−s)∆xG =
1

4π(1 + t− s)
e
− |x|2

4(1+t−s) ,

and for δ > 0 take the smooth approximation c =
(
δ2ϕ2 + |bx|2

) 1
2 to |bx|. Writing bx = (b1, b2)

T ,
we compute

∆xc =
1

c

(
δ2ϕ∆xϕ+Re(b̄1∆xb1 + b̄2∆xb2)

)
− F1,
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where the error term

F1 = −δ
2

c3
(
|b1|2|∇xϕ|2 + ϕ2|∇xb1|2 − 2Re

(
ϕb̄1∇xb1 · ∇xϕ

))

− δ2

c3
(
|b2|2|∇xϕ|2 + ϕ2|∇xb2|2 − 2Re

(
ϕb̄2∇xb2 · ∇xϕ

))

− 1

2c3
(
|b1|2|∇xb1|2 − Re

(
b̄21∇xb1 · ∇xb1

))

− 1

2c3
(
|b2|2|∇xb2|2 − Re

(
b̄22∇xb2 · ∇xb2

))

− 1

c3
(
|b1|2|∇xb2|2 + |b2|2|∇xb1|2 − Re

(
b̄1b̄2∇xb1 · ∇xb2 + b1b̄2∇xb̄1 · ∇xb2)

))
,

is readily seen to be non-positive. This yields the equation

∂tc+ α(ug)x · ∇xc = ∆xc+ F,

where the inhomogeneous term
F = F1 + F2,

and, recalling (4.11),

F2 =
α

c
Re
(
(bx ·W )(x · bx)

)
.

Choosing δ-independent C > 0 so that

|F2| ≤ C
|α|
t
c,

we then have

(∂t + α(ug)x · ∇x −∆x)

((s
t

)C|α|
c

)
≤ 0.

As the solution operator of (4.16) is sign-preserving and c is positive, we may apply (4.17) to obtain

‖c(t)‖Lq
x
. (t− s)

−
(
1− 1

q

)(
t

s

)C|α|
‖c(s)‖L1

x
.

Sending δ → 0 then yields the estimate

‖bx(t)‖Lq
x
. (t− s)

−
(
1− 1

q

)(
t

s

)C|α|
‖bx(s)‖L1

x
.

Again multiplying by e−(t−s)|ζ|2 and integrating, we yield (4.19).

In order to improve the power of t
s in the estimate (4.19) and obtain the estimate (4.3) we

require the following lemma, which relies on semigroup estimates proved in Appendix B using
similar arguments to [34, Section 4]:

Lemma 4.5. For any 0 < s < t ≤ T , γ > 0 and ωs ∈ BzL
1
x satisfying ∇ · ωs = 0 in the sense of

distributions we have the estimate,

(4.21) ‖Sx(t, s)ωx
s ‖BzL1

x
.

(
t

s

)γ

‖ωx
s ‖BzL1

x
,

where the implicit constant depends on α, γ.
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Proof. Taking ω̂(t) = e−(t−s)ζ2b(t) as in Lemma 4.4 we see that it suffices to prove that

(4.22) ‖bx(t)‖L1
x
.

(
t

s

)γ

‖bx(s)‖L1
x
.

Rescaling bx to Bξ(τ, ξ, ζ) = eτ bx(eτ , eτ/2ξ, ζ), we obtain

∂τB
ξ + αΓBξ = LBξ,

where we recall the definition of the operator,

Γ = g · ∇ξ −∇ξg.

From the estimate (B.4), for any γ > 0 we have

‖eτ(L−αΓ)‖L1
ξ→L1

ξ
. eγτ ,

and hence we obtain the estimate

‖Bξ(τ)‖L1
ξ
. eγ(τ−σ)‖Bξ(σ)‖L1

ξ
.

Returning to the original variables, we obtain the estimate (4.22).

To prove the estimates (4.4), (4.5) we require a short time smoothing estimate. Here we have
the following lemma:

Lemma 4.6. There exists 0 < δ = δ(α) ≪ 1 so that for all 0 < s < t ≤ (1 + δ)s, 1 ≤ q ≤ ∞ and
ωs ∈ BzL

q
x satisfying ∇ · ωs = 0 in the sense of distributions we have the estimates

‖∇S(t, s)ωs‖BzL
q
x
. (t− s)−

1
2 ‖ωs‖BzL

q
x
,(4.23)

‖∇2
S(t, s)ωs‖BzL

q
x
. (t− s)−1‖ωs‖BzL

q
x
,(4.24)

Proof. We define the operator

Kω =

∫ t

s
e(t−σ)∆ div (ug(σ)⊗ ω(σ)− ω(σ)⊗ ug(σ)) dσ,

and the norm

‖ω‖Z = sup
t∈[s,(1+δ)s]

(
‖ω‖BzL

q
x
+ (t− s)

1
2 ‖∇ω‖BzL

q
x
+ (t− s)‖∇2ω‖BzL

q
x

)
.

Using the estimates

‖∇ke(t−σ)∆ div ‖BzL
q
x→BzL

q
x
. (t− σ)−

1
2
− k

2 and ‖∇kug(σ)‖L∞ . σ−
1
2
− k

2 ,

for t ∈ [s, (1 + δ)s] and k ∈ {0, 1, 2}, we may bound

∥∥∥∥∥∇
k

∫ t+s
2

s
e(t−σ)∆ div (ug(σ)⊗ ω(σ)− ω(σ)⊗ ug(σ)) dσ

∥∥∥∥∥
BzL

q
x

.

∫ t+s
2

s
(t− σ)−

1
2
− k

2 ‖ug(σ)‖L∞
x
‖ω(σ)‖BzL

q
x
dσ .

√
δ(t− s)−

k
2 ‖ω‖Z .
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Similarly, we have

∥∥∥∥∥∇
k

∫ t

t+s
2

e(t−σ)∆ div (ug(σ)⊗ ω(σ)− ω(σ)⊗ ug(σ)) dσ

∥∥∥∥∥
BzL

q
x

.

k∑

j=0

∫ t

t+s
2

(t− σ)−
1
2 ‖∇jug(σ)‖L∞

x
‖∇k−jω(σ)‖BzL

q
x
dσ .

√
δ(t− s)−

k
2 ‖ω‖Z .

Combining these bounds, for t ∈ [s, (1 + δ)s] we obtain

‖Kω‖BzL
q
x
+ (t− s)

1
2 ‖∇Kω‖BzL

q
x
+ (t− s)‖∇2Kω‖BzL

q
x
.

√
δ‖ω‖Z .

Choosing 0 < δ ≪α 1 sufficiently small we may then apply the contraction principle to obtain a
mild solution of (4.1) satisfying the estimate

‖ω(t)‖BzL
q
x
+ (t− s)

1
2 ‖∇ω(t)‖BzL

q
x
+ (t− s)‖ω(t)‖BzL

q
x
. ‖ωs‖BzL

q
x
.

By uniqueness of mild solutions in the space BzL
q
x (when s > 0) we obtain the estimate (4.23).

To prove the estimate (4.6), we follow the argument of [24, Proposition 4.3] and first consider
the equation

(4.25)





∂tf + α[ug ⊗ div f − div f ⊗ ug] = ∆f

div div f = 0

f(s) = fs,

where f is a 3× 3 tensor field, which is formally obtained by applying div−1 to the equation (4.1).
Given 0 < s < t ≤ T and fs ∈ BzL

1
x satisfying div div fs = 0 in the sense of distributions, there

exists a unique mild solution f(t) = K(t, s)fs of the equation (4.25). Furthermore, if div fs ∈ BzL
1
x,

then S(t, s) div fs = divK(t, s)fs.
We then have the following short time smoothing estimate that is proved similarly to Lemma 4.6:

Lemma 4.7. There exists 0 < δ = δ(α) ≪ 1 so that, for any 0 < s < t ≤ (1 + δ)s and any 3 × 3
tensor field fs ∈ BzL

1
x satisfying div div fs = 0 in the sense of distributions, we have the estimate,

(4.26) ‖S(t, s) div fs‖BzL1
x
. (t− s)−

1
2 ‖fs‖BzL1

x
.

Proof. Arguing as in Lemma 4.6 we may apply a contraction mapping argument to find δ = δ(α) > 0
and a mild solution of the equation (4.25) on the time interval [s, (1 + δ)s] satisfying the estimate

‖f‖BzL1
x
+ (t− s)

1
2 ‖ div f‖BzL1

x
. ‖fs‖BzL1

x
.

Using the identity S(t, s) div = divK(t, s) we obtain the estimate (4.26).

To complete the proof of Proposition 4.1 we require a long time estimate for the operator
K(t, s) that we prove similarly to Lemma 4.5, again using several semigroup estimates proved in
Appendix B:
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Lemma 4.8. For any 0 < s < t ≤ T , γ > 0 and 3×3 tensor field fs ∈ BzL
1
x satisfying div div fs = 0

in the sense of distributions we have the estimate,

(4.27) ‖K(t, s)fs‖BzL1
x
.

(
t

s

)γ

‖fs‖BzL1
x
,

where the implicit constant depends on α, γ.

Remark 4.9. We note that although the estimate (4.6) can be viewed as the analogue of the
estimate (3.4), we use a slightly different approach to prove it. The reason for this is most easily
explained by considering the operator L on L1

ξ . In this case the condition
∫
f dξ = 0 is insufficient to

ensure a spectral gap and hence we must impose the stronger condition f = div h for some h ∈ L1
ξ .

(Contrast to the case that we consider L on L2
ξ(m) for m > 1 where the the condition

∫
f dξ = 0 is

sufficient to ensure a spectral gap.)

Proof. We start by writing the 3× 3 tensor f , considered as a matrix, in the form

f =

[
fxx fxz

(fzx)T fzz

]
,

for a 2× 2 tensor fxx, 2-vectors fxz, fzx and a scalar fzz. Recalling the convention that (div f)j =
∂if

ij we see that the vector

div f =

[
divx f

xx + ∂zf
zx

∇x · fxz + ∂zf
zz

]
= divx f

x + ∂zf
z,

where

fx =
[
fxx fxz

]
, fz =

[
fzx

fzz

]
,

are respectively thought of as a 2× 3 matrix and a 3-vector.
Taking the Fourier transform in z we obtain the equation

∂tf̂ + α
[
ug ⊗

(
divx f̂

x + iζf̂ z
)
−
(
divx f̂

x + iζf̂z
)
⊗ ug

]
=
(
∆x − |ζ|2

)
f̂ .

We may then decompose this into a system of four equations




∂tf̂
xx + α

[
(ug)x ⊗

(
divx f̂

xx + iζf̂zx
)
−
(
divx f̂

xx + iζf̂ zx
)
⊗ (ug)x

]
=
(
∆x − |ζ|2

)
f̂xx,

∂tf̂
xz + α

(
∇x · fxz + iζf̂zz

)
(ug)x =

(
∆x − |ζ|2

)
f̂xz,

∂tf̂
zx − α

(
∇x · fxz + iζf̂zz

)
(ug)x =

(
∆x − |ζ|2

)
f̂zx,

∂tf̂
zz =

(
∆x − |ζ|2

)
f̂zz.

Next we switch to self-similar variables, letting

F (τ, ξ, ζ) = e
τ
2 f̂(eτ , e

τ
2 ξ, ζ)

to obtain the system




∂τF
ξξ + αg ⊗

(
divξ F

ξξ + ie
τ
2 ζF zξ

)
−
(
divξ F

ξξ + ie
τ
2 ζF zξ

)
⊗ αg =

(
L − 1

2 − eτ |ζ|2
)
F ξξ,

∂τF
ξz +

(
∇ξ · F ξz + ie

τ
2 ζF zz

)
αg =

(
L − 1

2 − eτ |ζ|2
)
F ξz,

∂τF
zξ −

(
∇ξ · F ξz + ie

τ
2 ζF zz

)
αg =

(
L − 1

2 − eτ |ζ|2
)
F zξ,

∂τF
zz =

(
L − 1

2 − eτ |ζ|2
)
F zz.
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We then consider estimates for F ξξ, F ξz, F zξ, F zz in turn:

The zz-component. From the expression (B.5) for the semigroup eτL we obtain the estimate

(4.28) ‖F zz(τ)‖L1
ξ
≤ e−

1
2
(τ−σ)‖F zz(σ)‖L1

ξ
.

The ξz-component. For a 2-vector f we define the operator

Ξf = (∇ξ · f)g,

and from the estimate (B.4), for any γ > 0 we have

‖eτ(L− 1
2
−αΞ)‖L1

ξ→L1
ξ
. e(γ−

1
2
)τ .

Using the Duhamel formula and the estimate (4.28) for F ζζ , we then obtain the estimate

(4.29) ‖F ξz(τ)‖L1
ξ
. e(γ−

1
2
)(τ−σ)

(
‖F ξz(σ)‖L1

ξ
+ ‖F zz(σ)‖L1

ξ

)
.

The zξ-component. To bound F zξ we may simply use the mapping properties of eτL with the
estimates (4.28), (4.29) to obtain

(4.30) ‖F zξ(τ)‖L1
ξ
. e−

1
2
(τ−σ)‖F zξ(σ)‖L1

ξ
+ e(γ−

1
2
)(τ−σ)

(
‖F ξz(σ)‖L1

ξ
+ ‖F zz(σ)‖L1

ξ

)
.

The ξξ-component. For a 2× 2 tensor f we define the linear operator

Πf = g ⊗ divξ f − divξ f ⊗ g,

and from the estimate (B.4), for all γ > 0 we have,

‖eτ(L− 1
2
−αΠ)‖L1

ξ→L1
ξ
. e(γ−

1
2
)τ .

Using the Duhamel formula with the estimate (4.30), we may then bound

(4.31) ‖F ξξ(τ)‖L1
ξ
. e(γ−

1
2
)(τ−σ)

(
‖F ξξ(σ)‖L1

ξ
+ ‖F ξz(σ)‖L1

ξ
+ ‖F zξ(σ)‖L1

ξ
+ ‖F zz(σ)‖L1

ξ

)
.

The estimate (4.27) then follows from the bounds (4.28)–(4.31).

Using these lemmas we may complete the proof of Proposition 4.1:

Proof of Proposition 4.1. It remains to prove the estimates (4.3)–(4.7).

The estimate (4.3). For the z-component we apply the estimate (4.20). For the x-component we
apply the estimates (4.19) and (4.21) to obtain

‖Sx(t, s)ωx
s ‖BzL

q
x
= ‖Sx(t, 12(t+ s))Sx(12(t+ s), s)ωx

s ‖BzL
q
x

. (t− s)
−
(
1− 1

q

)

‖Sx(12(t+ s), s)ωx
s ‖BzL1

x

. (t− s)
−
(
1− 1

q

)(
t

s

)γ

‖ωx
s ‖BzL1

x
.
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The estimate (4.4). We first choose sufficiently small δ > 0 satisfying the hypothesis of Lemma 4.6.

If 0 < s < t ≤ (1+ δ)s we may apply the short time estimate (4.23) on the interval [12(t+ s), t] with
the estimate (4.3) on the interval [s, 12(t+ s)] to obtain

‖∇S(t, s)ωs‖BzL
q
x
= ‖∇S(t, 12(t+ s))S(12(t+ s), s)ωs‖BzL

q
x

. (t− s)−
1
2 ‖S(12(t+ s), s)ωs‖BzL

q
x

. (t− s)
−
(

3
2
− 1

q

)(
t

s

)γ

‖ωs‖BzL1
x
.

If instead we have (1+ δ)s < t ≤ T we apply the short time estimate (4.23) on the interval [ 2
2+δ t, t]

and the long time estimate (4.3) on the interval [s, 2
2+δ t] (noting that 1

1+δ t <
2

2+δ t < t) to obtain

‖∇S(t, s)ωs‖BzL
q
x
= ‖∇S(t, 2

2+δ t)S(
2

2+δ t, s)ωs‖BzL
q
x

. t−
1
2 ‖S( 2

2+δ t, s)ωs‖BzL
q
x

. (t− s)
−
(

3
2
− 1

q

)(
t

s

)γ

‖ωs‖BzL1
x
,

where we have used the fact that 2
2+δ t− s > 1

2+δ (t− s) whenever δs < t− s.

The estimate (4.5). This is proved in an identical manner to the estimate (4.4) using the estimate
(4.24).

The estimate (4.6). By exploiting a similar strategy to the proof of (4.3) it suffices to show that

‖S(t, s) div fs‖BzL1
x
. (t− s)−

1
2

(
t

s

)γ

‖fs‖BzL1
x
.

We take sufficiently small δ > 0 as in Lemma 4.7 and if s < t ≤ (1 + δ)s we may directly apply the
estimate (4.26) to obtain

‖S(t, s) div fs‖BzL1
x
. (t− s)−

1
2 ‖fs‖BzL1

x
.

On the other hand, if (1+δ)s < t ≤ T we may combine the estimate (4.26) with the estimate (4.27)
to obtain

‖S(t, s) div fs‖BzL1
x
. ‖S(t, 2

2+δ t) divK( 2
2+δ t, s)fs‖BzL1

x

. t−
1
2 ‖K( 2

2+δ t, s)fs‖BzL1
x

. (t− s)−
1
2

(
t

s

)γ

‖fs‖BzL1
x
.

The estimate (4.7). This follows from the estimate (4.6) in the same way that the estimate (4.4)
follows from the estimate (4.3).

4.3. Proof of Proposition 4.2

We now turn to the proof of Proposition 4.2. We first consider the z-component and have the
following lemma:
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Lemma 4.10. For any 1 ≤ p ≤ ∞ and ωz
s ∈ BzL

p
x there exists a unique mild solution ωz ∈

Cw([s, T ];BzL
p
x) of the equation (4.8) satisfying ωz(s) = ωz

s . Further, for all 0 ≤ s < t ≤ T and
1 ≤ p ≤ q ≤ ∞ we have the estimate

(4.32) ‖ωz(t)‖BzL
q
x
. (t− s)

−
(

1
p
− 1

q

)

‖ωz
s‖BzL

p
x

Proof. Letting ω̂(t) = e−(t−s)|ζ|2bz(t), we have

{
∂tb

z + α(ug)x · ∇xb
z = ∆xb

z

bz(s) = ω̂z
s ,

which is precisely the scalar advection-diffusion equation (4.16). The estimate (4.17) gives

‖bz(t)‖Lq
x
. (t− s)

−
(

1
p
− 1

q

)

‖bz(s)‖Lp
x

for fixed ζ, from which the estimate (4.32) follows.

Next we consider ψ and have the following lemma:

Lemma 4.11. For all ψs ∈ ℓ1BzL
2
x ⊂ BzL

2
x there exists a unique mild solution ψ ∈ Cw([s, T ];BzL

2
x)

of (4.12) satisfying ψ(s) = ψs. Further, we have the estimate,

(4.33) ‖ψ‖ℓ1L∞([s,T ];BzL2
x)

. ‖ψs‖ℓ1BzL2
x
.

Proof. Proceeding as in Lemma 4.10 we take ψ̂ = e−(t−s)|ζ|2wζ . We then apply the estimate (4.18)
and Hölder’s inequality to obtain

‖χMwζ(t)‖L2
x
.
∑

M ′≈M

‖χM ′wζ(s)‖L2
x
+
∑

M ′ 6≈M

MM ′

t− s
e−C

max{M2,(M′)2}
t−s ‖χM ′wζ(s)‖L2

x
.

As a consequence,

‖χMψ‖L∞([s,T ];BzL2
x)

.
∑

M ′≈M

‖χM ′ψs‖BzL2
x
+
∑

M ′ 6≈M

MM ′

max{M2, (M ′)2}‖χM ′ψs‖BzL2
x
.

We may then sum over M ∈ 2Z to obtain the estimate (4.33).

Using these estimates we may solve for ωx and complete the proof of proposition 4.2:

Proof of Proposition 4.2. Using Lemmas 4.10, 4.11 we may construct ωz and ψ. Thus, it remains
to prove that ωx exists, is unique and satisfies the estimate

‖ωx(t)‖BzL1
x
. ‖ωs‖Ys

The estimate (4.15) on [s, t] then follows from combining the estimate (4.14) on [s, s+t
2 ] with the

short time smoothing estimate (4.3) on [ s+t
2 , t].

We start by writing ω̂x = e−(t−s)|ζ|2b to obtain the 2d-equation,

{
∂tb+ α(ug)x · ∇xb− αV Jb = ∆xb+ αWx · b,

b(s) = bs.

34



Proceeding as in Lemma 4.4, for δ > 0 we take,

c =
(
δ2ϕ2 + |b|2

) 1
2 ,

where ϕ = e(t−s)∆xG to obtain the equation

(4.34) ∂tc+ α(ug)x · ∇xc = ∆xc+ F,

where F1 ≤ 0 and the inhomogeneous term

F = F1 + F2,

with

F2 =
1

c
Re
(
(b̄ ·W )(x · b)

)
.

We now replace V by the mollification V (ε) = ρε ∗V , so that W is replaced by W (ε) = ∂rV
(ε) x⊥

|x| ,

and construct a corresponding mild local solution b(ε) ∈ C([s, T ];L1
x). The corresponding quantity

c(ε) = (δ2ϕ2+ |b(ε)|2) 1
2 is a non-negative solution of the inhomogeneous equation (4.34) (with b, V,W

replaced by b(ε), V (ε),W (ε) respectively) and hence we may apply the estimate (4.17) with the fact
that the solution operator of (4.16) is sign-preserving to obtain,

‖c(ε)(t)‖L1
x
. ‖cs‖L1

x
+

∫ t

s
‖F2(σ)‖L1

x
dσ.

Multiplying by e−(t−s)|ζ|2 > 0, integrating in ζ, and applying the estimates (4.13) for W , (4.33) for
ψ and (4.32) for ωz, we then obtain,

‖e−(t−s)|ζ|2c(ε)(t)‖L1
x,ζ

. ‖e−(t−s)|ζ|2cs‖L1
x,ζ

+

∫ t

s
‖e−(t−σ)|ζ|2W (ε)ψ̂(σ)‖L1

x,ζ
dσ

+

∫ t

s
‖e−(t−σ)|ζ|2W (ε)σζω̂z(σ)‖L1

x,ζ
dσ

. ‖e−(t−s)|ζ|2cs‖L1
x,ζ

+ ‖W (ε)‖ℓ∞L1([s,T ];L2
x)
‖ψ‖ℓ1L∞([s,T ];BzL2

x)

+

∫ t

s
(t− σ)−

1
2 ‖W (ε)σ‖L2

x
‖ωz(σ)‖BzL2

x
dσ

. ‖e−(t−s)|ζ|2cs‖L1
x,ζ

+ ‖ωs‖Ys .

Taking δ → 0 we arrive at the a priori estimate,

‖e−(t−s)|ζ|2b(ε)(t)‖L1
x,ζ

. ‖ωs‖Ys .

We now pass to the limit as ε → 0 to obtain ωx ∈ L∞([s, T ];BzL
1
x) satisfying the Duhamel

formula,

ωx(t) = e(t−s)∆ωx
s − α

∫ t

s
e(t−σ)∆ div ((ug)x(σ)⊗ ωx(σ)− ωx(σ)⊗ (ug)x(σ)) dσ,

as well as the estimate
‖ωx(t)‖BzL1

x
. ‖ωs‖Ys .
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Weak continuity in time then follows from an identical argument to the 2d equation (4.16), so
ωx ∈ Cw([s, T ];BzL

1
x) is a mild solution of (4.10).

It remains to prove that the mild solution of (4.10) we have constructed is unique. Suppose
that ω ∈ Y is a mild solution of (4.1) with initial data ωs = 0. From the uniqueness statement of
Lemma 4.10 we then see that ωz = 0 = ψ. As a consequence, the problem reduces to showing that
there exists a unique mild solution of the equation (4.10) satisfying x ·ωx = 0 = ∇x ·ωx with initial
data ωx

s = 0. However, if x · ωx = ∇x · ωx = 0, then we may write

ωx(t, x, z) = f(t, |x|, z)x
⊥

|x| .

But then f is a solution of the equation,

∂tf =

(
∂2r +

1

r
∂r −

1

r2

)
f,

where r = |x|, whose solution is clearly unique.

4.4. Proof of Proposition 4.3

Recalling that 1 < p ≤ 4
3 , by (4.32), (4.23), and (4.17), we have, for p ≤ q,

‖ωz‖
BzL

4/3
x

. t
3
4
− 1

p ‖ωz
0‖BzL

p
x
,

‖∂zωz‖BzL
q
x
. t

1
q
− 1

p
− 1

2 ‖ωz
0‖BzL

p
x
,

‖ψ‖BzL
q
x
. t

1
q
− 1

p ‖x · ωx
0‖BzL

p
x
.

Arguing as in the proof of Proposition 4.2 using (4.17) we may bound

‖e−t|ζ|2b(t)‖
L1
ζL

4/3
x

. t
3
4
− 1

p ‖ωx
0‖BzL

p
x
+

∫ t

0
(t− σ)−

1
4 ‖e−(t−σ)|ζ|2Wψ̂(σ)‖L1

x,ζ
dσ

+

∫ t

0
(t− σ)−

1
4 ‖e−(t−σ)|ζ|2Wσζω̂z(σ)‖L1

x,ζ
dσ

. t
3
4
− 1

p ‖ωx
0‖BzL

p
x

+

∫ t

0
(t− σ)−

1
4 ‖W‖

L
2p

3p−2
x

(
‖ψ(σ)‖

BzL
2p
2−p
x

+ σ‖∂zωz(σ)‖
BzL

2p
2−p
x

)
dσ

. t
3
4
− 1

p ‖ωx
0‖BzL

p
x
+

∫ t

0
(t− σ)−

1
4σ

− 1
p

(
‖x · (ω0)

x‖
BzL

2p
2−p

+ ‖ω0‖BzL
p
x

)
dσ

. t
3
4
− 1

p ‖ωx
0‖BzL

p
x
+ t

3
4
− 1

p

(
‖x · (ω0)

x‖
BzL

2p
2−p

+ ‖ω0‖BzL
p
x

)
,

where we have used that
‖W‖

L
2p

3p−2
x

. σ
− 1

p ,

which gives the desired result.
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5. Nonlinear estimates for the straight filament

This section is devoted to the proofs of Theorems 2.2 and 2.4. The proofs of both theorems are
mostly identical, with a few differences which will be made clear.

We start by formally splitting the vorticity

ω(t, x, z) =

[
0

α
tG
(

x√
t

)
]
+ ωc(t, x, z)

︸ ︷︷ ︸
ω̃c(t, x, z)

+ωb(t, x, z)(5.1)

with corresponding velocity field given by the Biot-Savart law

u(t, x, z) = αug(t, x, z) + uc(t, x, z) + ub(t, x, z) with ug(t, x, z) =

[
1√
t
g
(

x√
t

)

0

]
.

As usual, we capitalize u and ω in self-similar variables: for ∗ = b or c,

Ω∗(τ, ξ, z) = tω∗(t, x, z) and U∗(τ, ξ, z) =
√
tu∗(t, x, z).

It remains to define ω̃c and ωb: they are given by





∂tω̃
c + u · ∇ω̃c − ω̃c · ∇u = ∆ω̃c

ω̃c(t = 0) =

[
0

αδx=0

]

and {
∂tω

b + u · ∇ωb − ωb · ∇u = ∆ωb

ωb(t = 0) = µb.

Recall that S is the semigroup associated to the problem ∂tω+ α[ug · ∇ω− ω · ∇ug] = ∆ω, while S
is the semigroup associated to ∂tω + α[ug · ∇ω − ω · ∇ug + u · ∇ωg − ωg · ∇u] = ∆ω in self-similar
variables.

Duhamel’s formula then formally gives

ωb(t) = S(t, 0)µb −
∫ t

0
S(t, s)∇ ·

(
ub ⊗ ωb − ωb ⊗ ub

)
ds

−
∫ t

0
S(t, s)∇ ·

(
uc ⊗ ωb − ωb ⊗ uc

)
ds,

Ωc(τ) = −α
∫ τ

−∞
S(τ, s)∇ ·

(
U b ⊗Ge3 −Ge3 ⊗ U b

)
ds

−
∫ τ

−∞
S(τ, s)∇ ·

(
U b ⊗ Ωc − Ωc ⊗ U b

)
ds

−
∫ τ

−∞
S(τ, s)∇ · (U c ⊗ Ωc − Ωc ⊗ U c) ds.

(5.2)

Writing Q for the above right-hand side, we are looking for a solution of the equation

(ωb,Ωc) =
(
Qb(ωb,Ωc),Qc(ωb,Ωc)

)
= Q(ωb,Ωc).
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Taking m ≥ 2, we will solve this fixed point problem by applying the Banach fixed point theorem
in the following ball, for constants M,D ≥ 1 determined by the proof below,

Bε,T =
{
(ωb,Ωc) functions on (0, T )× R3 such that ∇ · ωb = 0, ∇ · Ωc = 0,

and
∥∥∥(ωb,Ωc)

∥∥∥
X

:=M sup
t∈(0,T )

t
1
4 ‖ωb(t)‖

BzL
4/3
x

+ sup
τ∈(−∞,log T )

‖Ωc(τ)‖BzL2
ξ(m) ≤ Dε

}
.

To prove Theorem 2.2 we will verify that, whenever the data satisfies (2.2), the map Q : Bε,T →
Bε,T is a contraction for any 0 < ε ≤ ε0, any T > 0 and a judicious of the constants M , D, and ε0.

Bound for the core. We abbreviate the three summands in the definition of Qc in (5.2) by

Qc(ωb,Ωc) = Lc +N c
0 +N c

1 .

By (3.4) and the rapid decay of G,

‖Lc(τ)‖BzL2
ξ(m) .

∫ τ

−∞

e−µ(τ−s)

a(τ − s)
1
2

∥∥∥GU b(s)
∥∥∥
BzL2

ξ(m)
ds .

∫ τ

−∞

e−µ(τ−s)

a(τ − s)
1
2

∥∥∥U b(s)
∥∥∥
BzL4

ξ

ds.

Note that by scaling and the bound on the Biot-Savart formula in Lemma A.3

∥∥∥U b(τ)
∥∥∥
BzL4

ξ

= e
τ
4

∥∥∥ub(eτ )
∥∥∥
BzL4

x

. sup
0<t<T

t
1
4

∥∥∥ωb(t)
∥∥∥
BzL

4/3
x

.

Hence, with an implicit constant independent of T and ε,

‖Lc(τ)‖BzL2
ξ(m) .

1

M

∥∥∥(ωb,Ωc)
∥∥∥
X
.

Using again (3.4), we have

‖N c
0(τ)‖BzL2

ξ(m) .

∫ τ

−∞

e−µ(τ−s)

a(τ − s)
3
4

∥∥∥U b ⊗ Ωc(s)
∥∥∥
BL

4/3
ξ (m)

ds

.

∫ τ

−∞

e−µ(τ−s)

a(τ − s)
3
4

‖U b(s)‖BzL4
ξ
‖Ωc(s)‖BzL2

ξ(m) ds

.
∥∥∥(ωb,Ωc)

∥∥∥
2

X
.

The same proof applies to the nonlinear term N c
1 by using Lemma A.3,

‖U c(τ)‖BzL4
ξ
= e

τ
4 ‖uc(eτ )‖BzL4

x
. e

τ
4 ‖ωc(eτ )‖

BzL
4/3
x

. ‖Ωc(τ)‖BzL2
ξ(m).

This completes the proof of the desired estimates near the core.

Bound for the background. We abbreviate the three summands in the definition of Qb in (5.2) by

Qb(ωb,Ωc) = Lb +N b
0 +N b

1 .
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By Proposition 4.1, choosing γ ∈ (0, 12),

t
1
4

∥∥∥N b
1(t)

∥∥∥
BzL

4/3
x

= t
1
4

∫ t

0

∥∥∥S(t, s)∇ · (uc ⊗ ωb − ωb ⊗ uc)
∥∥∥
BzL

4/3
x

ds

. t
1
4

∫ t

0

1

(t− s)
3
4

(
t

s

)γ

‖uc(s)‖BzL4
x
‖ωb(s)‖

BzL
4/3
x
ds

.
1

M

∥∥∥(ωb,Ωc)
∥∥∥
2

X
t
1
4

∫ t

0

1

(t− s)
3
4

(
t

s

)γ 1

s
1
2

ds

.
1

M

∥∥∥(ωb,Ωc)
∥∥∥
2

X
,

where we used Lemma A.3, scaling, and the inclusion L2
ξ(m) ⊂ L

4
3
ξ to obtain

‖uc(t)‖BzL4
x
. ‖ωc(t)‖

BzL
4/3
x

= t−
1
4 ‖Ωc(log t)‖

BzL
4/3
ξ

. t−
1
4 ‖Ωc(log t)‖BzL2

ξ(m) . t−
1
4 ‖(ωb,Ωc)‖X .

The term N b
0 can be dealt with similarly.

Proof of Theorem 2.2 The above estimates imply that

‖Q(ωb,Ωc)‖X .M sup
t∈(0,T )

t
1
4 ‖Lb‖

BzL
4/3
x

+
1

M
‖(ωb,Ωc)‖X + ‖(ωb,Ωc)‖2X .

By Proposition 4.2 and the hypothesis (2.2), this implies that for some constant C0 ≥ 1 we have
the estimate

‖Q(ωb,Ωc)‖X ≤ C0M

(∥∥∥µb
∥∥∥
BzL1

x

+
∥∥∥x · (µb)x

∥∥∥
ℓ1BzL2

x

)
+
C0

M
‖(ωb,Ωc)‖X + C0‖(ωb,Ωc)‖2X

≤ C0Mε+
C0

M
‖(ωb,Ωc)‖X + C0‖(ωb,Ωc)‖2X .

In order for Q to map Bε,T to itself, it suffices that

C0Mε+
C0

M
Dε+ C0(Dε)

2 ≤ D

2
ε.

This can be ensured by choosing M = 10C0, D = 10C0M , and ε0 ≤ 1
10C0D

. A similar argument
shows that Q is also a contraction on Bε,T .

Proof of Theorem 2.4 In this case, we take M,D, ε0 to be chosen as in the proof of Theorem 2.2
and show that for sufficiently small T > 0 the map Q is a contraction on Bε0,T . We learn from
Proposition 4.3 that

lim
tց0

t
1
4 ‖Lb‖

BzL
4/3
x

= 0.(5.3)

Thus, it suffices to choose T sufficiently small that the proof of Theorem 2.2 above applies.

Mild solution of Navier-Stokes. Finally, we verify that the solution constructed by the fixed point ar-

gument above does indeed satisfy Definition 2.1. For this we need two things: (a) ω ∈ Cw([0, T ];M
3
2 ),

specifically also limtց0 ω(t) = αδx=0e3+µ
b in the sense of S ′; (b) that the mild form of the equations

(1.2) is satisfied.
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Proposition 4.1, the Duhamel formula (5.2), and our contraction mapping argument ensure that

sup
t∈(0,T )

∥∥∥ωb
∥∥∥
BzL1

x

.
∥∥∥µb
∥∥∥
BzL1

x

+
∥∥∥(ωb,Ωc)

∥∥∥
2

X
. 1.

The embedding BzL
1
x →֒ M 3

2 then yields the a priori estimate supt∈(0,T ) ‖ω(t)‖M 3
2
. 1 and classical

parabolic regularity ensures that ω ∈ C((0, T ];M 3
2 ).

It remains to verify that limtց0 ω(t) = αδx=0e3 + µb in the sense of distributions. For this, first
recall the decomposition (5.1). The term involving G converges to αδx=0e3 weak∗, and hence in the
sense of distributions.

Next, observe that (5.3) holds not only in the setting of Theorem 2.4, but also (by approximation)
in the setting of Theorem 2.2. As a consequence, for any ε′ > 0 we may choose T sufficiently small
to ensure that the above contraction mapping argument closes with ε replaced by ε′, regardless of
the size of the initial data. This suffices to show that

lim
tց0

(
sup
0<s<t

s1/4
∥∥∥ωb(s)

∥∥∥
BzL

4/3
x

+ ‖ωc(t)‖BzL1
x

)
= 0.

Again appealing to the Duhamel formula (5.2), for any φ ∈ S we may apply (4.27) (with K defined
as therein) to yield

∫
φ · S(t, s)∇ ·

(
ub(s)⊗ ωb(s)− ωb(s)⊗ ub(s)

)
dx

= −
∫

∇φ : K(t, s)
(
ub(s)⊗ ωb(s)− ωb(s)⊗ ub(s)

)
dx

.φ

(
t

s

)γ ∥∥∥ub(s)
∥∥∥
L∞
z L4

x

∥∥∥ωb(s)
∥∥∥
BzL

4/3
x

.

(
t

s

)γ 1

s
1
2

;

where 0 < γ < 1
2 , and similarly for the other nonlinear term in the ωb equation in (5.2). As a

consequence, ωb(s) converges to µb in S ′ and hence ω ∈ Cw([0, T ];M
3
2 ) attains the initial data.

Finally, we verify that ω satisfies (1.2). It follows that ω defined via the reconstruction (2.4) is
a classical solution of the 3D Navier-Stokes equations for t > 0. Hence, for all 0 < s < t,

ω(t) = e(t−s)∆ω(s)−
∫ t

s
e(t−t′)∆B[u(t′), ω(t′)] dt′.

Due to the self-adjointness of the heat semigroup in L2 and continuity of ω in S ′, we can pass to
the limit in the first term: limsց0 e

(t−s)∆ω(s) = et∆ω(0). By the Dominated Convergence Theorem,
we may pass sց 0 also in the nonlinear term; indeed

∫ t

0

∥∥∥e(t−t′)∆B[u(t′), ω(t′)]
∥∥∥
M

3
2
dt′ .

∫ t

0

1

(t− t′)
1
2

‖u⊗ ω‖BzL1
x
dt′

.
(
1 +

∥∥∥(ωb,Ωc)
∥∥∥
X

)2 ∫ t

0

1

(t− t′)
1
2 (t′)

1
2

dt′.

6. The curved filament

We now move to the proof of Theorem 2.5, the case of an arbitrary closed, non-self-intersecting,
smooth filament Γ of length 2π. In this section we set up the local change of coordinates, describe
and motivate the decomposition of the corrections, and then outline the fixed point argument. In
the following section, we carry out the technical details of this fixed point.
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6.1. A local change of variables

We recall that γ : T → R3 is a unit speed parameterization of Γ and t, n, b : T → R3 is an orthonormal
frame along Γ so that t = γ′ and b = t×n. We recall that for R > 0 we define a tubular neighborhood
of Γ of radius 32R in the physical frame

ΓR =
{
y ∈ R

3 : dist(y,Γ) < 32R
}
,

and a corresponding set in the straightened frame

ΣR =
{
(x, z) ∈ R

2 × T : |x| < 32R
}
.

By choosing 0 < R0 ≪ 1 sufficiently small we may define the map Φ: ΣR0 → ΓR0 by

Φ(x, z) = γ(z) + x1n(z) + x2b(z),

so that Φ(ΣR) = ΓR for all 0 < R ≤ R0.
The Jacobian of Φ is

(6.1) J = ∇Φ =
[
n b Dt+ En+ Fb

]
,

where we define the Jacobian determinant,

D = det∇Φ = 1 + x1n
′ · t+ x2b

′ · t,

and the remaining coefficients
E = x2b

′ · n, F = x1n
′ · b.

Taking ΓR0 to be endowed with the Euclidean metric e, the corresponding pullback metric on
ΣR0 is then determined by the matrix,

g = JTJ =



1 0 E

0 1 F

E F D2 + E2 + F2




and hence Φ: (ΣR0 , g) → (ΓR0 , e) is a smooth isometry. In particular, if we define the function
d : R3 → [0,∞) by

d(y) = dist(y,Γ),

then for all (x, z) ∈ ΣR0 we have
(d ◦ Φ)(x, z) = |x|.

We define the pushforward map PΦ : TΣR0 → TΓR0 mapping velocity fields defined in the
straightened frame to velocity fields defined in the physical frame by

(PΦv) ◦ Φ = Jv.

We also define a normalized pushforward map QΦ : TΣR0 → TΓR0 , designed to preserve the
divergence-free condition, that we use to map vorticities in the straightened frame to vorticities
in the physical frame by

(QΦη) ◦ Φ = D−1Jη.

Using these definitions we have the following identities:
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Lemma 6.1. Let v, η : ΣR0 → R3 be smooth vector fields defined in the straightened frame. Taking
x3 = z we have the identities:

(i) Divergence. The divergence operator satisfies

(6.2) ∇ · (QΦη) =
(
D−1∇ · η

)
◦ Φ−1.

(ii) Curl. The curl operator satisfies

(6.3) ∇×QΦη = QΦ curlΦ η,

where the twisted curl operator is given by

curlΦ η = ∇× η + Ej∂jη + Fη,

the matrices Ej by

E1 =




0 0 0

− E
D

− F
D

1−D− E2+F2

D

0 1
D
− 1 F

D


 , E2 =




E
D

F
D

D− 1 + E2+F2

D

0 0 0

1− 1
D

0 − E
D


 ,

E3 =




0 1− 1
D

− F
D

1
D
− 1 0 E

D

0 0 0


 ,

and the matrix F is smooth and bounded.

(iii) Bilinear operator. The bilinear operator B[v, η] = div(v ⊗ η − η ⊗ v) satisfies

(6.4) B[PΦv,QΦη] = QΦB[v, η].

(iv) Laplacian. The Laplacian satisfies

(6.5) ∆QΦη = QΦ∆Φη,

where the twisted Laplacian is given by

∆Φ = ∆+Aij∂i∂j +Bj∂j + C,

the matrix A = (Aij)ij by

A =




E2

D2
EF

D2 − E
D2

EF

D2
F2

D2 − F

D2

− E
D2 − F

D2
1
D2 − 1


 ,

and the matrices Bj , C are smooth and bounded.

Remark 6.2. As a consequence of the above formulas for coordinate changes, and imagining for
a second that Φ is defined globally, we can write the Navier-Stokes equation for u = PΦv and
ω = QΦη:

∂tη +B[v, η] = ∆Φη, where ∇ · η = 0 and v = D(−∆Φ)
−1 curlΦ η.

However, Φ is only defined locally, so the above only holds on its domain of definition. This will
complicate the fixed point scheme that we are about to write.

42



Proof. We define the Christoffel symbols

Γj = J−1∂jJ,

and the associated covariant derivative

Dj = ∂j + Γj ,

so that for Dϕ =
[
D1ϕ D2ϕ D3ϕ

]
we have

(6.6) ∇PΦϕ = PΦ

(
(Dϕ)J−1

)
.

One may verify by direct calculation that

(6.7) (J−1)T =
[
n− E

D
t b− F

D
t 1

D
t
]
,

from which we obtain explicit expressions for the Christoffel symbols

Γ1 =



0 0 − E

D
∂1D

0 0 ∂1F− F
D
∂1D

0 0 1
D
∂1D


 , Γ2 =



0 0 ∂2E− E

D
∂2D

0 0 − F
D
∂2D

0 0 1
D
∂2D


 ,

Γ3 =




− E
D
∂1D ∂2E− E

D
∂2D −D∂1D− E2

D
∂1D+ F∂2E− EF

D
∂2D+ ∂3E− E

D
∂3D

∂1F− F
D
∂1D − F

D
∂2D −D∂2D+ E∂1F− EF

D
∂1D− F2

D
∂2D+ ∂3F− F

D
∂3D

1
D
∂1D

1
D
∂2D

1
D
∂3D+ E

D
∂1D+ F

D
∂2D


 .

(i) Divergence. Taking the trace of (6.6) yields the expression

(6.8) (∇ · PΦϕ) ◦ Φ = tr(Dϕ) = D−1∇ · (Dϕ).

Setting ϕ = D−1η then gives (6.2).

(ii) Curl. Using the expression (6.6) we may write

(∇× PΦv) ◦ Φ =



(JDvJ−1)32 − (JDvJ−1)23
(JDvJ−1)13 − (JDvJ−1)31
(JDvJ−1)21 − (JDvJ−1)12


 ,

where (JDvJ−1)ij denotes the (i, j)
th entry of the matrix JDvJ−1. Next we define (the matrix

M = (M i
j)ij of column vectors)

M i
j = J−1[(J−1)i × Jj ],

where we take (J−1)i to be the ith row of J−1 and Jj to be the jth column of J . We then see
that

∇× PΦv = PΦ


∑

i,j

M i
j(Dv)

j
i


 ,
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where (Dv)ji is the (j, i)th entry of the matrix Dv. Using the expressions (6.1), (6.7) we then
compute

M=J−1




− E
D
b t+ E

D
n Ft+ EF

D
n− (D+ E2

D
)b

−t− F
D
b F

D
n −Et+ (D+ F2

D
)n− EF

D
b

1
D
b − 1

D
n − F

D
n+ E

D
b


=







0

− E
D

0






0

− F
D
1
D






0

−D− E2+F2

D
F
D







E
D

0
− 1

D







F
D

0
0






D+ E2+F2

D

0

− E
D






0
1
D

0






− 1

D

0
0






− F

D
E
D

0







,

from which we obtain the expression (6.3).

(iii) Bilinear operator. Denoting the (i, j)th entry of the matrix Γk by Γi
kj we see that the matrices

satisfy the symmetry Γi
kj = Γi

jk. As a consequence, for vector fields v, ϕ we may use the
expression (6.6) to obtain,

PΦv · ∇PΦϕ− PΦϕ · ∇PΦv = PΦ (v · ∇ϕ− ϕ · ∇v) .

Taking ϕ = D−1η we then use the expression (6.8) to compute,

B[PΦv,QΦη] = (∇ · PΦv)PΦϕ− (∇ · PΦϕ)PΦv + PΦv · ∇PΦϕ− PΦϕ · ∇PΦv

= PΦ

(
D−1∇ · (Dv)ϕ−D−1∇ · (Dϕ) v + v · ∇ϕ− ϕ · ∇v

)

= QΦB[v, η].

(iv) Laplacian. A computation yields the covariant Laplacian (see for example [55, Lemma 4.8]),

(6.9) ∆PΦϕ = PΦ

(
gij
(
DiDjϕ− Γk

ijDkϕ
))

,

where gij is the (i, j)th entry of the matrix,

g−1 =



1 + E2

D2
EF

D2 − E
D2

EF

D2 1 + F2

D2 − F

D2

− E
D2 − F

D2
1
D2


 .

Taking ϕ = D−1η in the expression (6.9) we then obtain the expression (6.5).

The next lemma is a consequence of the above calculations. It is used in multiple places below
and, moreover, emphasizes why one expects the curvature of the filament to be subcritical.

Lemma 6.3. Provided 0 < R0 ≪ 1 is sufficiently small and (x, z) ∈ ΓR0, there holds the following
for all j ≥ 0 and multi-indices α ∈ N3,

|D| & 1,
∣∣∂jz(D− 1)

∣∣ .j |x|∣∣∇α
x,zΦ

∣∣+
∣∣∇α

x,zJ
∣∣+
∣∣∇α

x,zD
∣∣ .α 1,
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the coefficients Ei, A satisfy the estimates

∣∣∂jzE1
∣∣+
∣∣∂jzE2

∣∣+
∣∣∂jzE3

∣∣+
∣∣∂jzA

∣∣ .j |x| ,

and similarly the coefficients A,Bi, C,Ei, F satisfy the following estimates (where X is any one of
A,Bi, C,Ei, F )

∣∣∇α
x,zX

∣∣ .α 1.

As a simple application of this lemma we have the following estimate:

Lemma 6.4. Provided 0 < R0 ≪ 1 is sufficiently small, whenever (x, z), (x′, z′) ∈ ΣR0 we have the
estimate

(6.10) |Φ(x, z)− Φ(x′, z′)| ≈ |x− x′|+ |z − z′|.

Proof. Take δ > 0 and suppose that |z − z′| < δ. Applying Taylor’s Theorem and Lemma 6.3 we
obtain

Φ(x, z)− Φ(x′, z′) = ∇Φ(x′, z′)

[
x− x′

z − z′

]
+O

(
δ
(
|x− x′|+ |z − z′|

))
,

where we note that we have used the fact that Φ is linear in x. From the definition of Φ we may
compute ∣∣∣∣∇Φ(x′, z′)

[
x− x′

z − z′

]∣∣∣∣
2

=
(
|x− x′|2 + |z − z′|2

)
(1 +O(R0)) .

In particular, provided 0 < δ,R0 ≪ 1 are sufficiently small, we obtain the estimate (6.10).
Conversely, if |z − z′| ≥ δ then from the definition of Φ we see that

Φ(x, z) = γ(z) +O(R0).

As Γ is a simple smooth closed curve we have

|γ(z)− γ(z′)| ≈δ 1,

whenever |z−z′| ≥ δ. Thus, by choosing R0 sufficiently small (depending on δ) we obtain the bound
(6.10).

Finally, for each 0 < R ≤ R0 we define the bump function χR = χR(x) to be a smooth,
non-negative, radial bump function identically 1 on the set {|x| ≤ R} and supported on the set
{|x| ≤ 2R}. In particular, we will assume that χR(x) > 0 for |x| < 2R. We also define associated
functions χ̃R in the physical frame by χ̃R ◦ Φ = χR and observe that

χ̃RPΦ( · ) = PΦ(χR · ), χ̃RQΦ( · ) = QΦ(χR · ),

whenever 0 < R ≤ R0.
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6.2. Decomposition of the solution

As discussed after the statement of Theorem 2.5 in Section 2.3, the nonlinear perturbation argument
for Theorem 2.5 is significantly more technical than for Theorems 2.2 and 2.4. In this section we
describe the decomposition; in the following section we describe the norms and the fixed point
scheme. We will construct our solution ω in the physical frame by mimicking the straight filament
and decomposing

ω = ω̃c + ωb,

where the core and background pieces satisfy the equations

∂tω̃
c +B[u, ω̃c] = ∆ω̃c,(6.11)

∂tω
b +B[u, ωb] = ∆ωb,(6.12)

the velocity is defined via the Biot-Savart law as

u = (−∆)−1∇× ω,

and with initial data

ω̃c(t = 0) = αδΓ, ωb(t = 0) = µb.

To construct the core piece and background piece we will solve a system of 4 equations: 2
equations in the straightened frame to obtain vector fields η̃c1, ηb1 and two equations in the physical
frame to obtain vector fields ωc2, ωb2. We will then construct the core and background pieces as

ω̃c = QΦ(χ2R η̃
c1)︸ ︷︷ ︸

ω̃c1

+ωc2, ωb = QΦ(χ2R η
b1)︸ ︷︷ ︸

ωb1

+ωb2,

for sufficiently small 0 < R ≤ R0.
As in the case of the straight filament, we take

η̃c1 = αηg + ηc1,

where the Gaussian,

ηg(t, x) =

[
0

1
tG(

x√
t
)

]
.

We may then write ω̃c = ωg + ωc, where the vector fields,

ωg = QΦ(χ2R η
g), ωc = QΦ(χ2R η

c1)︸ ︷︷ ︸
ωc1

+ωc2.

We remark that, by an abuse of notation, in the curved case we will use ηg for the Gaussian
vortex defined in the straightened frame. We will then take ωg to be corresponding vorticity in the
physical frame. It is worth emphasizing a key difference from the case of the straight filament: with
the current construction, ωg is no longer an exact solution of (NS).

The equations that define ηc1, ωc2, ηb1, ωb2 are given in (6.15), (6.18), (6.20), (6.22) respectively.

46



6.2.1. Some definitions

Before proceeding, it will be useful to recall how we transform the various ingredients from the
physical to straightened frame and back.

• Our basic ingredients in the straightened frame are:

– The Gaussian vortex ηg =

[
0

1
tG(

x√
t
)

]

– The core-1 (c1) piece ηc1 defined by the equation (6.15)

– The background-1 (b1) piece ηb1 defined by the equation (6.20)

and in the physical frame are:

– The core-2 (c2) piece ωc2 defined by the equation (6.18)

– The background-2 (b2) piece ωb2 defined by the equation (6.22)

• To transform vorticities from the straightened to physical frame we use the map ω∗ =
QΦ(χ2R η

∗) and hence:

ωg = QΦ(χ2R η
g), ωc1 = QΦ(χ2R η

c1), ωb1 = QΦ(χ2R η
b1).

• To transform vorticities from the physical frame to the straightened frame we use the map
η∗ = Q−1

Φ (χ̃2Rω
∗) and hence:

ηc2 = Q−1
Φ (χ̃2R ω

c2), ηb2 = Q−1
Φ (χ̃2R ω

b2).

• To define velocities in the physical frame we use the Biot-Savart law:

u∗ = (−∆)−1∇× ω∗.

With this definition,
u = αug + uc1 + uc2︸ ︷︷ ︸

uc

+ub1 + ub2︸ ︷︷ ︸
ub

.

• To transform these velocities from the physical frame into the straightened frame we use the
map:

v∗ = P−1
Φ (χ̃R u

∗)

Therefore,
v = αvg + vc1 + vc2︸ ︷︷ ︸

vc

+ vb1 + vb2︸ ︷︷ ︸
vb

.

• We will use the explicit velocity field associated to the Gaussian vortex in the straightened
frame and corresponding pushforward to the physical frame, which we denote by:

v̄g =

[
1√
t
g( x√

t
)

0

]
, ūg = PΦ(χ4R v̄

g).
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• We define the self-similar scalings of our variables in the straightened frame by

H∗(τ, ξ, z) = eτη∗(eτ , e
τ
2 ξ, z), V ∗(τ, ξ, z) = e

τ
2 v∗(eτ , e

τ
2 ξ, z),

V̄ g(ξ) =

[
g(ξ)
0

]
.

• Finally, the independent variable is denoted (x, z) in the straightened frame; (ξ, z) in the
straightened frame after self-similar scaling; and y in the physical frame. We try to keep track
of the space where a function is defined by denoting Lp

x,z, L
p
y, etc... for the corresponding

functional spaces.

6.2.2. The approximate solution ηg

Due to the radial symmetry of χR we have the equation:

(6.13) ∂tη
g +B[αχR v̄

g, ηg] = ∆ηg.

Applying the operator QΦ(χ2R · ) to the equation (6.13) we obtain an equation in the physical frame
(see Section 6.1),

(6.14) ∂tω
g +B[αχ̃R ū

g, ωg] = ∆ωg + Eg,

where the error term is given by

Eg = QΦ (χ2R ∆ηg −∆Φ(χ2R η
g)) .

We note that crucially, ūg is not what is obtained by the Biot-Savart law, i.e.

ūg 6= χ4R u
g where ug = ∇× (−∆)−1ωg.

However, ūg is “close” to ug in a reasonable sense, see Proposition A.6.

6.2.3. The core piece ηc1

We take the core piece ηc1 (defined in the straightened frame) to satisfy the equation

(6.15) ∂tη
c1 +B[v, ηc1 + ηc2] +B[v − αχR v̄

g, αηg] = ∆ηc1

(recall that v = P−1
Φ (χ̃R u)). We note that this is an inhomogeneous equation (in the functions

(ηc1, ωc2, ηb1, ωb2)) with forcing term given by

(6.16) f c1I = α2B[vg − χR v̄
g, ηg].

Applying the operator QΦχ2R then yields an equation in the physical frame,

(6.17) ∂tω
c1 +B[χ̃R u, ω

c] +B[χ̃R (u− αūg), αωg] = ∆ωc1 + Ec,

for the error term
Ec = QΦ

(
χ2R ∆ηc1 −∆Φ(χ2R η

c1)
)
.
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6.2.4. The core piece ωc2

The second core piece ωc2 (defined in the physical frame) is then taken to satisfy the difference
between the equation (6.11) and the equations (6.14), (6.17),

(6.18) ∂tω
c2 +B[(1− χ̃R)u, ω

c] +B[(1− χ̃R)(u− αūg), αωg] = ∆ωc2 − Ec − αEg.

Once again we note that (6.18) is an inhomogeneous equation with forcing term

(6.19) f c2I = α2B[(1− χ̃R)(u
g − ūg), ωg] + αEg.

6.2.5. The background piece ηb1

We take the background piece ηb1 (defined in the straightened frame) to satisfy the equation

(6.20) ∂tη
b1 +B[v, ηb1 + ηb2] = ∆ηb1.

Applying the operator QΦ(χ2R · ) we then obtain an equation in the physical frame,

(6.21) ∂tω
b1 +B[χ̃R u, ω

b] = ∆ωb1 + Eb,

where the error
Eb = QΦ

(
χ2R ∆ηb1 −∆Φ(χ2R η

b1)
)
.

6.2.6. The background piece ωb2

The second background piece ωb2 (defined in the physical frame) is then taken to satisfy the differ-
ence between the equations (6.12) and (6.21),

(6.22) ∂tω
b2 +B[(1− χ̃R)u, ω

b] = ∆ωb2 − Eb.

6.3. Outline of the fixed point argument

As in the straight filament case in Section 5, we will set up a fixed point in a suitable norm. However,
here the norms are more subtle. For estimating the core contributions ωc1 and ωc2 “near” and “far”
from the filament: for β ≥ 0,

‖η∗‖
N

β
c
= sup

0<t≤T

√
t
∥∥∥
〈

x√
t

〉m
〈
√
t∇〉βη∗

∥∥∥
BzL2

x

,

‖ω∗‖
Fc

= sup
0<t≤T

√
t
∥∥∥(1− χ̃6R)

〈
d√
t

〉m
ω∗
∥∥∥
L3
y

.

Note that the self-similar scaling yields the alternative expression for the Nβ
c norm:

‖η∗‖
N

β
c
= sup

−∞<τ≤lnT

∥∥∥〈∇〉βH∗(τ)
∥∥∥
BzL2

ξ(m)
.

For the background contributions, it turns out to be better to change the framework from that used
with the straight filament. This is due to difficulty (b) discussed after the statement of Theorem 2.5.
We define the following norms

‖η∗‖
N

β
b
= sup

0<t≤T
t
1
4

(
R− 3

4

∥∥∥〈
√
t∇〉βη∗

∥∥∥
L
4/3
x,z

+R
1
4

∥∥∥〈
√
t∇〉β∇η∗

∥∥∥
L
4/3
x,z

)
,

‖ω∗‖
Fb

= sup
0<t≤T

t
1
4

(
R− 3

4 ‖ω∗‖
L
4/3
y

+R
1
4 ‖∇ω∗‖

L
4/3
y

)
.
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Notice both the t scaling and theR scaling. In the absence of any filaments, one of the natural critical

spaces to close a fixed point with initial data in the scale-invariant space L
3
2
y is supt t

1
4 ‖ω(t)‖L2

y
. By

interpolation and Sobolev embedding, the following holds (with implicit constants independent of
R and t):

t
1
4 ‖f‖L2

y
≤ t

1
4 ‖f‖

1
4

L
4/3
y

‖f‖
3
4

L
12/5
y

. t
1
4 ‖f‖

1
4

L
4/3
y

‖∇f‖
3
4

L
4/3
y

. ‖f‖
Fb

;(6.23)

thus the space Fb is in fact a smaller critical space strictly contained in the natural supt t
1
4 ‖f‖L2

space. Note that the R dependence in Nβ
b and Fb is set in the dimension-consistent manner so that

embeddings such as (6.23) are independent of R.
Roughly speaking, the parameter R can be thought of as controlling the error between the

flat and curved Laplacians (see Lemma 6.3). By choosing R small, the curved Laplacian ∆Φ is
well-approximated by the flat ∆ (this is used to control errors in both the dissipation and in the
Biot-Savart law). Indeed, there are a few terms where choosing R small is necessary. However,
choosing R small makes other errors large. This detrimental R dependence is eventually absorbed
by choosing T small, so favorable T renders this issue harmless in many terms, but there are a
few terms where it is imperative to track the dependence carefully (this also explains why it is

convenient to define Fb and Nβ
b with the dimension-consistent scaling in R).

We now choose β ∈ (0, 14) to be some fixed constant and for constants Mc,Mb1,Mb2 suitably
chosen (depending on R, α) we define the norm on the solution:

∥∥∥(ηc1, ωc2, ηb1, ωb2)
∥∥∥
XT

=
∥∥ηc1

∥∥
N

β
c
+Mc

∥∥Q−1
Φ [χ̃8Rω

c2]
∥∥
N0

c
+Mc

∥∥ωc2
∥∥
Fc

+Mb1

∥∥∥ηb1
∥∥∥
N

β
b

+Mb2

∥∥∥ωb2
∥∥∥
Fb

.

We remark that we expect to be able to estimate the ∗1-pieces similarly to the straight filament
case, and the b2-piece will be more straightforward thanks to the subcritical nature of the Fb,Nb

spaces. Thus, the most challenging term to control will be the c2-piece. Here it is useful to note
that the “worst” contributions to the c2-piece are from the ωg and ωc1 pieces that are supported
in the set {d ≤ 4R}. In particular, the XT -norm is set up precisely so that we control ωc2 in the
anisotropic N0

c norm in a neighborhood of these terms, {d ≤ 8R}, whereas we measure ωc2 in the
isotropic Fc norm in the region {d ≥ 6R}, separated from these terms by a distance of size O(R)
(see Figure 2). This separation of supports allows us to use the smoothing properties of the heat
operator to switch from anisotropic to isotropic spaces, modulo bounded errors.

For a judicious choice of the constants M∗ and sufficiently small T,R, ε, we will apply Banach’s
fixed point theorem in the ball

Bε,T,R,M∗ =

{
(ηc1, ωc2, ηb1, ωb2) :

∥∥∥(ηc1, ωc2, ηb1, ωb2)
∥∥∥
XT

≤ ε

}

to the mapping Q : ω 7→ a, where, by a slight abuse of notation, we take ω = (ηc1, ωc2, ηb1, ωb2),
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suppωc1suppωc1

Control of ωc2 in N0
cControl of ωc2 in N0
c

Control of ωc2 in Fc

d = 0d = 0

d = 6Rd = 6R

d = 16R

Figure 2: The regions of control of ωc2. The dark gray area {d ≤ 4R} is the support ωc1. The
dotted region {d ≤ 16R} is the support of χ̃8Rω

c2, controlled in the N0
c norm. The light gray

region {d ≥ 6R} is the support of (1− χ̃6R)ω
c2, controlled in the Fc norm. Crucially, we will take

advantage of the fact that there is a separation of size O(R) between the (dark gray) support of ωc1

and the (light gray) support of (1− χ̃6R)ω
c2, which we control in the isotropic norm Fc.

and a = (ac1, ac2, ab1, ab2) is given by

Ac1 = −
∫ τ

−∞
S(τ, s)F c1(s) ds,

ac2 = −
∫ t

0
e(t−s)∆f c2 ds,

ab1 = −
∫ t

0
S(t, s)f b1(s)ds,

ab2 = et∆µb −
∫ t

0
e(t−s)∆f b2 ds,

where Ac1 , respectively F c1, is the self-similar scaling of ac1 , respectively f c1, and the perturbative
terms:

f c1 = B[v − αv̄g, ηc1] +B[v, ηc2] +B[v − αvg − (−∆)−1∇× ηc1, αηg] + f c1I ,

f c2 = B[(1− χ̃R)u, ω
c] +B[(1− χ̃R)(u− αug), αωg] + Ec + f c2I ,

f b1 = B[v − αv̄g, ηb1] +B[v, ηb2],

f b2 = B[(1− χ̃R)u, ω
b] + Eb,

with the inhomogeneous terms f c1I , f
c2
I defined as in (6.16), (6.19) respectively.

The existence of a solution of (NS) then follows as a consequence of the following Theorem:
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Theorem 6.5. For Mc, Mb1, Mb2, R, T , ε suitably chosen, Q : Bε,T,R,M∗ 7→ Bε,T,R,M∗ and for
ρ, r ∈ Bε,T,R,M∗ there holds the contraction property ‖Q(ρ)−Q(r)‖XT

≤ 1
2 ‖ρ− r‖XT

. It follows
that there exists a unique fixed point Q(w) = w ∈ Bε,T,R,M∗ . More specifically, for all R sufficiently
small, there exists T , ε, and M∗ such that the fixed point holds.

In the following section, we will only detail the estimates which give Q : Bε,T,R,M∗ 7→ Bε,T,R,M∗ ;
the extension to the contraction property is straightforward and is omitted for the sake of brevity.
All implicit constants in the following will be independent of T (and any other time variables), R,
Mc1, Mc2, Mb1, Mb2, and ε unless otherwise specified (but in general will depend on α, β and m).

In order to simplify the exposition, it will be useful to assume initially that in addition to the
assumption that 0 < R ≤ R0 we have

(6.24) 0 < T ≤ R12 ≤ 1,

and that the constants M∗ are chosen so that

(6.25) 1 ≤Mc ≤ R
3
4Mb1 ≤ R

3
4Mb2.

In order to clarify the proof of the contraction, we will invoke the assumption (6.24) in the statement
of Proposition 6.6 below. However, in Section 7 we will largely avoid using assumption (6.24) in
order to elucidate the various bounds. The assumption (6.25) will be used throughout.

The proof that Q : Bε,T,R,M∗ 7→ Bε,T,R,M∗ is a consequence of the following a priori estimates
for the terms a∗:

Proposition 6.6. Let β ∈ (0, 14) and m ≥ 2 be fixed. Provided 0 < R ≤ R0 is sufficiently small
and the constants T,M∗ satisfy the assumptions (6.24), (6.25) the following a priori estimate holds
for all ω ∈ Bε,T,R,M∗ :

∥∥ac1
∥∥
N

β
c
. R lnR−1 +

(
R lnR−1 +

1

Mc

)
ε+ ε2,(6.26)

Mc

∥∥Q−1
Φ

(
χ̃8Ra

c2
)∥∥

N0
c
.McR+

(
McR+R

3
4 +

Mb1

Mb2

)
ε+Mcε

2,(6.27)

Mc

∥∥ac2
∥∥
Fc

.McR+
(
McR+R

1
4

)
ε+Mcε

2,(6.28)

Mb1

∥∥∥ab1
∥∥∥
N

β
b

.

(
R lnR−1 +

Mb1

Mb2

)
ε+ ε2,(6.29)

Mb2

∥∥∥ab2
∥∥∥
Fb

.Mb2

∥∥∥et∆µb
∥∥∥
Fb

+
Mb2

Mb1
Rε+

Mb2

Mb1
ε2.(6.30)

Further, if ω, ω′ ∈ Bε,T,R,M∗ have the same initial data, the differences satisfy the bounds

‖ac1(ω)− ac1(ω′)‖
N

β
c
.

(
R lnR−1 +

1

Mc
+ ε

)
‖ω − ω′‖XT

,

Mc

∥∥Q−1
Φ

(
χ̃8R

(
ac2(ω)− ac2(ω′)

))∥∥
N0

c
.

(
McR+R

3
4 +

Mb1

Mb2
+Mcε

)
‖ω − ω′‖XT

,

Mc

∥∥ac2(ω)− ac2(ω′)
∥∥
Fc

.
(
McR+R

1
4 +Mcε

)∥∥ω − ω′∥∥
XT

,

Mb1

∥∥∥ab1(ω)− ab1(ω′)
∥∥∥
N

β
b

.

(
R lnR−1 +

Mb1

Mb2
+ ε

)
‖ω − ω′‖XT

,

Mb2

∥∥∥ab2(ω)− ab2(ω′)
∥∥∥
Fb

.

(
Mb2

Mb1
R+

Mb2

Mb1
ε

)
‖ω − ω′‖XT

.
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Proof of Theorem 6.5. Now let us explain how to set R, T , and M∗ so that the hypotheses of
the Banach fixed point theorem holds. The most subtle point is choosing M∗ and R consistently.
First, we set Mc such that the third term in (6.26) is consistent; note this requires choosing Mc

large relative only to α. Next, set Mb1 = R− 3
4Mc (as suggested by the size assumption (6.25))

and Mb2 = KMb1 for K sufficiently large to ensure that the fourth term in (6.27) and second term
in (6.29) are consistent (it is important that K is independent of R). Next, we set ε sufficiently
small to ensure that the O(ε2) terms are consistent. Next, we set R sufficiently small to ensure
that all remaining terms, except for the initial data term, are consistent. (Note this requires
R lnR−1 ≪ ε and so R is small relative to ε, which is one of the reasons it is important to quantify
R dependence.) Finally, we set T sufficiently small to ensure that both the hypothesis (6.24) is
satisfied and the initial data term is consistent (using Lemma 7.2). This completes the proof that
Q : Bε,T,R,M∗ 7→ Bε,T,R,M∗ .

The same choices, possibly by adjusting Mc,K larger and ε,R, T smaller, also ensures that the
mapping Q is a contraction. The theorem hence follows by the Banach fixed point.

In Section 7.4 we prove that the solution obtained from Theorem 6.5 is indeed a mild solution in
the sense of Definition 2.1. In Section 7.5 we prove the uniqueness result that follows from Theorem
6.5; unlike in the straight filament case, this requires a short argument, as in order to apply the
Banach fixed point, one must be able to decompose into ωc1, ωc2, ωb1, ωb2 with the suitable a priori
estimates. See therein for details.

7. Nonlinear estimates with curvature

In this section we prove Proposition 6.6. Here we will only prove the a priori estimates as the
estimates for the differences are similar.

Throughout this section we will assume that the hypothesis of Proposition 6.6, i.e. β ∈ (0, 14),
m ≥ 2 are fixed, 0 < R ≪ 1 is sufficiently small and the constants T,R,M∗ satisfy the inequal-
ities (6.24), (6.25). We will also allow constants throughout this section to implicitly depend on
(admissible) values of α, β,m.

Remark 7.1. Note that obtaining the optimal powers of R is not important in terms containing
positive powers of T and similarly, as long as the power is positive, the exact power of T is not
important either. Accordingly, we have not always endeavored to maintain the optimal scalings in
R or T .

7.1. Preliminary estimates

Before starting the estimates of the contraction mapping Q, we first outline some of the basic
estimates on the initial data, the solution, and various estimates on the Biot-Savart law.

The first lemma provides the estimates coming from the initial data contribution:

Lemma 7.2 (Initial data bounds). If µb ∈W 1, 12
11 , for all R > 0 fixed, we have the estimate

lim
Tց0

∥∥∥et∆µb
∥∥∥
Fb

= 0

Proof. From the mapping properties of the heat operator in R3 we have

‖et∆µb‖
L
4/3
y

. t−
1
4 ‖µb‖

L
12/11
y

.

The estimate then follows from the density of S in L
12
11
y .
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Next we establish several auxiliary bounds for the vorticity in the straightened coordinates:

Lemma 7.3 (Vorticity bounds in straightened coordinates). We have the following estimates for
0 < t ≤ T :

(a) BzL
4/3
x bounds

t
1
4 ‖ηg‖

BzL
4/3
x

. 1,(7.1)

t
1
4 ‖ηc1‖

BzL
4/3
x

. ‖ω‖XT
,(7.2)

t
1
4 ‖ηc2‖

BzL
4/3
x

+ t
1
4 ‖Q−1

Φ (χ̃8R ω
c2)‖

BzL
4/3
x

.M−1
c ‖ω‖XT

,(7.3)

t
1
4 ‖ηb1‖

BzL
4
3
x

.M−1
b1

‖ω‖XT
,(7.4)

t
1
4 ‖ηb2‖

BzL
4/3
x

+ t
1
4 ‖Q−1

Φ (χ̃4R ω
b2)‖

BzL
4
3
x

.M−1
b2

‖ω‖XT
.(7.5)

(b) BzL
1
x estimates near the core.

∥∥∥χR
4
ηc1
∥∥∥
BzL1

x

. ‖ω‖XT
(7.6)

∥∥∥χR
4
ηc2
∥∥∥
BzL1

x

.M−1
c ‖ω‖XT

.(7.7)

(c) L2
x,z bounds.

t
1
2

∥∥∥〈t− 1
2x〉mηc1

∥∥∥
L2
x,z

. ‖ω‖XT
(7.8)

t
1
2

∥∥∥〈t− 1
2x〉mηc2

∥∥∥
L2
x,z

.M−1
c ‖ω‖XT

,

∥∥∥(1− χR
4
)ηc1

∥∥∥
L2
x,z

. T
m−1

2 R−m ‖ω‖XT
.(7.9)

Proof. (a) The estimate (7.1) follows from the explicit expression for ηg. The estimates (7.2),
(7.3) follow from Hölder’s inequality, using that m > 1. For the estimate (7.4) we apply the
Sobolev embedding of Lemma A.2 to obtain

t
1
4 ‖ηb1‖

BzL
4
3
x

. t
1
4 ‖ηb1‖

1
4

L
4
3
‖∂zηb1‖

3
4

L
4
3
. ‖ηb1‖

N
β
b
.

The estimate (7.5) is similar after using the estimates for the change of coordinates in
Lemma 6.3.

(b) From Hölder’s inequality we have

‖χR
4
ηc1‖BzL1

x
. t

1
2 ‖〈t− 1

2x〉mηc1‖BzL2
x
,

where we have used that m ≥ 2.

(c) These follow from the embedding BzL
2
x ⊂ L∞

z L
2
x and Hölder’s inequality, where we recall that

the curve has length 2π.
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Next we have estimates for the vorticity in the physical coordinates:

Lemma 7.4 (Vorticity bounds in physical coordinates). We have the following estimates for 0 <
t ≤ T :

(a) L1
y estimates near the core.

‖χ̃R
4
ωc1‖L1

y
. ‖ω‖XT

,(7.10)

‖χ̃R
4
ωc2‖L1

y
.M−1

c ‖ω‖XT
.(7.11)

(b) L2
y estimates for the core.

t
1
2

∥∥∥〈t− 1
2d〉mωc1

∥∥∥
L2
y

. ‖ω‖XT
,(7.12)

t
1
2

∥∥∥〈t− 1
2d〉mχ̃8R ω

c2
∥∥∥
L2
y

+ t
1
2

∥∥∥〈t− 1
2d〉m(1− χ̃6R)ω

c2
∥∥∥
L3
y

.M−1
c ‖ω‖XT

,(7.13)

∥∥∥(1− χ̃R
4
)ωc1

∥∥∥
L2
y

. T
m−1

2 R−m ‖ω‖XT
,(7.14)

∥∥∥(1− χ̃R
4
)ωc2

∥∥∥
L2
y

.M−1
c T

m−1
2 R−m ‖ω‖XT

.(7.15)

(c) L2
y estimates for the background.

t
1
4 ‖ωb1‖L2

y
.M−1

b1
‖ω‖XT

,(7.16)

t
1
4 ‖ωb2‖L2

y
.M−1

b2
‖ω‖XT

.(7.17)

Proof.

(a) These follow from the estimates (7.6), (7.7) using Lemma 6.3 to bound the change of variables.

(b) The estimate (7.12) follows from the estimate (7.8) using Lemma 6.3 to bound the change of
coordinates. Similarly, the estimate (7.14) follows from the estimate (7.9).

For (7.13), notice first by the Lemma 6.3 and the definition of N0
c , there holds

t
1
2

∥∥∥〈t− 1
2d〉mχ̃8R ω

c2
∥∥∥
L2
y

.M−1
c ‖ω‖XT

.

The estimate then follows from the definition of the Fc.

Finally we consider the estimate (7.15). For χ̃6Rω
c2 the estimate follows as in (7.14). Away

from the filament, we have

∥∥(1− χ̃6R)ω
c2
∥∥
L2
y
.
∥∥∥(1− χ̃6R)ω

c2〈t− 1
2d〉m

∥∥∥
L3
y

∥∥∥(1− χ̃R)〈t−
1
2d〉−m

∥∥∥
L6
y

.M−1
c t

m−1
2 R

1
3
−m ‖ω‖XT

,

and hence the estimate follows from the fact that 0 < R ≤ 1.
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(c) We observe that by Sobolev embedding and interpolation

‖f‖L2
y
. ‖f‖

1
4

L
4
3
y

‖∇f‖
3
4

L
4
3
y

.

The estimate (7.17) then follows from the definition of the Fb norm and the estimate (7.16)
using Lemma 6.3 to bound the change of variables.

Next, we prove estimates for the velocity:

Lemma 7.5 (Velocity bounds in straightened coordinates). The following estimates hold for all
0 < t ≤ T :

(a) BzL
4
x ∩BzẆ

1,4/3
x estimates.

t
1
4 ‖vg‖BzL4

x
+ t

1
4 ‖∇vg‖

BzL
4/3
x

. 1,(7.18)

t
1
4

∥∥vc1
∥∥
BzL4

x
+ t

1
4

∥∥∇vc1
∥∥
BzL

4/3
x

. ‖ω‖XT
,(7.19)

t
1
4

∥∥vc2
∥∥
BzL4

x
+ t

1
4

∥∥∇vc2
∥∥
BzL

4/3
x

.M−1
c ‖ω‖XT

,(7.20)

t
1
4

∥∥∥vb1
∥∥∥
BzL4

x

+ t
1
4

∥∥∥∇vb1
∥∥∥
BzL

4/3
x

+ t
1
4

∥∥∥P−1
Φ (χ̃7R u

b1)
∥∥∥
BzL4

x

.M−1
b1 ‖ω‖XT

,(7.21)

t
1
4

∥∥∥vb2
∥∥∥
BzL4

x

+ t
1
4

∥∥∥∇vb2
∥∥∥
BzL

4/3
x

+ t
1
4

∥∥∥P−1
Φ (χ̃7R u

b2)
∥∥∥
BzL4

x

. R− 3
4M−1

b2 ‖ω‖XT
.(7.22)

(b) Estimates for the difference between approximate and actual velocities.

t
1
4 ‖vg − χRv̄

g‖BzL4
x
+ t

1
4 ‖∇ (vg − χRv̄

g)‖
BzL

4/3
x

. T
1
4R− 1

2 +R lnR−1,(7.23)

t
1
4

∥∥vc1 − χR(−∆)−1∇× ηc1
∥∥
BzL4

x
.
(
T

1
4R− 1

2 +R lnR−1
)
‖ω‖XT

.(7.24)

(c) Estimates away from the core.

‖(1− χR)v̄
g‖BzL4

x
+ ‖∇((1− χR)v̄

g)‖
BzL

4/3
x

. R− 1
2 ,(7.25)

‖(1− χR)v
g‖BzL4

x
+ ‖P−1

Φ (χ̃7R(1− χ̃R)u
g)‖BzL4

x
. R− 1

2 ,(7.26)

‖(1− χR)v
c1‖BzL4

x
+ ‖P−1

Φ (χ̃7R(1− χ̃R)u
c1)‖BzL4

x
. R− 1

2 ‖ω‖XT
,(7.27)

‖(1− χR)v
c2‖BzL4

x
+ ‖P−1

Φ (χ̃7R(1− χ̃R)u
c2)‖BzL4

x
. R− 1

2M−1
c ‖ω‖XT

.(7.28)

Remark 7.6. We note that from the assumptions (6.24), (6.25) we obtain from part (a):

t
1
4 ‖v − αvg‖BzL4

x
+ t

1
4 ‖∇(v − αvg)‖

BzL
4/3
x

. ‖ω‖XT
,(7.29)

t
1
4 ‖v − αvg − vc1‖BzL4

x
+ t

1
4 ‖∇(v − αvg − vc1)‖

BzL
4/3
x

.M−1
c ‖ω‖XT

.(7.30)

Proof.
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(a) For the estimates (7.18), (7.19), (7.21) we apply the estimate (A.4) together with the estimates
(7.1), (7.2), (7.4) for ηg, ηc1, ηb1 respectively.

For the estimate (7.20) we first observe that by Sobolev embedding (in x) we have

‖vc2‖BzL4
x
. ‖∇vc2‖

BzL
4/3
x
,

so it suffices to prove the estimate for ∇vc2. Next, we decompose

vc2 = P−1
Φ (χ̃R(−∆)−1∇× (χ̃4R ω

c2))︸ ︷︷ ︸
I1

+P−1
Φ (χ̃R(−∆)−1∇× ((1− χ̃4R)ω

c2)︸ ︷︷ ︸
I2

.

For I1 we apply the estimate (A.4) to obtain

‖∇I1‖BzL
4/3
x

. ‖Q−1
Φ (χ̃4R ω

c2)‖
BzL

4/3
x
,

and the estimate follows from (7.3). For I2 we first apply Lemma A.2 and Hölder’s inequality
to bound

‖∇I2‖BzL
4/3
x

. ‖∇I2‖
1
4

L
4/3
x,z

‖∂z∇I2‖
3
4

L
4/3
x,z

. R
3
2 ‖∇I2‖

1
4
L∞
x,z

‖∂z∇I2‖
3
4
L∞
x,z
.

Applying Lemma 6.3 to control the change of variables we may then apply Young’s inequality
with the separation of supports, recalling that 0 < R ≤ 1, to bound, with the help of (7.15)

‖∇I2‖L∞
x,z

.
(
R−1‖χ{|y|&R}K‖L2

y
+ ‖χ{|y|&R}∇K‖L2

y

)
‖(1− χ̃4R)ω

c2‖L2
y

. R− 3
2 ‖(1− χ̃R/4)ω

c2‖L2
y

. T
m−1

2 R− 3
2
−mM−1

c ‖ω‖XT
,

where K(y) = 1
4π

y×
|y|3 denotes the Biot-Savart kernel and χ{|y|&R} is a smooth bump function

adapted to the set {|y| & R}. Similarly,

‖∂z∇I2‖L∞
x,z

. T
m−1

2 R− 5
2
−mM−1

c ‖ω‖XT
.

Combining these estimates we obtain the bound for I2,

‖∇I2‖BzL
4/3
x

. T
m−1

2 R− 3
4
−mM−1

c ‖ω‖XT
.

Finally, using the assumption (6.24) and that m ≥ 2 we see that T
m−1

2 R− 3
4
−m . 1.

For the estimate (7.22) we decompose

vb2 = P−1
Φ (χ̃R∇× (−∆)−1χ̃4Rω

b2)︸ ︷︷ ︸
I3

+P−1
Φ (χ̃R∇× (−∆)−1(1− χ̃4R)ω

b2)︸ ︷︷ ︸
I4

.

The I3 piece is treated as in (7.20) using the estimates (A.4), (7.5). For the I4 contribution, we
use the same proof as in (7.20), replacing the estimate (7.15) by the estimate (7.17). For the
remaining term on LHS(7.22) we introduce a non-negative, radial function ρ that is identically
1 on {|x| ≤ 29

2 R}, supported on {|x| ≤ 31
2 R}, and again denote ρ̃◦Φ = ρ. We then decompose

P−1
Φ (χ̃7Ru

b2) = P−1
Φ (χ̃7R∇× (−∆)−1ρ̃ ωb2) + P−1

Φ (χ̃7R∇× (−∆)−1(1− ρ̃)ωb2),

and observe that due to the construction of ρ, an identical argument applies.
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(b) Note that
vg − χRv̄

g = χR

(
P−1
Φ (−∆)−1∇×QΦ − (−∆)−1∇×

)
ηg.

The estimate (7.23) then follows from Proposition A.6. The estimate (7.24) is similar.

(c) The first two estimates follow from the explicit expression for v̄g. For the remaining bounds,
we first observe that by definition

‖(1− χR)v
∗‖BzL4

x
. ‖P−1

Φ (χ̃7R(1− χ̃R)u
∗)‖BzL4

x
.

For (7.27), we decompose

P−1
Φ

(
χ̃7R(1− χ̃R)u

c1
)
= (1− χR)P

−1
Φ

(
χ̃7R(−∆)−1∇×QΦ((χ2R − χR

4
)ηc1)

)

︸ ︷︷ ︸
I5

+ (1− χR)P
−1
Φ

(
χ̃12R(−∆)−1∇×QΦ(χR

4
ηc1)

)

︸ ︷︷ ︸
I6

.

For I5 we apply the estimate (A.4) with Hölder’s inequality to obtain

‖I5‖BzL4
x
. ‖(1− χR

4
)ηc1‖

BzL
4/3
x

. R− 1
2 ‖ηc1‖

N
β
c
.

For I6 we instead use the separation of the supports to apply the estimate (A.5) and (7.6) to
obtain

‖I6‖BzL4
x
. R− 1

2 ‖ηc1‖BzL1
x
. R− 1

2 ‖ωc1‖
N

β
c
.

The proof of the estimate (7.26) is identical.

For the estimate (7.28) we take ρ to be defined as in part (a). We then decompose

P−1
Φ

(
χ̃7R(1− χ̃R)u

c2
)
= P−1

Φ

(
χ̃7R(1− χ̃R)(−∆)−1∇×

(
ρ̃ ωc2

) )

︸ ︷︷ ︸
I7

+ P−1
Φ

(
χ̃7R(1− χ̃R)(−∆)−1∇×

(
(1− ρ̃)ωc2

) )

︸ ︷︷ ︸
I8

.

For I7 we argue as in the proof of (7.27) using that

‖P−1
Φ (ρ̃ ωc2)‖N0

c
. ‖P−1

Φ (χ̃8R ω
c2)‖N0

c
,

to obtain
‖I7‖BzL4

x
. R− 1

2M−1
c ‖ω‖XT

.

For I8 we proceed identically to the bound for I2, using Sobolev embedding, Lemma A.2,
Hölder’s inequality and the separation of supports of χ̃7R and (1− ρ̃) to bound

‖I8‖BzL4
x
. ‖∇I8‖BzL

4/3
x

. R− 3
2 ‖(1− ρ̃)ωc2‖L2

y
. T

m−1
2 R− 3

2
−mM−1

c ‖ω‖XT
,

where the final estimate follows from (7.15). The estimate (7.28) then follows from the as-
sumption (6.24) and that m ≥ 2.
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To conclude this subsection we prove estimates for the velocity in physical coordinates:

Lemma 7.7 (Velocity bounds in physical coordinates). The following estimates hold for all 0 <
t ≤ T :

(a) Estimates on the background.

R
1
4 t

1
4

∥∥∥ub1
∥∥∥
L12
y

+ t
1
4

∥∥∥ub1
∥∥∥
L6
y

+ t
1
4

∥∥∥∇ub1
∥∥∥
L2
y

.M−1
b1 ‖ω‖XT

,(7.31)

R
1
4 t

1
4

∥∥∥ub2
∥∥∥
L12
y

+ t
1
4

∥∥∥ub2
∥∥∥
L6
y

+ t
1
4

∥∥∥∇ub2
∥∥∥
L2
y

.M−1
b2 ‖ω‖XT

.(7.32)

(b) Estimates away from the core.

R
1
4 ‖(1− χ̃R)u

g‖L12
y
+ ‖(1− χ̃R)u

g‖L6
y
+ ‖∇((1− χ̃R)u

g)‖L2
y
. R− 3

2 ,(7.33)

R
1
4

∥∥(1− χ̃R)u
c1
∥∥
L12
y
+ ‖(1− χ̃R)u

c1‖L6
y
+ ‖∇

(
(1− χ̃R)u

c1
)
‖L2

y
. R− 3

2 ‖ω‖XT
,

R
1
4

∥∥(1− χ̃R)u
c2
∥∥
L12
y
+ ‖(1− χ̃R)u

c2‖L6
y
+ ‖∇

(
(1− χ̃R)u

c2
)
‖L2

y
. R− 3

2M−1
c ‖ω‖XT

.(7.34)

Remark 7.8. Again we note that from the assumptions (6.24), (6.25) we obtain from part (a) and
(b):

(7.35)
R

1
4 t

1
4 ‖(1− χ̃R)(u− αug)‖L12

y
+ t

1
4 ‖(1− χ̃R)(u− αug)‖L6

y
+ t

1
4 ‖∇((1− χ̃R)(u− αug))‖L2

y

.
(
T

1
4R− 3

2 +M−1
b1

)
‖ω‖XT

,

which we note has additional smallness over the estimate (7.29) for the velocity near the core,
provided we choose T ≪R 1 and Mb1 ≫ 1.

Proof.

(a) We observe that by Sobolev embedding and the boundedness of Riesz transforms on L2
y we

have
‖ub1‖L6

y
. ‖∇ub1‖L2

y
. ‖ωb1‖L2

y
,

and by the Hardy-Littlewood-Sobolev Lemma and Sobolev embedding,

‖ub1‖L12
y

. ‖ωb1‖
L
12/5
y

. ‖∇ωb1‖
L
4/3
y
.

The estimate (7.31) then follows from the estimate (7.16), the definition of the Nβ
b norm and

Lemma 6.3. Similarly, the estimate (7.32) follows from (7.17) and the definition of the Fb

norm.

(b) For estimates (7.33)–(7.34), we first note that by Sobolev embedding, the L6
y estimates follow

from the L2
y gradient bounds.

Let us first prove these L2
y gradient bounds and then return to the L12

y estimates. For ∗ =
g, c1, c2 we decompose

(1− χ̃R)u
∗ = (1− χ̃R)(−∆)−1∇×QΦ((χ2R − χR

4
)η∗)

︸ ︷︷ ︸
I∗1

+(1− χ̃R)(−∆)−1∇×QΦ(χR
4
η∗)

︸ ︷︷ ︸
I∗2

.
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For the first of these we use Hölder’s inequality followed by the Hardy-Littlewood-Sobolev
lemma and boundedness of Riesz transforms on L2 with Lemma 6.3 to control the change of
variables to obtain

‖∇I∗1‖L2
y
. ‖∇(−∆)−1∇×QΦ((χ2R − χR

4
)η∗)‖L2

y
+R−1‖(−∆)−1∇×QΦ((χ2R − χR

4
)η∗)‖L2

y

. ‖∇(−∆)−1∇×QΦ((χ2R − χR
4
)η∗)‖L2

y
+ ‖(−∆)−1∇×QΦ((χ2R − χR

4
)η∗)‖L6

y

. ‖QΦ((χ2R − χR
4
)η∗)‖L2

y

. ‖(1− χ̃R
4
)ω∗‖L2

y

We may then apply the estimates (7.14), (7.15) and

‖(1− χ̃R
4
)ωg‖L2

y
.k T

k−1
2 R−k for any k ≥ 0,

in the cases ∗ = c1, c2, g respectively. Using the hypothesis (6.24) with the fact that m ≥ 2 it

is then clear that T
m−1

2 R−m ≤ R− 3
2 .

For the second term we instead use Young’s inequality to bound

‖∇I∗2‖L2
y
.
(
R−1‖χ{|y|&R}K‖L2

y
+ ‖χ{|y|&R}∇K‖L2

y

)
‖QΦ(χR

4
η∗)‖L1

y
. R− 3

2 ‖χ̃R
4
ω∗‖L1

y
.

where K(y) = 1
4π

y×
|y|3 is the 3d Biot-Savart kernel and χ{|y|&R} is a smooth bump function

adapted to the set {|y| & R}. We may then apply the estimates (7.10), (7.11) and

‖χ̃R
4
ωg‖L1

y
. 1,

in the cases ∗ = c1, c2, g respectively.

Next, we turn to the L12
y estimates. For the I∗2 piece we proceed similarly to before, using

Young’s inequality to estimate

‖I∗2‖L12
y

. ‖χ{|y|&R}K‖L12
y
‖QΦ(χR

4
η∗)‖L1

y
. R− 7

4 ‖χ̃R
4
ω∗‖L1

y
.

For the I∗1 piece we further decompose as

I∗1 = (1− χ̃6R)I
∗
1 + χ̃6RI

∗
1 .

For the first piece we proceed similarly to the I∗2 piece, using the separation of supports and
Hölder’s inequaity to bound

‖(1− χ̃6R)I
∗
1‖L12

y
. ‖χ{|y|&R}K‖

L
12/7
y

‖QΦ((χ2R − χR
4
)η∗)‖L2

y
. R− 1

4 ‖(1− χ̃R
4
)ω∗‖L2

y
.

For the second piece, we instead use Lemmas 6.3, A.7 with the Hardy-Littlewood-Sobolev and
Hölder inequalities to change variables and bound

‖χ̃6RI
∗
1‖L12

y
. ‖P−1

Φ (χ̃6RI
∗
1 )‖L2

zL
12
x

. ‖(χ2R − χR
4
)η∗‖

L2
zL

12/7
x

. R
1
6 ‖(1− χ̃R

4
)ω∗‖L2

y
.
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7.2. Estimates on the core corrections, ωc

7.2.1. Estimates on ηc1

In this subsection we prove the estimate (6.26). For convenience, we first decompose f c1 into linear,
non-linear and inhomogeneous parts as

f c1 = f c1L + f c1N + f c1I ,

where

f c1L := αB[vg − v̄g, ηc1] + αB[vg, ηc2] +B[v − αvg − (−∆)−1∇× ηc1, αηg],

f c1N := B[v − αvg, ηc1 + ηc2],

and we recall from (6.16) that
f c1I = α2B[vg − χRv̄

g, ηg].

As in the straight filament case (see (6.4) above) under the self-similar coordinate transform

B[f, g] = div (f ⊗ g − g ⊗ f) 7→ div (F ⊗G−G⊗ F ) =: B[F,G].

As a direct corollary of Theorem 3.1 we obtain the following lemma:

Lemma 7.9. Taking µ = µ(α) as in Theorem 3.1, the following estimate holds for all −∞ < s, τ ≤
lnT :

∥∥∥〈∇〉βS(τ, s)B[V,H]
∥∥∥
BzL2

ξ(m)
.β,α

e−µ(τ−s)

a(τ − s)
3
4
+β

2

‖V ‖BzL4
ξ
‖H‖BzL2

ξ(m) .(7.36)

Proof. We observe that for any vector fields F,G we have div B[F,G] = 0. As a consequence, we
may interpolate the estimates (3.4), (3.5) with p = 4

3 and apply the product law (A.1) to obtain
the estimate (7.36).

Applying this bilinear estimate together with Lemmas 7.3, 7.5, we obtain the following lemma, of
which the estimate (6.26) is a direct consequence (after using (6.24) to bound T

1
4R− 1

2 . R lnR−1):

Lemma 7.10. We have the estimates:
∥∥∥∥〈∇〉β

∫ τ

−∞
S(τ, s)F c1

L (s)ds

∥∥∥∥
BzL2

ξ(m)

.
(
T

1
4R− 1

2 +R lnR−1 +M−1
c

)
‖ω‖XT

,(7.37)

∥∥∥∥〈∇〉β
∫ τ

−∞
S(τ, s)F c1

N (s)ds

∥∥∥∥
BzL2

ξ(m)

. ‖ω‖2XT
(7.38)

∥∥∥∥〈∇〉β
∫ τ

−∞
S(τ, s)F c1

I (s)ds

∥∥∥∥
BzL2

ξ(m)

. T
1
4R− 1

2 +R lnR−1(7.39)

Proof. We prove the estimate (7.37), the estimates (7.38), (7.39) are similar. We will apply the
linear estimate (7.36) with the velocity estimates of Lemma 7.5, noting that by rescaling

‖V ∗(τ)‖BzL4
ξ
= t

1
4 ‖v∗(t)‖BzL4

x
,

and the estimate
‖Hc1‖BzL2

ξ(m) +Mc‖Hc2‖BzL2
ξ(m) ≤ ‖ω‖XT

,
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which follows directly from the definition of the norm.
In particular we may apply the estimates (7.23), (7.25) to bound

‖V g − V̄ g‖BzL4
ξ
. T

1
4R− 1

2 +R lnR−1,

the estimate (7.18) to bound
‖V g‖BzL4

ξ
. 1

and the estimates (7.24), (7.30) to bound

‖V − αV g − (−∆)−1∇×Hc1‖BzL4
ξ
.
(
T

1
4R− 1

2 +R lnR−1 +M−1
c

)
‖ω‖XT

.

As a consequence, there holds

∥∥∥∥〈∇〉β
∫ τ

−∞
S(τ, s)F c1

L (s)ds

∥∥∥∥
BzL2

ξ(m)

.
(
T

1
4R− 1

2 +R lnR−1 +M−1
c

)
‖ω‖XT

(
sup
τ

∫ τ

−∞

e−µ(τ−s)

a(τ − s)
3
4
+β

2

ds

)

.
(
T

1
4R− 1

2 +R lnR−1 +M−1
c

)
‖ω‖XT

,

where we note that the integral converges because µ > 0 and 0 < β < 1
4 .

7.2.2. Estimates on ωc2

In this section we prove the estimates (6.27), (6.28). Again we start by decomposing into a linear,
nonlinear and inhomogeneous piece,

f c2 = f c2L + f c2N + f c2I ,

where (recalling the inhomogeneous term from (6.19)),

f c2L := B[(1− χ̃R)αu
g, ωc1 + ωc2] +B[(1− χ̃R)(u− αug), αωg] + Ec,

f c2N := B[(1− χ̃R)(u− αug), ωc1 + ωc2],

f c2I = B[(1− χ̃R)αu
g, αωg] + αEg.

We begin with the estimates on Fc.

Lemma 7.11. We have the estimates:
∥∥∥∥
∫ t

0
e(t−s)∆f c2L (s) ds

∥∥∥∥
Fc

.
(
T

1
4R−2 +R− 1

2M−1
b1

)
‖ω‖XT

,

∥∥∥∥
∫ t

0
e(t−s)∆f c2N (s) ds

∥∥∥∥
Fc

.
(
T

1
4R−2 +R− 1

2M−1
b1

)
‖ω‖2XT

,

∥∥∥∥
∫ t

0
e(t−s)∆f c2I (s) ds

∥∥∥∥
Fc

. T
1
4R−2.
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Proof. We start by noting the following: if x, y ∈ R2, 0 < s < t we have for any c > 0,

〈
x√
t

〉m
e−c

|x−y|2
t−s .c

〈
y√
s

〉m
,

which, combined with Lemma 6.4, will allow us to freely pass the spatial weights through the heat
propagator.

Using this we consider the error terms Ec and Eg that are supported in the set {d ≤ 4R}. As
they are supported near the filament, there will be a significant gain from the separation of supports
(see Figure 2). From the definition we observe that

Q−1
Φ Ec = −[∆Φ, χ2R]η

c1 − χ2R (∆Φ −∆) ηc1.

From Lemmas 6.1, 6.3 we then see that it is possible to write

Q−1
Φ Ec = ∇γ

x,z

(
Cγη

c1
)
,(7.40)

where the summation is taken over multi-indices γ ∈ N3 satisfying |γ| ≤ 2 and the smooth matrix-
valued functions Cγ are supported in {|x| ≤ 4R} and satisfy

(7.41) |∇µ
x,zC2| . R1−|µ|, |∇µ

x,zC1| . R−1−|µ|, |∇µ
x,zC0| . R−2−|µ|,

for all multi-indices µ ∈ N3, where we use C2 to denote all terms with |γ| = 2, etc. Due to the
separation of the support of Ec and (1 − χ̃6R) as well as the assumption that 0 < R ≤ 1 we have
the estimate

∥∥∥∥
∫ t

0
e(t−s)∆Ecds

∥∥∥∥
Fc

= sup
t∈[0,T ]

t
1
2

∥∥∥∥〈t−
1
2d〉m(1− χ̃6R)

∫ t

0
e(t−s)∆Ecds

∥∥∥∥
L3
y

. sup
t∈[0,T ]

t
1
2

∫ t

0
R−2(t− s)−

1
4

∥∥∥〈s− 1
2d〉mωc1

∥∥∥
L2
y

ds

. T
3
4R−2 ‖ω‖XT

.

where the last inequality follows from the estimate (7.12). For clarity, we illustrate this bound in
more detail with the γ = 0 term:

∥∥∥∥〈t−
1
2d〉m

∫ t

0
e(t−s)∆QΦ

(
C0η

c1
)
ds

∥∥∥∥
L3
y

.

∫ t

0
(t− s)−

1
4 e−c R2

t−s

∥∥∥〈s− 1
2x〉mC0η

c1
∥∥∥
L2
x,z

ds

.

∫ t

0
R−2(t− s)−

1
4 e−c R2

t−s

∥∥∥〈s− 1
2x〉mηc1

∥∥∥
L2
x,z

ds.

Consider next the remaining terms in f c2L . First turn to the contribution of ωc2. Here we apply
the estimate (7.33) for ug to bound

∥∥∥∥
∫ t

0
e(t−s)∆B[(1− χ̃R)u

g, ωc2] ds

∥∥∥∥
Fc

. sup
t∈[0,T ]

t
1
2

∫ t

0
(t− s)−

3
4 ‖(1− χ̃R)u

g‖L12
y

∥∥∥〈s− 1
2x〉mQ−1

Φ (χ̃6Rω
c2)
∥∥∥
L∞
z L2

x

ds

+ sup
t∈[0,T ]

t
1
2

∫ t

0
(t− s)−

3
4 ‖(1− χ̃R)u

g‖L6
y

∥∥∥〈s− 1
2d〉m(1− χ̃6R)ω

c2
∥∥∥
L3
y

ds

.
(
T

1
4R− 7

4 + T
1
4R− 3

2

)
M−1

c ‖ω‖XT
,
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where to treat the first term we used from Lemma A.8 (and Lemma 6.3), followed by Hölder’s
inequality,

∥∥∥〈t− 1
2d〉me(t−s)∆B[(1− χ̃R)u

g, χ̃6Rω
c2]
∥∥∥
L3
y

. (t− s)−
3
4

∥∥∥〈s− 1
2x〉mP−1

Φ [(1− χR)u
g]⊗Q−1

Φ [χ̃6Rω
c2]
∥∥∥
L3
zL

12/7
x

. (t− s)−
3
4

∥∥P−1
Φ [(1− χR)u

g]
∥∥
L12
z,x

∥∥∥〈s− 1
2x〉mQ−1

Φ [χ̃6Rω
c2]
∥∥∥
L∞
z L2

x

.

We note that this estimate is likely suboptimal, but it is immediate from the Biot-Savart law in
physical variables, whereas the optimal estimate would likely require a more delicate argument.

Next consider the contribution of ωg. Recalling that ωg is supported in the set {d ≤ 4R}, hence
using the separation of supports as above and the estimate (7.35) we obtain

∥∥∥∥
∫ t

0
e(t−s)∆B[(1− χ̃R)(u− αug), αωg] ds

∥∥∥∥
Fc

. sup
t∈[0,T ]

t
1
2

∫ t

0
R− 1

2 (t− s)−
3
4 ‖(1− χ̃R)(u− αug)‖L6

y

∥∥∥〈s− 1
2d〉mωg

∥∥∥
L2
y

ds

.
(
T

1
4R−2 +R− 1

2M−1
b1

)
‖ω‖XT

.

Finally, the term involving ωc1 is similar, using the estimate (7.33) and the separation of supports
to obtain the bound

∥∥∥∥
∫ t

0
e(t−s)∆B[(1− χ̃R)u

g, ωc1] ds

∥∥∥∥
Fc

. T
1
4R−2‖ω‖XT

.

Using the assumption that 0 < T,R ≤ 1, this completes the treatment of f c2L .
Next turn to the nonlinear contributions f c2N . Similar to above, the ωc1 contribution is easier

due to the separation of supports, hence, we only consider the ωc2 contribution. Here we may argue
as before and apply the estimate (7.35) to bound

∥∥∥∥
∫ t

0
e(t−s)∆B[(1− χ̃R)(u− αug), ωc2] ds

∥∥∥∥
Fc

. sup
t∈[0,T ]

t
1
2

∫ t

0
(t− s)−

3
4 ‖(1− χ̃R)(u− αug)‖L12

y

∥∥∥〈s− 1
2x〉mQ−1

Φ (χ̃6Rω
c2)
∥∥∥
L∞
z L2

x

ds

+ sup
t∈[0,T ]

t
1
2

∫ t

0
(t− s)−

3
4 ‖(1− χ̃R)(u− αug)‖L6

y

∥∥∥〈s− 1
2d〉m(1− χ̃6R)ω

c2
∥∥∥
L3
y

ds

.
(
T

1
4R− 7

4 + T
1
4R− 3

2 +M−1
b1

)
M−1

c ‖ω‖2XT
,

Using the assumption (6.25) and that 0 < R ≤ 1, this completes the treatment of f c2N .
Finally, consider f c2I . The estimation of Eg is similar to the treatment of Ec and the B[(1 −

χ̃R)u
g, ωg] is estimated as the corresponding terms in f c2L . This completes all of the requisite

estimates.

We next turn to the estimate of ωc2 in N0
c .
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Lemma 7.12. We have the following estimates:

(i) If f1 is supported in {|x| ≤ 16R} then:

(7.42)

∥∥∥∥Q−1
Φ

(
χ̃8R

∫ t

0
e(t−s)∆

(
QΦ div f1(s) + div f2(s)

)
ds
)∥∥∥∥

N0
c

. sup
0<s≤T

(
s

3
4 ‖〈s− 1

2x〉mf1(s)‖BzL
4/3
x

+ s
3
4 ‖〈s− 1

2d〉mf2(s)‖L2
y

)
.

(ii) If γ ∈ N3 is a multi-index satisfying |γ| ≤ 2 and f is supported in {|x| ≤ 4R} then:

∥∥∥∥Q−1
Φ

(
χ̃8R

∫ t

0
e(t−s)∆QΦ∇γ

x,zf(s) ds

)∥∥∥∥
N0

c

. T 1− |γ|
2 ‖f‖

N
β
c
,(7.43)

Proof.

(i) We may directly apply Lemma A.8 to bound f1, so it suffices to assume that f1 ≡ 0.

From Lemma A.2 we have the estimate

‖g‖BzL2
x
. ‖g‖

1
2

L2
x,z

‖∂zg‖
1
2

L2
x,z
.

Using Lemma 6.3 to bound the change of coordinates,

∥∥∥〈t− 1
2x〉mQ−1

Φ

(
χ̃8Re

(t−s)∆ div f(s)
)∥∥∥

L2
x,z

. (t− s)−
1
2 ‖〈s− 1

2d〉mf(s)‖L2
y

∥∥∥〈t− 1
2x〉m∂zQ−1

Φ

(
χ̃8Re

(t−s)∆ div f(s)
)∥∥∥

L2
x,z

. (t− s)−1‖〈s− 1
2d〉mf(s)‖L2

y
,

and hence

‖〈t− 1
2x〉mχ8RQ

−1
Φ e(t−s)∆ div f(s)‖BzL2

x
. (t− s)−

3
4

∥∥∥〈s− 1
2d〉mf(s)

∥∥∥
L2
y

.

Integrating, we obtain the estimate (7.42).

(ii) The estimate (7.43) is easily proved for γ = 0; for |γ| ≥ 1, we apply Lemma A.8 and interpo-
lation to obtain the bound

‖〈t− 1
2x〉mQ−1

Φ

(
χ̃8Re

(t−s)∆QΦ∇γ
x,zf(s)

)
‖BzL2

x
. (t− s)−

|γ|
2 s−

1
2

(
t− s

s

)β
2

‖f‖Nβ ,

whenever 0 < s < t ≤ T , which we may then integrate in s, where the integral converges using
the fact that 0 < β < 1

4 .

We now apply these linear bounds to control each of the terms, using the estimate (7.43) to
control the terms Eg, Ec, and the estimates (7.42) to control the remaining terms.

The estimate (6.27) follows from the following lemma:
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Lemma 7.13. We have the estimates:
∥∥∥∥Q−1

Φ

(
χ̃8R

∫ t

0
e(t−s)∆f c2L (s) ds

)∥∥∥∥
N0

c

.
(
R+ T

1
4R−2 +M−1

b1 +R− 3
4M−1

b2

)
‖ω‖XT

,

∥∥∥∥Q−1
Φ

(
χ̃8R

∫ t

0
e(t−s)∆f c2N (s) ds

)∥∥∥∥
N0

c

.
(
T

1
4R− 1

2 +M−1
b1 +R− 3

4M−1
b2

)
‖ω‖2XT

,

∥∥∥∥Q−1
Φ

(
χ̃8R

∫ t

0
e(t−s)∆f c2I (s) ds

)∥∥∥∥
N0

c

. R+ T
1
2R−2.

Proof. First consider the error terms Ec and Eg. Consider only Ec; the Eg term is treated similarly.
Estimating using (7.43) together with (7.40) (and (7.41)), we see

∥∥∥∥Q−1
Φ

(
χ̃8R

∫ t

0
e(t−s)∆Ec(s) ds

)∥∥∥∥
N0

c

.
(
R+ T

1
2R−1 + TR−2

)
‖ω‖XT

.

This suffices to treat Ec.
Next we consider B[(1− χ̃R)u

g, ωc1 + ωc2]. First recall that

B[(1− χ̃R)u
g, ωc1] = QΦB[P−1

Φ (χ̃4R(1− χ̃R)u
g), ηc1],

and that by Hölder’s inequality and the estimate (7.26) we have

t
3
4 ‖〈t− 1

2x〉mP−1
Φ (χ̃4R(1− χ̃R)u

g)⊗ ηc1‖
BzL

4/3
x

. t
3
4 ‖P−1

Φ (χ̃4R(1− χ̃R)u
g)‖BzL4

x
‖〈t− 1

2x〉mηc1‖BzL2
x

. T
1
4R− 1

2 ‖ω‖XT
.

Applying the estimate (7.42) with f2 ≡ 0 we then obtain

∥∥∥∥Q−1
Φ

(
χ̃8R

∫ t

0
e(t−s)∆B[(1− χ̃R)u

g, ωc1] ds

)∥∥∥∥
N0

c

. T
1
4R− 1

2 ‖ω‖XT
.

The contribution of χ̃6R ω
c2 is treated similarly, where we note that χ̃7R & 1 on the support of χ̃6Rω

c2

and hence the estimate (7.26) may still be applied to bound the velocity. For the contribution of
(1− χ̃6R)ω

c2 we instead apply the estimate (7.42) with f1 ≡ 0, using the estimate (7.33) to bound

t
3
4

∥∥∥〈t− 1
2d〉m(1− χ̃R)u

g ⊗ ((1− χ̃6R)ω
c2)
∥∥∥
L2

≤ t
3
4 ‖(1− χ̃R)u

g‖L6

∥∥∥〈t− 1
2d〉m(1− χ̃6R)ω

c2
∥∥∥
L3

. T
1
4R− 3

2M−1
c ‖ω‖XT

.

The remaining terms are treated similarly, where we note that by applying the estimates (7.27),
(7.28), (7.21), and (7.22) we may bound

t
1
4 ‖P−1

Φ (χ̃7R(1− χ̃R)(u− αug))‖BzL4
x
.
(
T

1
4R− 1

2 +M−1
b1 +R− 3

4M−1
b2

)
‖ω‖XT

.

Using the assumption (6.25) and that 0 < T,R ≤ 1, this completes the proof of Lemma 7.13.

The estimates (6.27), (6.28) follow as a consequence of Lemmas 7.11, 7.13 and the hypotheses
(6.24), (6.25).
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7.3. Estimates on the background, ωb

7.3.1. ηb1 contribution

In this section we prove the estimate (6.29). Once again we decompose

f b1 = f b1L + f b1N

where the linear and nonlinear terms are given by

f b1L = αB[vg − v̄g, ηb1] + αB[vg, ηb2]

f b1N = B[v − αvg, ηb1 + ηb2].

To control these terms we use the following corollary of Proposition 4.1

Lemma 7.14. We have the following estimates for all γ ∈ (0, 12) and 0 < s < t ≤ T :

‖〈t 12∇〉βS(t, s)B[f, g]‖
L
4/3
x,z

. (t− s)−
3
4

(
t

t− s

)β
2
(
t

s

)γ

‖f‖BzL4
x
‖g‖

L
4/3
x,z
,(7.44)

‖〈t 12∇〉β∇S(t, s)B[f, g]‖
L
4/3
x,z

. (t− s)−
3
4

(
t

t− s

)β
2
(
t

s

)γ

‖∇f‖
BzL

4/3
x

‖∇g‖
L
4/3
x,z
,(7.45)

Proof. We prove the estimate (7.45); the estimate (7.44) is similar and is omitted for the sake of
brevity. We observe that divB[f, g] = 0 so we may interpolate the estimates (4.4) and (4.5) to
bound,

‖〈t 12∇〉β∇S(t, s)B[f, g]‖
L
4/3
x,z

.γ (t− s)−
3
4

(
t

t− s

)β
2
(
t

s

)γ

‖B[f, g]‖
L
4/3
z L1

x
.

Applying Hölder’s inequality we obtain,

‖B[f, g]‖
L
4/3
z L1

x
. ‖f‖BzL4

x
‖∇g‖

L
4/3
x,z

+ ‖∇f‖
BzL

4/3
x

‖g‖
L
4/3
z L4

x
.

The estimate (7.45) then follows from Sobolev embedding.

We may then apply these estimates to obtain the following:

Lemma 7.15. There holds
∥∥∥∥
∫ t

0
S(t, s)f b1L (s)ds

∥∥∥∥
N

β
b

.M−1
b1

(
T

1
4R− 1

2 +R lnR−1 +
Mb1

Mb2

)
‖ω‖XT

,(7.46)

∥∥∥∥
∫ t

0
S(t, s)f b1N (s)ds

∥∥∥∥
N

β
b

.M−1
b1 ‖ω‖2XT

.(7.47)

Proof. We prove the estimate (7.46), the estimate (7.47) is similar. Estimates (7.44) and (7.45) give

∥∥∥∥
∫ t

0
S(t, s)f b1L (s)ds

∥∥∥∥
N

β
b

. sup
0<s<T

(
s

1
4 ‖vg − v̄g‖BzL4

x
+ s

1
4 ‖∇ (vg − v̄g)‖

BzL
4/3
x

)∥∥∥ηb1
∥∥∥
N0

b

+ sup
0<s<T

(
s

1
4 ‖vg‖BzL4

x
+ s

1
4 ‖∇vg‖

BzL
4/3
x

)∥∥∥ωb2
∥∥∥
Fb

.

Then (7.46) follows from the estimates (7.18), (7.25), (7.23) .
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7.3.2. ωb2 contribution

In this section we prove the estimate (6.30). We start with a set of estimates for the heat propagator:

Lemma 7.16. For 0 < s < t ≤ T we have:

‖e(t−s)∆B[f, g]‖
L
4/3
y

. (t− s)−
3
4 ‖f‖L6

y
‖g‖

L
4/3
y
,(7.48)

‖∇e(t−s)∆B[f, g]‖
L
4/3
y

. (t− s)−
3
4

(
‖f‖L6

y
+ ‖∇f‖L2

y

)
‖∇g‖

L
4/3
y
.(7.49)

Further, for multi-indices γ ∈ N3 satisfying |γ| ≤ 2, 0 ≤ β ≤ |γ|, and f supported in {|x| ≤ 4R},

(7.50) ‖e(t−s)∆χ̃4RQΦ∇γ
x,zf‖L4/3

y
.β (t− s)−

|γ|
2

(
t− s

s

)β
2

‖〈s 1
2∇〉βf‖

L
4/3
x,z
.

Proof. The estimates (7.48), (7.49) follow from the explicit expression for the heat kernel. The
estimate (7.50) follows from properties of the heat kernel using Lemma 6.3 to bound the change of
variables.

Again we will decompose the error term into linear and nonlinear parts as

f b2 = f b2L + f b2N ,

where

f b2L = αB[(1− χ̃R)u
g, ωb1 + ωb2] + Eb,

f b2N = B[(1− χ̃R)(u− αug), ωb1 + ωb2].

We then have the following lemma:

Lemma 7.17. There holds
∥∥∥∥
∫ t

0
e(t−s)∆f b2L (s)ds

∥∥∥∥
Fb

.M−1
b1

(
R+ T

1
4R−2

)
‖ω‖XT

,(7.51)

∥∥∥∥
∫ t

0
e(t−s)∆f b2N (s)ds

∥∥∥∥
Fb

.M−1
b1

(
T

1
4R− 3

2 +M−1
b1

)
‖ω‖2XT

.(7.52)

Proof. Again we will just prove the linear estimate (7.51) as the nonlinear estimate (7.52) is similar.
First, (7.48) and (7.49) together with the change of variables Lemma 6.3 give

∥∥∥∥
∫ t

0
e(t−s)∆B[(1− χ̃R)u

g, ωb1]ds

∥∥∥∥
Fb

. sup
0<s≤T

s
1
4
(
‖(1− χ̃R)u

g‖L6 + ‖∇(1− χ̃R)u
g‖L2

) ∥∥∥ηb1
∥∥∥
N0

b

,

which we may then bound using the estimate (7.33). The corresponding ωb2 term is similar.
It remains to bound the error Eb. However, as in Lemma 7.11 we may write

Q−1
Φ Eb = ∇γ

x,z

(
Cγη

b1
)
,

where the coefficients Cγ are compactly supported in the set {|x| ≤ 4R} and satisfy the estimate
(7.41). The desired bound then follows from the estimate (7.50) and the assumption that 0 <
T,R ≤ 1.
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7.4. Mild solution

With the above a priori estimates established, we are now in a position to verify that the solution
constructed in Theorem 6.5 satisfies Definition 2.1.

We first recall the definition of the space Mp
q (1 ≤ q ≤ p) of functions f ∈ Lq

loc with

‖ω‖Mp
q
:= sup

r>0, y∈R3



r

3
p
− 3

q

(∫

B(y,r)
|ω|q dy

) 1
q



 <∞,

where we note that M
3
2
1 ⊂ M 3

2 , where M 3
2 is defined as in Definition 2.1 (recall that M 3

2 contains
measures, not just locally integrable functions). Further, we recall the mapping properties of the
heat operator (see [38, Proposition 3.2])

(7.53) ‖∇αet∆‖M3/2→M3/2 . t−
|α|
2 .

Similarly, we point out the following useful embeddings: (recall 1 ≤ q ≤ p),

Lp ⊂ Mp
q , BzL

q
x ⊂ M

3q
2
q ,

which are used several times below. We then have the following Proposition:

Proposition 7.18. The solution constructed in Theorem 6.5 is a mild solution of the 3D Navier-
Stokes equations as in Definition 2.1 (with ω constructed from ωc∗, ωb∗ as described above in Section
6.2) and satisfies the estimates

‖ω(t)‖M3/2 + t
1
4 ‖ω(t)‖M2

4/3
+ t

1
4 ‖u(t)‖M6

4
. 1.(7.54)

Proof. We will prove the estimate (7.54). The fact that ω is a mild solution in the sense of Defini-
tion 2.1 may then be proved by a variant of the argument used for the straight filament in Section 5.
Note that by Hölder’s inequality and the estimate (7.53) we may bound the nonlinear terms by

(7.55)

∫ t

s

∥∥∥e(t−σ)∆B[u(σ), ω(σ)]
∥∥∥
M3/2

dσ .

∫ t

s
(t− σ)−

1
2 ‖u(σ)‖M6

4
‖ω(σ)‖M2

4/3
dσ

.

(
sup
t
t
1
4 ‖u(t)‖M6

4

)(
sup
t
t
1
4 ‖ω(t)‖M2

4/3

)
.

To obtain the estimate on the velocity in (7.54) we apply Hölder’s inequality and Lemmas 6.3, 6.4
to bound the change of coordinates to obtain

‖u‖M6
4
. ‖χ̃Ru‖M6

4
+ ‖(1− χ̃R)u‖M6

4
. ‖v‖BzL4

x
+ ‖(1− χ̃R)u‖L6

y
.

The M6
4 estimate for u then follows from Lemmas 7.5, 7.7. Similarly, we may bound

‖ω‖M2
4/3

≤ ‖χ̃R
4
ω‖M2

4/3
+ ‖(1− χ̃R

4
)ω‖M2

4/3
. ‖χR

4
η‖

BzL
4/3
x

+ ‖(1− χ̃R
4
)ω‖L2

y
,

and the M2
4
3

estimate for ω follows from Lemmas 7.3, 7.4.

It remains to establish the M 3
2 estimate for ω. First we observe that by arguing as in the

straight filament case in Section 5, using estimates for S(τ, σ), S(t, s) in BzL
1
ξ , BzL

1
x respectively,

we obtain the estimates
‖〈∇〉βHc1‖BzL1

ξ
+ ‖〈t1/2∇〉βηb1‖BzL1

x
. 1.
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Using the embedding BzL
1
x ⊂ M 3

2 and Lemmas 6.3, 6.4 to bound the change of coordinates we
obtain the estimate

(7.56) ‖〈t 12∇〉βωg‖M3/2 + ‖〈t 12∇〉βωc1‖M3/2 + ‖〈t 12∇〉βωb1‖M3/2 . 1.

Next we note that (see [63, Theorem 3.8]) that the estimate (7.53) extends to fractional derivatives
and hence we may argue as in Lemma 7.11 using the estimate (7.56) to obtain

∥∥∥∥
∫ t

0
e(t−s)∆E∗(s)

∥∥∥∥
M3/2

.

∫ t

0
(t− s)−1+β

2 s−
β
2 ds . 1,

for ∗ = c, g, b. Finally we use the estimate (7.55) to bound the remaining nonlinear contributions
to ωc2, ωb2, and the estimate

‖et∆µb‖M3/2 . ‖µb‖L3/2 . ‖µb‖W 1,12/11 ,

to bound the initial data. Thus, we obtain the estimates

‖ωc2‖M3/2 + ‖ωb2‖M3/2 . 1,

as required.

7.5. Uniqueness

In this section we prove the following uniqueness criterion, which is a natural corollary of our proof.

Theorem 7.19. Let ω ∈ C2((0, T∗)×R3) be another mild solution. Define ω̃c and ωb as the solutions

{
∂tω̃

c +B[u, ω̃c] = ∆ω̃c,

ω̃c(t = 0) = αδΓ,{
∂tω

b +B[u, ωb] = ∆ωb,

ωb(t = 0) = µb.

Suppose that for sufficiently small R > 0 we have

lim
Tց0

(∥∥Q−1
Φ (χ̃8R (ω̃c − αωg))

∥∥
N0

c
+ ‖ω̃c − αωg‖

Fc
+
∥∥∥Q−1

Φ

(
χ̃8Rω

b
)∥∥∥

N0
b

+
∥∥∥ωb

∥∥∥
Fb

)
= 0,(7.57)

where, as before, we take ωg = Q−1
Φ (χ̃2Rη

g). Then ω is necessarily the solution constructed above
in Theorem 6.5.

Proof. We start by choosing β,m, ε,M∗ as in the proof of Theorem 6.5. Take ωc := ω̃c−ωg and let

‖ω‖ := ‖QΦ (χ̃8Rω
c)‖

N0
c
+ ‖ωc‖

Fc
+
∥∥∥Q−1

Φ

(
χ̃8Rω

b
)∥∥∥

N0
b

+
∥∥∥ωb

∥∥∥
Fb

so that from (7.57) we have limTց0 ‖ω‖ = 0.
Our goal is to find a suitable decomposition of ωc, ωb so that by choosing sufficiently small R, T >

0 sufficiently small, the decomposed solution lies in the ball Bε,T,R,M∗ , in which the contraction
mapping argument guarantees uniqueness. We are able to do this thanks to two key observations.
First, the equations (6.15), respectively (6.20), for ηc1, respectively ηb1, depend on ωc, ωb rather than
their decomposition. This will enable us to make a decomposition that matches the one outlined in
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Section 6. Second, in the proof of Theorem 6.5 we first fixM∗, ε (recalling that theMb∗ ≈ R− 3
4Mc),

then choose R > 0 sufficiently small, and finally choose T > 0 sufficiently small. Thus, provided we
choose R > 0 sufficiently small before choosing T > 0 sufficiently small, the contraction mapping
argument still applies.

We now proceed to carry out this approach. We first define ηc1 to be a mild solution of the heat
equation

∂tη
c1 −∆ηc1 = −B[v, ηc]−B[v − αχRv̄

g, αηg],

with initial data ηc1(0) = 0, where ηc = Q−1
Φ (χ̃2Rω

c) and v = P−1
Φ

(
χ̃R(−∆)−1∇× ω

)
. Switching

to self-similar variables we obtain

Hc1 = −
∫ τ

−∞
e(τ−s)L+(eτ−es)∂2

z
(
B̄[V,Hc] + B̄[V − αχRe−s/2 V̄ g, αHg]

)
ds.

By definition we may bound
‖Hc‖BzL2

ξ(m) . ‖ω‖ .

Decomposing V = αV g +V c +V b, where V ∗ is the self-similar scaling of v∗ = P−1
Φ (χRω

∗), we may
apply the estimate (A.4) to bound

‖V c‖BzL4
ξ
. ‖ω‖ ,

and similarly, using the Sobolev estimate (A.2),

‖V b‖BzL4
ξ
. ‖ω‖ .

Further, we may apply the estimate (7.23) to bound

‖V g − χRe−s/2 V̄ g‖BzL4
ξ
. T

1
4R− 1

2 +R lnR−1.

Consequently, we apply (B.6) to obtain the estimate

‖ηc1‖
N

β
c
= sup

−∞<τ≤lnT
‖〈∇〉βHc1‖BzL2

ξ(m) . ‖ω‖+ ‖ω‖2 + T
1
4R− 1

2 +R lnR−1.

We define ηb1 to be the mild solution of the heat equation

∂tη
b1 −∆ηb1 = −B[v, ηb],

with initial data ηb1(t = 0) = 0, where ηb = Q−1
Φ

(
χ̃2Rω

b
)
. Using the self-similar scaling we may

write

Hb1 = −
∫ τ

−∞
e(τ−s)L+(eτ−es)∂2

zB[V,Hb] ds.

By definition we may bound

R− 3
4 ‖Hb‖

L
4/3
ξ,z

+R
1
4 ‖∇Hb‖

L
4/3
ξ,z

. ‖ω‖ .

Further, applying the estimate (7.18) for V g together with the estimate (A.4) for V c, V b we may
bound

‖V ‖BzL4
ξ
+ ‖∇V ‖

BzL
4/3
ξ

. 1 + ‖ω‖ .
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As a consequence, we obtain the estimate

Mb1‖ηb1‖Nβ
b
=Mb1 sup

−∞<τ≤lnT

(
R− 3

4 ‖〈∇〉βHb1‖
L
4/3
ξ,z

+R
1
4 ‖〈∇〉β∇Hb1‖

L
4/3
ξ,z

)
.Mb1 ‖ω‖+Mb1 ‖ω‖2 .

Next we define the remainders

ωc2 := ωc −QΦ

(
χ2Rη

c1
)
, ωb2 := ωb −QΦ

(
χ2Rη

b1
)
,

and observe that as v is supported on the region on which χ2R = 1, for ∗ = c, b the corresponding
η∗ = Q−1

Φ (χ̃2Rω
∗2) + η∗1 satisfies B[v, η∗] = B[v, η∗]. In particular, we may replace η∗ by η∗ to

see that ηc1, respectively ηb1, satisfy (6.15), respectively (6.20). It is then clear that ωc2 is a mild
solution of (6.18) and that ωb2 is a mild solution of (6.22).

To complete the proof we use the triangle inequality to bound

Mc

∥∥Q−1
Φ

(
χ̃8Rω

c2
)∥∥

N0
c
≤Mc

∥∥Q−1
Φ (χ̃8Rω

c)
∥∥
N0

c
+Mc

∥∥ηc1
∥∥
N0

c
≤Mc‖ω‖+Mc‖ηc1‖Nβ

c
,

Further, by definition we have

Mc

∥∥ωc2
∥∥
Fc

=Mc ‖ωc‖
Fc

≤Mc ‖ω‖ ,

Similarly, we may bound

Mb2‖ωc2‖Fb
.Mb2‖ω‖+Mb2

∥∥∥ηb1
∥∥∥
N

β
b

.

Combining these bounds we obtain

‖(ηc1, ωc2, ηb1, ωb2)‖XT
. (1 +Mc +Mb1 +Mb2)

(
‖ω‖+ ‖ω‖2

)
+ (1 +Mc)

(
T

1
4R− 1

2 +R lnR−1
)
.

To complete the proof, we first recall that Mc is chosen independently of R > 0. Thus we may
choose R > 0 sufficiently small to ensure the contribution of (1 +Mc)R lnR−1 is sufficiently small.
The remaining terms are all o(1) as T ց 0 and hence we may choose T > 0 sufficiently small to
ensure that

‖(ηc1, ωc2, ηb1, ωb2)‖XT
≤ ε.

A. Analysis in BzL
p
x spaces

A.1. Basic inequalities

Lemma A.1. If 1 ≤ p, q, r ≤ ∞ and 1
r = 1

p + 1
q , then

‖fg‖BzLr
x
. ‖f‖BzL

p
x
‖g‖BzL

q
x
.(A.1)

Proof. We consider the case that z ∈ R, the case that z ∈ T is similar. Applying Minkowski’s and
Hölder’s inequalities,

‖f̂ g(x, ζ)‖L1
ζL

r
x
≤
∫∫ ∥∥∥f̂(x, ζ ′)

∥∥∥
Lp
x

∥∥∥f̂(x, ζ − ζ ′)
∥∥∥
Lq
x

dζ ′ dζ ≤ ‖f̂(x, ζ)‖L1
ζL

p
x
‖f̂(x, ζ)‖L1

ζL
q
x
.
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Lemma A.2. If 1 < p ≤ 2 we have the estimate,

(A.2) ‖f‖BzL
p
x
. ‖f‖1−

1
p

Lp
x,z

‖∂zf‖
1
p

Lp
x,z
.

Proof. We consider the case that z ∈ R, the case that z ∈ T is similar and assume f 6≡ 0. We take
1
p +

1
p′ = 1 and for a real number A > 0 to be chosen shortly we apply Hölder’s inequality to obtain,

∫

|ζ|≤A
‖f̂(ζ)‖Lp

x
dζ . A

1
p ‖f̂‖

Lp′
ζ Lp

x
. A

1
p ‖f̂‖

Lp
xL

p′
ζ

. A
1
p ‖f‖Lp

x,z
,

where we note that reversing the order of integration is justified as p′ ≥ p and the final inequality
is proved using the Hausdorff-Young inequality for a.e. x ∈ R2.

Similarly we may bound,
∫

|ζ|>A
‖f̂(ζ)‖Lp

x
dζ . A

1
p
−1‖ζf̂‖

Lp′
ζ Lp

x
. A

1
p
−1‖∂zf‖Lp

x,z
.

We then choose A = ‖∂zf‖Lp

‖f‖Lp
to obtain the estimate (A.2).

Lemma A.3 (Boundedness of the Riesz transforms). There holds for all 1 < p <∞,
∥∥∇2f

∥∥
BzL

p
x
.p ‖∆f‖BzL

p
x
.

Proof. Let a, b ≥ 0 with a+ b = 2; we claim the following holds independently of ζ,
∥∥∥ζa∇b

x(ζ
2 −∆x)

−1ĝ(·, ζ)
∥∥∥
Lp
x

.p ‖ĝ(·, ζ)‖Lp
x
.

The case b = 2 follows from the Calderón-Zygmund theorem applied to the Bessel potential. The
cases a = 1, 2 follows by scaling and that the kernels of (1−∆x)

−1 and ∇x(1−∆x)
−1 are in L1.

A.2. Biot-Savart law in physical coordinates

Lemma A.4.

(A.3)
∥∥∇× (−∆)−1f

∥∥
BzL4

x
. ‖f‖

BzL
4/3
x
.

Proof. By scaling it suffices to prove that

‖∇x(1−∆x)
−1f‖L4

x
. ‖f‖

L
4/3
x
, ‖(1−∆x)

−1f‖L4
x
. ‖f‖

L
4/3
x
.

This follows from the the Hardy-Littlewood-Sobolev, Young’s inequality, and fact that the kernel
of ∇x(1−∆x)

−1 is in L2,∞ and the kernel of (1−∆x)
−1 is in L2.

A.3. Biot-Savart law in straightened coordinates

Our main goal in this section is to prove the following pair of propositions:

Proposition A.5. Let η be supported in {|x| ≤ 16R}. Then, provided 0 < R ≪ 1 is sufficiently
small, the following holds with constants independent of R:

∥∥χ8RP
−1
Φ (−∆)−1∇×QΦη

∥∥
BzL4

x
+
∥∥∇(χRP

−1
Φ (−∆)−1∇×QΦη)

∥∥
BzL

4/3
x

. ‖η‖
BzL

4/3
x
,(A.4)

∥∥∥(1− χR)χ8RP
−1
Φ (−∆)−1∇×QΦ(χR

4
η)
∥∥∥
BzL4

x

. R− 1
2 ‖η‖BzL1

x
.(A.5)
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Proposition A.6. Let m > 1, 0 < R≪ 1 be sufficiently small, η be supported in {|x| ≤ 16R} with
corresponding self-similar scaling H(τ, ξ, z) = eτη(eτ , e

τ
2 ξ, z) and

v = χRP
−1
Φ ∇× (−∆)−1QΦη.

Then, whenever 0 <
√
t . R≪ 1 we have the estimates,

t
1
4

∥∥v −∇× (−∆)−1η
∥∥
BzL4

x
.
(
e

τ
4R− 1

2 +R lnR−1
)
‖H(τ)‖BzL2

ξ(m) ,(A.6)

t
1
4

∥∥∇
(
v −∇× (−∆)−1η

)∥∥
BzL

4/3
x

.
(
e

τ
4R− 1

2 +R lnR−1
)
‖H(τ)‖BzL2

ξ(m) .(A.7)

The proof of both propositions rely on the following lemma:

Lemma A.7. Let T be a translation-invariant operator with kernel k ∈ C∞(R3\{0}) satisfying the
estimate

|∂αy k(y)| . |y|−n−|α|,

for some 1 ≤ n ≤ 3 and all multi-indices α ∈ N3. Then, the corresponding kernel K of the operator
FQ−1

Φ χ̃16RTQΦχ16RF−1, where F is the Fourier transform in the z-variable, satisfies the estimate

(A.8) |K(x, ζ, x′, ζ ′)| .
{
|x− x′|1−n〈ζ − ζ ′〉−2, n = 2, 3,

(1 + ln |x− x′|) 〈ζ − ζ ′〉−2, n = 1

Proof. From Lemmas 6.3, 6.4 it suffices to prove that the approximate kernel

(A.9) K̃(x, ζ, x′, ζ ′) =
∫∫

χ16R(x)χ16R(x
′)k(Φ(x, z)− Φ(x′, z′))ei(z

′ζ′−zζ) dz dz′,

satisfies the estimate (A.8). To prove this bound we integrate by parts repeatedly with the help of
the formula

1

i(ζ − ζ ′)
(∂z + ∂z′)e

i(z′ζ′−zζ) = ei(z
′ζ′−zζ),

and observe that by Lemmas 6.3, 6.4 there holds

∣∣(∂z + ∂z′)
NK(Φ(x, z)− Φ(x′, z′))

∣∣ .N
1

|x− x′|n + |z − z′|n ,

Recalling that z, z′ ∈ T, we may dyadically decompose the integral into sets {2k ≤ |z − z′| < 22k},
for all N ≥ 0, and estimate

∣∣∣K̃(x, ζ, x′, ζ ′)
∣∣∣ .N

∑

k

1

|ζ − ζ ′|N
2k

|x− x′|n + 2nk
.

Choosing N = 0 for ζ = ζ ′ and N = 2 for ζ 6= ζ ′ then leads to the estimate (A.9).

Proof of Proposition A.5. From Lemma 6.3, the Hardy-Littlewood-Sobolev and Young inequalities,
to prove the first inequality in (A.4) and (A.5), it suffices to show that the kernel K of the operator

FQ−1
Φ χ̃16R(−∆)−1∇×QΦχ16RF ,

satisfies the bounds
|K(x, ζ, x′, ζ ′)| . |x− x′|−1〈ζ − ζ ′〉−2,
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which follows directly from Lemma A.7.
Next, consider the second inequality in (A.4). Write

ψ = χ8RQ
−1
Φ (−∆)−1QΦη.

We observe that, from Lemma 6.3 and Lemma A.7 we have

1

R lnR−1
‖ψ‖BzL4

x
+ ‖∇ψ‖BzL4

x
+

1

R
‖∇ψ‖

BzL
4/3
x

. ‖η‖
BzL

4/3
x
,(A.10)

and from the identity (6.5) we have

χ2R(−∆Φ)ψ = χ2Rη.

Computing further gives

−∆∇2χ2Rψ = ∇2(χ2Rη)−∇2(∆−∆Φ)χ2Rψ −∇2[χ2R, (−∆Φ)]ψ.

Lemma A.3 gives

∥∥∇2(χ2Rψ)
∥∥
BzL

4/3
x

. ‖χ2Rη‖BzL
4/3
x

+ ‖(∆−∆Φ)χ2Rψ‖BzL
4/3
x

+ ‖[χR, (−∆Φ)]ψ‖BzL
4/3
x
.

By Lemma 6.3, (A.10) and Hölder’s inequality,

‖(∆−∆Φ)χ2Rψ‖BzL
4/3
x

. R
∥∥∇2(χ2Rψ)

∥∥
BzL

4/3
x

+ ‖∇(χ2Rψ)‖BzL
4/3
x

+ ‖χ2Rψ‖BzL
4/3
x

. R
∥∥∇2(χ2Rψ)

∥∥
BzL

4/3
x

+ ‖η‖
BzL

4/3
x
.

Similarly, using Lemma 6.3 and (A.10),

‖[χR, (−∆)Φ]ψ‖BzL4/3 .
1

R
‖ψ‖

BzL
4/3
x

. ‖η‖
BzL

4/3
x
.

Therefore, we conclude, for all R sufficiently small, that

∥∥∇2(χ2Rψ)
∥∥
BzL

4/3
x

. ‖η‖
BzL

4/3
x
.

This estimate (and the first inequality in (A.4) together with Lemma 6.3) then implies the second
inequality in (A.4).

The proof of Proposition A.6 is a tiny bit more involved, but again essentially follows from
Lemma A.7:

Proof of Proposition A.6. We prove the estimate (A.6); the proof of the estimate (A.7) is similar.
As in the proof of (A.4), write

ψ = χ8RQ
−1
Φ (−∆)−1QΦη,

and recall that, applying Lemma 6.3 to the operator FzQ
−1
Φ χ̃16R∇α(−∆)−1QΦχ16RF , we have

(using also Proposition A.5),

1

R lnR−1
‖ψ‖BzL4

x
+ ‖∇ψ‖BzL4

x
+

1

R
‖∇ψ‖

BzL
4/3
x

+ ‖∇2ψ‖
BzL

4/3
x

. ‖η‖
BzL

4/3
x
,

and from the identity (6.5) we have

χ2R(−∆Φ)ψ = χ2Rη, χ2RD
−1 curlΦ ψ = v.
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Next, we decompose the difference

v −∇× (−∆)−1η = χR

(
D−1 curlΦ−∇×

)
ψ︸ ︷︷ ︸

T1

+χR∇×
(
ψ − (−∆)−1η

)
︸ ︷︷ ︸

T2

+ (1− χR)∇× (−∆)−1η︸ ︷︷ ︸
T3

.

To bound the first term we use the expression (6.3) and Lemma 6.3 to bound

t
1
4 ‖T1‖BzL4

x
. Rt

1
4 ‖∇ψ‖BzL4

x
+ t

1
4 ‖ψ‖BzL4

x
. R lnR−1t

1
4 ‖η‖

BzL
4/3
x
.

To bound the second term, we apply Lemma A.4 followed by the identity (6.5), and the estimates
on ψ and its derivatives above to obtain

t
1
4 ‖T2‖BzL4

x
. t

1
4 ‖χ2R (∆−∆Φ)ψ‖BzL

4/3
x

. Rt
1
4 ‖∇2ψ‖

BzL
4/3
x

+ t
1
4 ‖∇ψ‖

BzL
4/3
x

+ t
1
4 ‖ψ‖

BzL
4/3
x

. R lnR−1t
1
4 ‖η‖

BzL
4/3
x
.

To bound the final term we estimate

t
1
4 ‖T3‖BzL4

x
. t

1
4 ‖(1− χR)∇× (−∆)−1(χR

4
η)‖BzL4

x
+ t

1
4 ‖∇ × (−∆)−1((1− χR

4
)η)‖BzL4

x

.
e

τ
4

√
R
‖H‖BzL2

ξ(m),

where we have used the separation of the supports and Young’s inequality to bound the first term,
and the estimate (A.3) with the fact that m > 1 and 0 <

√
t . R to bound the second.

A.4. The heat equation

Lemma A.8. Let f be supported in {|x| ≤ 16R} and 1 ≤ r ≤ 2. Suppose further that 0 < R ≪ 1
and 0 < s < t ≤ R2. Then for all multi-indices γ, γ′ ∈ N3 there holds

∥∥∥〈t− 1
2x〉mQ−1

Φ

(
χ̃8Re

(t−s)∆∇γQΦ∇γ′
f
)∥∥∥

BzL2
x

. (t− s)
1
2
− 1

r
− |γ|+|γ′|

2

∥∥∥〈s− 1
2x〉mf

∥∥∥
BzLr

x

,(A.11)

and Bz can also be replaced by Lr
z.

Furthermore, there holds: for 1 ≤ p ≤ q ≤ ∞,

∥∥∥〈t− 1
2d〉mχ̃8Re

(t−s)∆QΦ div f
∥∥∥
Lq
y

.
1

(t− s)
1
2
+ 1

p
− 1

q

∥∥∥〈s− 1
2x〉mf

∥∥∥
Lq
zL

p
x

.(A.12)

Proof. We consider (A.11); the proof of (A.12) is a straightforward variant. We consider only the
case γ, γ′ = 0 the case |γ|, |γ′| > 0 follows similarly, using Lemma 6.3 to replace the heat kernel by
a similar, rapidly decaying kernel.

Consider the operator

Tf = t−
3
2

∫∫
χ16R(x)χ16R(x

′)e
|Φ(x,z)−Φ(x′,z′)|2

4t f(x′, z′) dx′ dz′.
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The change of variable estimates of Lemmas 6.3, 6.4 and Young’s inequality imply

∥∥∥〈t− 1
2x〉mTf

∥∥∥
Lr
zL

2
x

. t
1
2
− 1

r

∥∥∥〈t− 1
2x〉mf

∥∥∥
Lr
x

.

The corresponding estimate follows for the heat operator (again from Lemma 6.3).

To obtain the estimates in the case L̂1, it suffices to prove that (where C > 0 denotes a fixed
constant independent of the parameters of interest)

∣∣∣∣
∫∫

χ16R(
√
tξ)χ16R(

√
tξ′)e−

|Φ(
√
tξ,z)−Φ(

√
tξ′,z′)|2

4t ei(z
′ζ′−zζ) dz dz′

∣∣∣∣ .
√
tφ(

√
t(ζ − ζ ′))e−C|ξ−ξ′|2 ,

with φ ∈ L1. We integrate by parts repeatedly using the formula

1

i(ζ − ζ ′)
(∂z + ∂z′)e

i(z′ζ′−zζ) = ei(z
′ζ′−zζ),

and keep in mind that (for constants C > 0, not necessarily the same in each inequality or each
term),

∣∣∣∣(∂z + ∂z′)
Ne−

|Φ(
√
tξ,z)−Φ(

√
tξ′,z′)|2

4t

∣∣∣∣ . t−
N
2 e−C

|Φ(
√
tξ,z)−Φ(

√
tξ′,z′)|2

t . t−
N
2 e−C|ξ−ξ′|2e

−C
|z−z′|2√

t

Dyadically decomposing the integral into sets {2k ≤ |z − z′| < 2k+1}, the integral above can then
be bounded by (possibly different constants)

∣∣∣∣
∫∫

χ16R(
√
tξ)χ16R(

√
tξ′)e−

|Φ(
√

tξ,z)−Φ(
√

tξ′,z′)|2
4t ei(z

′ζ′−zζ) dz dz′
∣∣∣∣

.
∑

k

1

(
√
t|ζ − ζ ′|)N

2ke−C 22k

t e−C|ξ−ξ′|2

.

√
t

(
√
t|ζ − ζ ′|)N

e−C|ξ−ξ′|2 .

Choosing N = 0 for ζ = ζ ′ and N = 2 for ζ 6= ζ ′ leads to the desired estimate.

B. Two-dimensional semigroup estimates

B.1. Statement of the estimates

In this appendix we prove several estimates for compact perturbations of the semigroup eτL. For
concreteness we recall several linear operators defined in the main body of the article:

• If f is a 2-vector we define
Γf = g · ∇ξf − f · ∇ξg

• If f is a scalar we define

Λf = g · ∇ξf − (−∆ξ)
−1∇⊥

ξ f · ∇ξG

• If f is a 2-vector we define
Ξf = (∇ξ · f)g
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• If f is a 2× 2 tensor we define

Πf = g ⊗ divξ f − divξ f ⊗ g.

Our main results in this section are as follows.

Proposition B.1 (Semigroups on L2
ξ(m)). For all α ∈ R and m > 1 the operators L−αΓ, L−αΛ

define strongly continuous semigroups eτ(L−αΓ), eτ(L−αΛ) on L2
ξ(m) so that for all γ > 0 we have

(B.1) ‖eτ(L−αΓ)‖L2
ξ(m)→L2

ξ(m) . eγτ , ‖eτ(L−αΛ)‖L2
ξ(m)→L2

ξ(m) . eγτ .

If α 6= 0 there exists some 0 < µ = µ(α) < 1
2 so that, whenever m > 1+2µ, we have the estimate

(B.2) ‖eτ(L−αΓ)‖L2
ξ(m)→L2

ξ(m) . e−µτ .

If L2
ξ,0(m) = {f ∈ L2

ξ(m) :
∫
f dξ = 0} and m > 1 + 2µ for some 0 < µ < 1

2 , then we have the
estimate

(B.3) ‖eτ(L−αΛ)‖L2
ξ,0(m)→L2

ξ,0(m) . e−µτ .

Proposition B.2 (Semigroups on L1
ξ). For all α ∈ R the operators L−αΓ, L−αΞ, L−αΠ define

strongly continuous semigroups eτ(L−αΓ), eτ(L−αΞ), eτ(L−αΠ) on L1
ξ so that for all γ > 0 we have

the estimates

(B.4) ‖eτ(L−αΓ)‖L1
ξ→L1

ξ
. eγτ , ‖eτ(L−αΞ)‖L1

ξ→L1
ξ
. eγτ , ‖eτ(L−αΠ)‖L1

ξ→L1
ξ
. eγτ .

The proof of Propositions B.1 B.2 essentially follows the argument of [33], using additional
estimates from [30], [24]. The general strategy of the proof for ∗ = Γ,Λ,Ξ,Π is summarized as
follows:

• Step 1: Prove that all eigenvalues of L − α∗ are in the Gaussian-weighted space L2
ξ(∞).

• Step 2: Use symmetries of the operators in L2
ξ(∞) to obtain bounds on the eigenvalues.

• Step 3: Use the fact that eτ(L−α∗) is a compact perturbation of eτL to deduce the corre-
sponding spectral radii.

B.2. Properties of the Fokker-Plank operator

Before proceeding, it will be useful to collect some properties of the Fokker-Planck operator L. We
first recall (see e.g. [33, Theorem A.1]) the explicit expression

(B.5) eτLf =
eτ

4πa(τ)

∫
e
− |ξ−ξ′|2

4a(τ) f(e
τ
2 ξ′) dξ′,

which immediately implies, if 1 ≤ p ≤ q ≤ ∞,

‖∇βeτLf‖Lq
ξ(m) .

e
τ(1− 1

p
)

a(τ)
1
p
− 1

q
+

|β|
2

‖f‖Lp
ξ(m)

‖eτL∇βf‖Lq
ξ(m) .

e
τ(1− 1

p
)
e−

|β|τ
2

a(τ)
1
p
− 1

q
+

|β|
2

‖f‖Lp
ξ(m).

(B.6)

Further, on L2
ξ(m) we have the following proposition:
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Proposition B.3 ([33, Theorem A.1]). Let m ∈ [0,∞] and L be considered to be an unbounded
operator on L2

ξ(m) defined on its maximal domain D(m).

1. The spectrum of L is given by

σ(L) =
{
λ ∈ C : Re(λ) ≤ 1−m

2

}
∪
{
−k
2
: k ∈ N

}
.

2. If m > 1 then 0 is an isolated eigenvalue of L, the corresponding eigenspace is spanned by the
Gaussian G. Further, the corresponding spectral projection on L2

ξ(∞) is given by

P0f = G

∫

R2

f dξ.

3. If m > 2 then −1
2 is an isolated eigenvalue of L and the corresponding eigenspace is spanned

by {1
2ξ1G,

1
2ξ2G}. Further, the corresponding spectral projection on L2

ξ(∞) is given by

P1f =
1

2
ξ1G

∫

R2

ξ1f dξ +
1

2
ξ2G

∫
ξ2f dξ.

B.3. Construction of the semigroups

The semigroups that are the object of this section, namely on the one hand eτ(L−αΓ) and eτ(L−αΛ)

on L2
ξ(m), and on the other hand eτ(L−αΓ), eτ(L−αΞ) and eτ(L−αΠ) on L1

ξ , can be constructed by a
straightforward fixed point procedure.

We illustrate this for eτ(L−αΓ) on L2
ξ(m). For f0 ∈ L2

ξ(m), let T be the operator

T f = eτLf0 − α

∫ τ

0
e(τ−σ)LΓf(σ) dσ.

Using the estimates (B.6), it is easy to check that, for δ sufficiently small, T is a contraction on
C([0, δ], L2

ξ(m)).
This procedure gives strongly continuous semigroups; it also specifies a domain for the operators

L−αΓ and L−αΛ on L2
ξ(m) (abusing notations, we denote them indistinctly by D(m)), and similarly

for the operators on L1
ξ (which we denote by D1). Whenever the spectrum (or essential spectrum,

etc...) of these operators is discussed below, it is with respect to this domain.

B.4. Gaussian decay of eigenfunctions

In order to control the eigenvalues, we first show that they have Gaussian decay. We first consider
the operator L − αΓ:

Lemma B.4. Let α ∈ R and f be an eigenfunction of L − αΓ with eigenvalue λ. If one of:

1. f ∈ D(m), λ /∈ σess(L − αΓ) and Reλ > 1−m
2 for m > 1,

2. f ∈ D1, λ /∈ σess(L − αΓ) and Reλ > 0,

hold, then ξk∇ℓ
ξf ∈ L2

ξ(∞) for all integers k, ℓ.
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Proof. We follow the argument given in [34, Lemma 4.5], although we note that an alternative proof
for case 1 is given in in [30, Proposition 3.4].

Suppose that (L − αΓ)f = λf and switch to polar coordinates, taking

ξ =

[
r cos θ
r sin θ

]
,

[
f r

fθ

]
=

[
cos θ sin θ
− sin θ cos θ

]
f.

Using the formulas g · ∇f = V (∂θf
r − fθ)er + V (∂θf

θ + f r)eθ and f · ∇g = f r∂r(rV )eθ − V fθer,
we obtain the system





λf r + αV ∂θf
r =

(
∂2r +

1

r
∂r +

1

r2
∂2θ +

1

2
r∂r + 1− 1

r2

)
f r − 2

r2
∂θf

θ,

λfθ + αV ∂θf
θ − αr∂rV f

r =

(
∂2r +

1

r
∂r +

1

r2
∂2θ +

1

2
r∂r + 1− 1

r2

)
fθ +

2

r2
∂θf

r,

where

V (r) =
1

2πr2

(
1− e−

1
4
r2
)
.

The decomposition of f in angular harmonics is given by f =
∑

n∈Z f̂ne
inθ; the crucial obser-

vation is that the projectors on angular harmonics commute with L − αΓ. If f̂n was non-zero for
infinitely many n, then the kernel of L−αΓ would contain all the linear combinations of the f̂ne

inθ,
and hence be infinite-dimensional, which would contradict λ /∈ σess(L−αΓ). Therefore, only a finite

number of f̂n are non-zero, and thus it suffices to prove the result when f contains a single angular
harmonic.

Taking Φ = Φn =

[
f̂ rn
f̂θn

]
, we obtain the equation

Φ′′ +

(
r

2
+

1

r

)
Φ′ +

(
1− λ− 1 + n2

r2
+

2in

r2

[
0 −1
1 0

]
− iαnV +

[
0 0

αr∂rV 0

])
Φ = 0.

Changing variables by taking ρ = 1
4r

2 we obtain the ODE

Φ′′ +

(
1 +

1

ρ

)
Φ′ +

(
1− λ

ρ
−A(ρ)

)
Φ = 0,

where the coefficient

A(ρ) =
1 + n2

4ρ2
− in

2ρ2

[
0 −1
1 0

]
+

iαn

8πρ2
(
1− e−ρ

)
− α

[
0 0

−1+e−ρ+ρe−ρ

4πρ2
0

]

is such that |A(ρ)| . 1
ρ2
.

Taking Ψ =

[
Φ
Φ′

]
we obtain the first order system

Ψ′ =

([
0 I
0 −I

]
+

[
0 0

λ−1
ρ I −1

ρI

]
+

[
0 0

A(ρ) 0

])
Ψ,

The sum of the two first matrices above has the eigenvalues µ+ = λ−1
ρ +O

(
1
ρ2

)
and µ− = −1− λ

ρ +

O
(

1
ρ2

)
, with eigenvectors

[
1 0 µ± 0

]T
and

[
0 1 0 µ±

]T
. Therefore, it is possible to write

[
0 I
0 −I

]
+

[
0 0

λ−1
ρ I −1

ρI

]
= S diag(µ+, µ+, µ−, µ−)S

−1,
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where the matrix S = S(ρ) has a nonsingular limit and satisfies |S′(ρ)| . 1
ρ2
. Thus, we may apply

(the proof of) [17, Theorem III.8.1] to obtain linearly independent solutions satisfying

Ψ ∼




1
0
0
0


 ρ

λ−1, Ψ ∼




0
1
0
0


 ρ

λ−1,

Ψ ∼




1
0
−1
0


 ρ

−λe−ρ, Ψ ∼




0
1
0
−1


 ρ

−λe−ρ,

as ρ→ +∞. In particular, as r → +∞ eigenfunctions must satisfy

f̂ ∼ r2(λ−1) or f̂ ∼ r−2λe−
1
4
r2 ,

and we readily see that r2(λ−1) 6∈ L2
ξ(m) if Reλ > 1−m

2 and r2(λ−1) 6∈ L1
ξ if Reλ > 0.

For the operator L − αΛ a similar argument yields the following:

Lemma B.5 ([34, Lemma 4.5]). If α ∈ R, m > 1 and f ∈ D(m) is an eigenfunction of L−αΛ with
eigenvalue λ satisfying Reλ > 1−m

2 and λ /∈ σess(L − αΛ), then ξk∇ℓ
ξf ∈ L2

ξ(∞) for any integers
k, ℓ.

For the operator L − αΞ we have the following result, which follows from [24, Proposition 4.3]:

Lemma B.6 ([24, Proposition 4.3]). If α ∈ R and f ∈ D1 is an eigenfunction of L − αΞ with
eigenvalue λ satisfying Reλ > 0 and λ 6∈ σess(L − αΞ), then ξk∇ℓ

ξ(∇ξ · f) ∈ L2
ξ(∞) for all k, ℓ.

Proof. If f ∈ L1
ξ satisfies

(L − αΞ)f = λf

then we claim that it belongs to the Schwartz class. Indeed, write

f = −α
∫ ∞

0
e−tλetLΞfdt.

Note Ξf = divξ(f ⊗ g)− f · ∇ξg, hence by the decay of g, we have

‖f‖L1(1) .

∫ ∞

0
e−tReλ 1

a(t)
1
2

dt ‖f‖L1 .
1

|Reλ| ‖f‖L1 .

By bootstrap it follows that f ∈ L1(m) for all m ≥ 0. From there a bootstrap argument (going say,
1/2 a derivative at a time) gives that ∇k

ξf ∈ L1(m) for all k ≥ 0 and all m ≥ 0; this implies that f
belongs to the Schwartz class. Hence, taking the divergence,

(L − αg · ∇ξ)(∇ξ · f) = (λ− 1
2)(∇ξ · f).

In particular, ∇ξ · f ∈ L1
ξ is an eigenfunction of L − αg · ∇ξ with corresponding eigenvalue λ − 1

2 .

From [24, Proposition 4.3] we then see that ∇ξ · f ∈ L2
ξ(∞).

Finally, a similar argument yields the following:
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Lemma B.7. If α ∈ R and f ∈ D1 is an eigenfunction of L−αΠ with eigenvalue λ /∈ σess(L−αΠ)
satisfying Reλ > 0 then ξk∇ℓ

ξ divξ f ∈ L2
ξ(∞) for any integers k, ℓ.

Proof. If f ∈ D1 satisfies
(L − αΠ)f = λf,

then its divergence F = divξ f satisfies

(L − αΓ)F + α(∇ξ · F )g = (λ− 1

2
)F,

and following a similar argument to Lemma B.6 we see that ∇k
ξF ∈ L2

ξ(m) for all k,m ≥ 0.
Following the argument of Lemma B.4, we switch to polar coordinates and expand in angular

harmonics to obtain and equation for Φ = Φn =

[
F̂ r
n

F̂ θ
n

]
. Using that

∇ · (F rer + F θeθ) =
1

r
∂r(rF

r) +
1

r
∂θF

θ,

we obtain the equation

Φ′′ +

(
r

2
+

1

r
+

[
0 0

αrV 0

])
Φ′ +

(
3

2
− λ− 1 + n2

r2
+

2in

r2

[
0 −1
1 0

]
+

[
−iαnV 0
α∂r(rV ) 0

])
Φ = 0.

Switching to the variable ρ = r2

4 and letting Ψ(ρ) =

[
Φ
Φ′

]
, we find the equation

Ψ′ + (M(ρ) +B(ρ))Ψ = 0, where M(ρ) =

[
0 I
0 −I

]
+

1

ρ




0 0

(λ− 3
2)I

[
−1 0
α/4π −1

]



and |B(ρ)| . 1
ρ2
. Theorem III.8.1 in [17] does not quite apply, since the matrix M(ρ) is not

diagonalizable. However, it can be put in Jordan normal form: denoting its eigenvalues

µ±(ρ) =
1

2


−1− 1

ρ
±

√(
1 +

1

ρ

)2

+
4λ− 6

ρ


 ,

and switching to the basis

e1 =




0
1
0
µ+


 , e2 =




1
0
µ+
αµ+

4π(1+ρ+2µρ)


 , e3 =




0
1
0
µ−


 , e4 =




1
0
µ−
αµ+

4π(1+ρ+2µ−ρ)




it becomes 


µ+
αµ+

4π(1+ρ+2µ+ρ) 0 0

0 µ+ 0 0
0 0 µ−

αµ−
4π(1+ρ+2µ−ρ)

0 0 0 µ−


 .
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Noting that µ+(ρ) =
λ− 3

2
ρ +O

(
1
ρ2

)
and µ−(ρ) = −1 +

1
2
−λ

ρ +O
(

1
ρ2

)
, the Jordan blocks above, up

to errors of order O
(

1
ρ2

)
, can be written




λ− 3
2

ρ

α(λ− 3
2
)

4πρ

0
λ− 3

2
ρ


 and


−1 +

1
2
−λ

ρ
α

4πρ

0 −1 +
1
2
−λ

ρ


 .

Solving f ′ = Pf for each of these two matrices, one obtains solutions with the asymptotic behavior
ρλ−

3
2 (A + B log ρ) and ρ

1
2
−λe−ρ(C + D log ρ) (for constants C and D), respectively. Since the

matrix S =
[
e1 e2 e3 e4

]
has a nonsingular limit, and satisfies S′(ρ) . 1

ρ2
, this conclusion can

be transferred to the full system. In r coordinates, this means that a basis of solutions has the
asymptotics

(e1, e2)r
2λ−3(A+B log r) and (e3, e4)r

1−2λe−
r2

4 (C +D log r)

However, as F = divξ f for f ∈ L1
ξ we see that a behavior ∼ r2λ−3(A + B log r) is excluded

whenever Reλ > 0. Indeed, for R > 0 take χR ∈ C∞
c (R2) to be a bump function supported on

{|ξ| ≤ 2R} and identically 1 on {|ξ| ≤ 1}. Then,
∣∣∣∣
∫

〈ξ〉χR(ξ)Fdξ

∣∣∣∣ =
∣∣∣∣
∫
〈ξ〉χR(ξ) divξ fdξ

∣∣∣∣ .
∫

|f | dξ,

hence F ∼ r2λ−3(A+B log r) is excluded whenever Reλ > 0 as the left hand side would diverge as
R→ ∞, leading to a contradiction. Therefore, ξk∇ℓ

ξF ∈ L2
ξ(∞) as required.

B.5. Upper bounds on the eigenvalues

As the eigenfunctions of the operators L−αΓ, L−αΛ, L−αΞ, L−αΠ have Gaussian decay whenever
Reλ is sufficiently large, we may now use the fact that these operators exhibit certain symmetries
with respect to the natural inner product on L2

ξ(∞) to obtain bounds on the eigenvalues.
We first consider the operator L − αΓ:

Lemma B.8 ([30, Proposition 3.5]). If α 6= 0, then there exists 0 < µ(α) ≤ 1
2 so that: if f such

that ξk∇ℓ
ξf ∈ L2

ξ(∞) for all k, ℓ is an eigenfunction of L − αΓ with eigenvalue λ, then Reλ ≤ −µ.

Proof. Let f satisfy the hypotheses of the theorem, in particular

(L − αΓ)f = λf.

We then compute

L(ξ · f)− 1

2
(ξ · f)− 2∇ξ · f − αg · ∇ξ(ξ · f) = λξ · f,

L(∇ξ · f) +
1

2
(∇ξ · f)− αg · ∇ξ(∇ξ · f) = λ∇ξ · f.(B.7)

Integrating by parts then yields the identities,

Reλ‖f‖2L2
ξ(∞) = 〈Lf, f〉L2

ξ(∞) + αRe〈p ξ · f, ξ⊥ · f〉L2
ξ(∞),(B.8)

Reλ‖ξ · f‖2L2
ξ(∞) = 〈L(ξ · f), ξ · f〉L2

ξ(∞) −
1

2
‖ξ · f‖2L2

ξ(∞) − 2Re〈∇ξ · f, ξ · f〉L2
ξ(∞),(B.9)

Reλ‖∇ξ · f‖2L2
ξ(∞) = 〈L(∇ξ · f),∇ξ · f〉L2

ξ(∞) +
1

2
‖∇ξ · f‖L2

ξ(∞),(B.10)
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where the smooth function p(ξ) = − 1
π|ξ|4 (1− e−

1
4
|ξ|2) + 1

4π|ξ|2 e
− 1

4
|ξ|2 so that (c.f. (4.9))

∇ξg = p(ξ)
(
ξ⊥ ⊗ ξ

)
+

1

2π|ξ|2
(
1− e−

1
4
|ξ|2
)[0 −1

1 0

]
.

Case 1: ∇ξ · f 6= 0. Here we observe that the projection P0(∇ξ · f) = 0 so we may apply the

identity (B.10) to conclude that Reλ ≤ 0. If Reλ = 0 then from the properties of L we have
∇ξ · f ∈ Span{ξ1G, ξ2G}. However, we may explicitly verify that if ∇ξ · f satisfies (B.7) with λ = 0
then ∇ξ · f 6∈ Span{ξ1G, ξ2G}. As a consequence, we must have Reλ < 0.

In order to prove the existence of µ, it remains to rule out the possibility that there exists a
sequence of eigenvalues {λj} so that Reλj ր 0 and | Imλj | → ∞. If Reλ ≥ −1

2 then integrating
by parts in the second term in (B.10) we have

‖∇ξ(∇ξ · f)‖2L2
ξ(∞) = (32 − Reλ)‖∇ξ · f‖2L2

ξ(∞) ≤ 2‖∇ξ · f‖2L2
ξ(∞).

Further, a similar computation to (B.10) yields

| Imλ| ‖∇ξ · f‖2L2
ξ(∞) = |α| | Im〈g · ∇ξ(∇ξ · f),∇ξ · f〉L2

ξ(∞)|

≤ |α| ‖g‖L∞
ξ
‖∇ξ(∇ξ · f)‖L2

ξ(∞)‖∇ξ · f‖L2
ξ(∞)

. |α| ‖∇ξ · f‖2L2
ξ(∞).

As the (discrete) spectrum of L−αΓ on L2
ξ(∞) consists only of isolated points, it is then clear that

there exists some 0 < µ ≤ 1
2 so that

Reλ ≤ −µ.

Case 2: ∇ξ · f = 0, ξ · f 6= 0. Here we may use the identity (B.9) with the fact that

〈L(ξ · f), (ξ · f)〉L2
ξ(∞) ≤ 0,

to show that Reλ ≤ −1
2 .

Case 3: ∇ξ · f = 0 = ξ · f . If λ = 0 then from the identity (B.8) and the properties of L we have

f ∈ Span{G}, which is a contradiction as ∇ξ · f = 0. Otherwise we may integrate the equation
(L − αΓ)f = λf to show that P0f = 0 so from the properties of L,

〈Lf, f〉L2
ξ(∞) ≤ −1

2‖f‖
2
L2
ξ(∞).

We may then apply the identity (B.8) to again conclude that Reλ ≤ −1
2 .

Next, we consider the operator L − αΛ:

Lemma B.9 ([34, Proposition 4.1]). If f such that ξk∇ℓ
ξf ∈ L2

ξ(∞) for all k, ℓ is an eigenfunction

of L − αΛ with eigenvalue λ, then Reλ ≤ 0. Further, if
∫
R2 f dξ = 0 then Reλ ≤ −1

2 .

Proof. A short computation shows that Λ is skew-adjoint on L2
ξ(∞). As a consequence,

Reλ‖f‖2L2
ξ(∞) = Re〈Lf, f〉.

The result then follows from Proposition B.3.

84



Next, we consider the operator L − αΞ, and have the following:

Lemma B.10. If f such that ξk∇ℓ
ξf ∈ L2

ξ(∞) for all k, ℓ is an eigenfunction of L − αΞ with
eigenvalue λ, then Reλ ≤ 0.

Proof. We recall that for F = ∇ξ · f we have

(L − αg · ∇ξ)F = (λ− 1
2)F.

As P0F = 0 we may then use Proposition B.3 to obtain

(Reλ− 1
2)‖F‖

2
L2
ξ(∞) = 〈LF, F 〉L2

ξ(∞) ≤ −1
2 ‖F‖

2
L2
ξ(∞)

and hence Reλ ≤ 0.

Finally, we consider the operator L − αΠ:

Lemma B.11. If f such that ξk∇ℓ
ξf ∈ L2

ξ(∞) for all k, ℓ is an eigenfunction of L − αΠ with
eigenvalue λ, then Reλ ≤ 0.

Proof. We recall that F = divξ f satisfies the equation

(L − αΓ)F + α(∇ξ · F )g = (λ− 1
2)F.

Arguing as in Lemma B.8 we see that ξ · F,∇ξ · F ∈ L2
ξ(∞) satisfy the equations

L(ξ · F )− 1
2(ξ · F )− 2∇ξ · F − αg · ∇ξ(ξ · F ) = (λ− 1

2)(ξ · F ),
L(∇ξ · F ) + 1

2(∇ξ · F ) = (λ− 1
2)(∇ξ · F )

Integrating by parts then yields the analogues of the identities (B.8)–(B.10):

Reλ‖F‖L2
ξ(∞) = 〈LF, F 〉L2

ξ(∞) +
1
2‖F‖

2
L2
ξ(∞) + αRe〈pξ · F + q∇ξ · F, ξ⊥ · F 〉L2

ξ(∞),(B.11)

Reλ‖ξ · F‖2L2
ξ(∞) = 〈L(ξ · F ), ξ · F 〉L2

ξ(∞) − 2Re〈∇ξ · F, ξ · F 〉L2
ξ(∞),(B.12)

Reλ‖∇ξ · F‖2L2
ξ(∞) = 〈L(∇ξ · F ),∇ξ · F 〉L2

ξ(∞) + ‖∇ξ · F‖2L2
ξ(∞),(B.13)

where the functions p = − 1
π|ξ|4 (1− e−

1
4
|ξ|2) + 1

4π|ξ|2 e
− 1

4
|ξ|2 , q = 1

2π|ξ|2 (1− e−
1
4
|ξ|2).

Case 1: ∇ξ · F 6= 0. We observe that P0(∇ξ ·F ) = 0 and as F = divξ f we also have P1(∇ξ ·F ) = 0.
From Proposition B.3 we then have,

〈L(∇ξ · F ),∇ξ · F 〉L2
ξ(∞) ≤ −‖F‖2L2

ξ(∞),

so from the identity (B.13) we obtain Reλ ≤ 0.

Case 2: ∇ξ · F = 0, ξ · F 6= 0. Here we simply apply the identity (B.12) to obtain Reλ ≤ 0.

Case 3: ∇ξ · F = 0 = ξ · F . Here we apply the identity (B.11) and use the fact that P0F = 0 to
obtain

〈LF, F 〉L2
ξ(∞) +

1
2‖F‖

2
L2
ξ(∞) ≤ 0.
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B.6. Essential spectrum and growth bound

Given a bounded operator T on a Banach space X, its essential spectrum σess(T ) is the set of λ ∈ C

such that T − λ is not Fredholm. The essential spectral radius is then given by

ress(T,X) = sup{|λ|, λ ∈ σess(T )}.

Lemma B.12. With the previous definition,

ress(e
τ(L−αΓ), L2

ξ(m)) = ress(e
τ(L−αΛ), L2

ξ(m)) = e
1−m

2
τ ,

ress(e
τ(L−αΓ), L1

ξ) = ress(e
τ(L−αΞ), L1

ξ) = ress(e
τ(L−αΠ), L1

ξ) = 1.

Proof. The essential spectrum is stable by compact perturbations. Relying on [33, Theorem A.1],
[33, Proposition A.2], the result follows from the fact that eτ(L−αΓ) and eτ(L−αΛ) are compact pertur-
bations of eτL on L2

ξ(m), and similarly that eτ(L−αΓ), eτ(L−αΞ), eτ(L−αΠ) are compact perturbations

of eτL on L1
ξ .

Using the previous estimates we may now complete the proof of Propositions B.1, B.2:

Proof of Proposition B.1. By [20, Definition IV.2.10], the essential growth bound of the semigroups
eτ(L−αΓ) and eτ(L−αΛ) on L2

ξ(m) is ωess = 1−m
2 . By [20, Corollary IV.2.11], we learn that σ(L −

αΓ) ∩ {λ | Reλ > 1−m
2 } and σ(L − αΛ) ∩ {λ | Reλ > 1−m

2 } only consist of eigenvalues.
Lemmas B.4, B.8 show that all eigenvalues of L − αΓ on L2

ξ(m), with m > 1, satisfy Reλ ≤ 0;

with the improvement if m > 1 + 2µ that Reλ ≤ −µ, for some µ = µ(α) ∈ (0, 12 ] whenever α 6= 0.
Similarly, Lemmas B.5, B.9 show that all eigenvalues of L − αΛ on L2

ξ(m), with m > 1, satisfy

Reλ ≤ 0; with the improvement Reλ ≤ −µ on L2
ξ(1 + 2µ), with 0 < µ < 1

2 , whenever
∫
fz dξ = 0.

Applying [20, Corollary IV.2.11] once again gives the desired growth bounds of both semigroups,

since for m > 1 + 2µ, we have e−µτ > eτ
1−m

2 .

Proof of Proposition B.2. Applying an identical argument to the proof of Proposition B.1 we see
that the essential growth bound of the semigroups eτ(L−αΓ), eτ(L−αΞ), eτ(L−αΠ) on L1

ξ is ωess = 0.
Further, applying Lemmas B.4, B.8 for L−αΓ, Lemmas B.6, B.10 for L−αΞ and Lemmas B.7, B.11
for L − αΠ we see that all eigenvalues of the corresponding operators satisfy Reλ ≤ 0. The
corresponding growth bounds for the semigroups then follow from [20, Corollary IV.2.11].
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