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Abstract In this paper we generalize the monotonicity formulas of “Colding (Acta Math
209:229-263, 2012)” for manifolds with nonnegative Ricci curvature. Monotone quantities
play a key role in analysis and geometry; see, e.g., “Almgren (Preprint)”, “Colding and
Minicozzi II (PNAS, 2012)”, “Garofalo and Lin (Indiana Univ Math 35:245-267, 1986)” for
applications of monotonicity to uniqueness. Among the applications here is that level sets
of Green’s function on open manifolds with nonnegative Ricci curvature are asymptotically
umbilic.

Mathematics Subject Classification (2000) 53C21

1 Introduction

The paper [3] proved three new monotonicity formulas for harmonic functions on mani-
folds with nonnegative Ricci curvature. We will see that each of these formulas sits in a
two-parameter family of monotonicity formulas, with one parameter corresponding to the
equation and the second to the power of the gradient in the formula. Furthermore, var-
ious limiting cases of these formulas carry important geometric information. This paper
deals with only one of the parameters, the power of the gradient; the other will be done
in [5].
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1046 T. H. Colding, W. P. Minicozzi II

1.1 Monotonicity formulas

Our monotonicity formulas will involve a one-parameter family Ag of scale-invariant quan-
tities on an open manifold M". Namely, for a proper positive function u : M \ {x} — R,
define

Ap(ry=r'"" / Vu| P (1.1)
u=r
To simplify notation, given a dimension n > 2 and an exponent 8 > Z:f , then we define
B=Bmnp)=1+B~-1)n-1) >0. (1.2)

The next theorem shows that Ag is monotone when M has nonnegative Ricci curvature.
The derivative is an integral depending on the trace-free second fundamental form I of the
level sets and the trace-free Hessian B of the function > where u>~" is a Green’s function.!

Theorem 1.1 Let M be nonparabolic® with nonnegative Ricci curvature and Green’s func-
1
tion G. Ifu = G7=, then

Ay(r) = —pr"=3 / w2 |Vulf ([To|* + Ric(n, n))

ﬁr"‘; 2—om s-2 (5 5 r?
el (,8 IB)? + (n —2) ‘B(n) }) (1.3)

We used n = |§3| to denote the unit normal to the level sets of u.

Theorem 1.1 illustrates the scale-invariance of Ag(r): When u comes from the Euclidean
Green'’s function, then the functionals are constant in r and, furthermore, the power r1="in
the definition of Ag is the only one that makes it constant in .

The other monotonicity formulas show that various combinations of different Ag’s are

monotone. These will be stated in Sect. 3.

1.2 Asymptotically umbilic

We say that the level sets of a proper function u are asymptotically umbilic if

2r

1
r / m / |IIO|2 ds — 0asr — oo. (1.4)
u=s

r

A consequence of our monotonicity formulas is that the level sets of u are asymptotically
umbilic; cf. [2].

Monotone quantities play a key role in analysis and geometry; see e.g., [1,4,8] for appli-
cations of monotonicity to uniqueness

I Our Green’s functions will be normalized so that on Euclidean space of dimension n > 3 the Green’s

function of the Laplacian is r2n,

2 A complete manifold is nonparabolic if it admits a positive Green’s function G. By a result of Varopoulos,
[11], an open manifold with nonnegative Ricci curvature is nonparabolic if and only if |; loo m dr < oo.
Combining the result of Varopoulos with work of Li and Yau [9], gives that G = G(x, -) — 0 at infinity.

@ Springer



Harmonic monotonicity 1047

Corollary 1.2 If M has nonnegative Ricci curvature and is nonparabolic, then the level sets
1

of u = G2 are asymptotically umbilic.

Monotone quantities play a key role in analysis and geometry; see, e.g., “Almgren
(Preprint)”, “Colding and Minicozzi II (PNAS, 2012)”, “Garofalo and Lin (Indiana Univ
Math 35:245-267, 1986)” for applications of monotonicity to uniqueness.

2 The trace-free Hessian

In this section, we will compute the Laplacian on combinations of «# and |Vu| that come
up later in the monotonicity formulas. In order to squeeze as much as possible out of these
formulas, we will express them in terms of the trace-free Hessian B and trace-free second
fundamental form ITy which vanish in the model case.

We will several times later use the following elementary lemma:

Lemma 2.1 Let u : M — R be a smooth positive function. The following are equivalent:

o Au?=2n|Vul’

2
° Au:(n—l)@.
o Au? " =0.

Proof For any positive function v and any real number o we have the following

AvY = a—1 ( |VU|2 )
v=av (x—1) +Av]). 2.1)

v

The lemma easily follows. O

2.1 The trace free Hessian of u?

Throughout this section, the function u satisfies
Au? = 2n|Vul?. (2.2)

The basic example is the function |x| on Euclidean space R”. In that case, the full Hessian
of |x| satisfies a nice equation, not just the Laplacian of |x|. There are a number of ways of
writing this, perhaps the simplest being that the trace-free Hessian of |x|> vanishes.

With this in mind, we define the tensor B to be the trace-free Hessian of u?

B =Hess,2 —2|Vul’ g, (2.3)

where g is the Riemannian metric.
We will use that Hess,» = 2u Hess,, +2 Vu ® Vu, so that

2uHess, = Hess,» —2Vu® Vu = B+2 (|Vul> g — Vu ® Vu). (2.4)
The next lemma computes the gradient of |Vu|? in terms of B.
Lemma 2.2 We have uV|Vu|*> = B(Vu), where B(Vu) is given by (B(Vu),v) =
B(Vu, v).
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1048 T. H. Colding, W. P. Minicozzi II

Proof Since V|Vu|?> = 2Hess, (Vu, -), Eq. (2.4) gives
u V|Vu|* =2uHess,(Vu, ) =B(Vu,-) +2 (|Vul* Vu—|Vul* Vu) = B(Vu, ). (2.5)

m}

Corollary 2.3 We have 2u V|Vu| = B(n) where n = g;‘ and 4u? |V|Vul||> = |B)|

|
Proof Since u V|Vu|> = 2u |Vu| V|Vul, this follows from Lemma 2.2. ]
The next lemma computes the divergence of B.
Lemma 2.4 The divergence of B is
8B = Ric(Vu?, ) + 2n — 2) V|Vu|? = Ric(Vu®, )+ 2n —2)u~' B(Vu).  (2.6)

Proof Fix apoint p € M and let ¢; be an orthonormal frame at p with V. e;(p) = 0. Given
a function w, the symmetry of the Hessian and the definition of the curvature give

Wijj = Wjjj = Wjji + Ric,-_,'wj. 2.7
Using the definition of B, the fact that g is parallel, and (2.7) with w = u? gives

(6B); = Bij.j = (u)ij; — 2 (IVul?), = Ric;; ?); + (Au?), — 2 (|Vul?)

i ; ;o (2.8)

Thus, § B=Ric(Vu?, )+ V(Au?—2 |Vu|?). The lemma follows since Au?=2n|Vu|>. 0O
Using this, we can compute the Laplacian of [Vu/|>.

Lemma 2.5 We have

2 2 2 L. 2 2
u”- A|Vul® = - |B| +(2n—4)B(Vu,Vu)+§Rlc(Vu , Vu®)

N =N =

1
|BI” + (n —2) (V|Vu|?, Vu?) + 3 Ric(Vu?, Vu?). (2.9)

Proof Using the definition of the Laplacian, then Lemma 2.2, and then Lemma 2.4 gives
u? A|Vul* = u? div V|Vul* = u* div (u™" B(Vu))
=u (8B, Vu) + (B, uHess,) — B(Vu, Vu)
= uRic(Vu?, Vu) + 2n — 2) B(Vu, Vu)

2
Using that (B, g) = 0 (since B is trace-free) and (B, Vu ® Vu) = B(Vu, Vu) gives

+<B, [1 B+ (Vul*g—Vu® w)]> — B(Vu,Vu).  (2.10)

2 2 1. 2 2 1 2
u- AlVu|® = ERlc(Vu ,Vu“)y + 2n — 4) B(Vu, Vu) + 5 |B|~.

This gives the first equality. The second uses that u V|Vu|?> = B(Vu) by Lemma 2.2. O
More generally, we compute the Laplacian of powers of |Vu|.

Proposition 2.6 If o # 0, then

|BI> + (@ — 2) |B(0)|?> + Ric(Vu?, Vu?) L= 2

52 — (V|Vul?, Vu?).

@2.11)

2
ZVulP AVu® =
o
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Harmonic monotonicity 1049

Proof We have
2V |Vul® =2a|Vul* ' V|Vu| = a |Vu|* 2 V|Vul?. (2.12)
Taking the divergence of this and using Lemma 2.5 gives
2
= VUl AlVul® = |Vul~*div (|Vu|*2 V|Vul?)
o

= |Vu| AlVul® + (& — 2) (V|Vul?, V|Vul|)

\% \% \Y
= NV e vty + Y B 4 — 2 Y v v, vy
2u? 2u? u?
+2(a —2)|Vul [V|Vull*. (2.13)

Since 4u? |V|Vu||> = |Bn)|? by Corollary 2.3, simplifying this gives the proposition. O
When o = 1, we get the following corollary:

Corollary 2.7 We have
1

2|Vl AlVu| = - (IBI> — |Bm)|* + Ric(Vu?, Vu?)) + " = (V|Vul?, Vu?).
u u
(2.14)
2.2 The trace-free second fundamental form
The second fundamental form II of the level sets of u is given by
Ii(e;, ej) = (Vem, e;) (2.15)
where ¢; is a tangent frame and n = lg—zl is the unit normal.
Lemma 2.8 The trace-free second fundamental form Il is given by
B(n, n)
2u|Vu|lly = By + £0, (2.16)

n—1
where By is the restriction of B to tangent vectors and g is the metric on the level set.
Proof Using that Vu is normal, we can rewrite II as

2u|Vul|ll(e;, ej) = (Ve Vuz, ej) = Hess2(e;, ej). (2.17)
The mean curvature H is the trace of II over the ¢;’s. We have

2u|Vu| H = Au®? — Hess,2(n, n) = 2n|Vu|> — Hess,2(n, n)
=2(n — 1) |[Vul* + (2|Vu|* — Hess,2(n, n)) (2.18)
=2(n —1)|Vu|* — B(n, n).

Thus, the trace-free second fundamental form Il is given by

H ) B(n,n)
2u|Vulllp = 2u |[Vu| (11— [ 80 = Hess,2 —2|Vul” go + 80
n— n—
B(n, n)
n—1
where Hess,2 is restricted to tangent vectors. O
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1050 T. H. Colding, W. P. Minicozzi II

Lemma 2.9 We have
4u? |Vl |2 = | Bo? — BRWE — g2 — o B2 — 222 [Ba) [P, (2.20)
Proof Since B is trace-free, we get that
(Bo, g0) = Tr(B) — B(n,n) = —B(n, n), (2.21)
Using this in Lemma 2.8 gives

(B(m,m))* B(n, n)

4u* |Vul? |y)? = |Bo|> + Bo,
u? |Vul® [To]* = |Bo| NI 180 — (Bo- o)
B(n, n))2 B(n, n))?
_ pop 4 BT, (Bmm) (2.22)
n—1 n—1

This gives the first equality. To get the second equality, use the symmetry of B to get

BE= > (Ble.e))*+2 > (B, e)”+ (B, m)’

i j<(n—1) i<(n-1)
2 T 2 2

— |Bo> +2 ‘B(n) ‘ + (B(n, n)) (2.23)

and note that |B(n)|*> = |B(n)T| + (B(n, n))%. O

2.3 Divergence formulas

We will compute the divergence of various quantities involving u# and |Vu|. We will need the
following differential inequality for |Vu|.

Proposition 2.10 If Il is the trace-free second fundamental form of the level set, then
2
Ric(Vu, V) n—2 o (1BoP+0 -2 B[

V|Vul, v
V| 2 VIvul ven)+ 4(n—1) [Vu|u2
(2.24)

AlVu|=|Vu| |[Ilp|*+

Proof Corollary 2.7 gives that
|Vu| A|Vu|= (|B|2 |B()|*+Ric(Vu?, Vu?))+ 22 IVul(V|Vul|, Vu?). (2.25)
The next ingredient is Lemma 2.9 which gives that

_ 2
4u? [V o2 = (1B — [Bm)?) — B®E _ 12 | g7 >, (2.26)

so we see that

2 2 B+ (n—2) BT |
(BF - 1B@PR) _ |HO|2+( B[

= 2.27
4|Vu|u? 4(n — 1) |Vu| u? ( )

[}
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Harmonic monotonicity 1051

Lemma 2.11 Given p, @ € R, we have
div (u? |Vu|* Vu?) = 2n + 4p) u®? |Vu* Y +a u®” |Vu|*~" (V|Vul, Vu?),  (2.28)
div (u?? |Vul*V|Vul) = u®’ =2 (p +n — 2) |Vul* (Vu?, V|Vul)

(1+a(m—1)) [B@)?+ (0 —2) |B(n)T|2)

2p vyt |11y + Ric (n, n
+u?? |Vl (| ol + Ric (n, ) + =D [V

(2.29)
Proof For the first claim, use Au? = 2n |Vu|? to compute
. _ 2
div (u® |Vul* Vu?) = pu®?|Vul* |Vu?|" + u®? |[Vu|* Au?
+au?? |[Vu|*" (V|Vu|, Vu?)
= 2n +4p) u?? |Vu* "+ o u®? |Vu|*"' (V|Vu|, Vu?). (2.30)

To get the second claim, first use Proposition 2.10 to compute

div (u®? V|Vul) = u®? A|Vu| + pu*?= (Vu?, V|Vul)

n—2

= u?P (IWI |Io|* + |Vu| Ric(n, n) + (VIVul, Vu?)

u2
(1B + 0 -2 [Ba)[*)

40— 1) [Va| a2 +pu? (Vi V|Vu))

+

(1B + 0 -2 [Bay[*)

= u?l|v 1Iy|® + Ric(n, n
w2 |Vu| | ol + Ric(n, n) + PP e

+u*P72 (p4n —2) (Vu?, V|Vul). 2.31)
The second claim follows from this since
div (u?? |Vul*V|Vul) = [Vu|* div (u®? V|Vul) + o [Vul*" u®? [V|Vul]?
= |Vul|* div (u?” Vqul)—f—% IVu*~ P2 | Bm)|*, (2.32)

where the last equality used that 4 u? IVIVu| |2 = |B(n) |2 by Corollary 2.3. ]

The previous divergence formulas allow us next to compute the Laplacian on various
combinations of # and |Vu/|. Recall that § > 0 was defined in (1.2).

Proposition 2.12 Given g, € R, we have
A (u*|Vul?) =29 2q +n—2)u®2|[Vu|*" + pu* |Vu|P (]IH|* + Ric(n, n))
~ 2
v w2 (B 1B@P + - 2) B
4(n —1)
+BQ2q+n—2)u*1?|\VulP~ 1V |Vu|, Vu?). (2.33)
Proof The gradient is given by

V (® |VulP) = qu*172 [VulPVu* + B u |VulP~ V| Vul. (2.34)
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1052 T. H. Colding, W. P. Minicozzi II

Taking the divergence of this and then applying the first claim in Lemma 2.11 with p = g — 1
and o = B and the second claim there withg = p and ¢ = B — 1 gives

A (u*|Vul?) = g div (u* =2 |[VulPVu?) + B div (u?? |VulP~! V|Vu|)
=q {@n+4q —Hu* 2 |Vul* P + BuP2|VulP (V| Vul, Vu?))
+ Bu*® |Vul? ([Tp|* + Ric(n, n))
+Bu*172 (g4 n —2) |VulP~(V|Vul|, Vu?)

2g—2 v p—2 B 5
% (ﬂ IBm)? + (n —2) ‘B(n)T‘ ) (2.35)

We separately record the cases 2¢ = 2 — n and g = 0 next.
Corollary 2.13 We have

A (27 19ulP) = Bu~" [Vul? (gl + Ric(n, )

~ 2
+ % u" | Vu)f2 (ﬂ B + (n —2) ‘B(n)T‘ ) . (2.36)
(n—1)
AVulf = B |Vul? (JIH|* + Rictm, m)) + B (n — 2)u™? |Vu|P~(V|Vul, Vu?)
+ % w2 |Vu| P2 (,é IB@) + (n —2) ’B(n)le) .37
(n—1)
Proof Take 2q =2 — n and ¢ = 0 in Proposition 2.12. O

3 The monotonicity formulas

In this section, we use the formulas from the previous section to prove three one-parameter
families of monotonicity formulas generalizing the three formulas from [3]. The parameter
corresponds to the power of |Vu| in the integrand and monotonicity holds as long as the
parameter is at least a certain critical value. We will see in [5] that these formulas sit in
two-parameter families where the functions then satisfy the nonlinear p-Laplace equation.

Throughout this section, # > 0 satisfies Au? =2n |Vu|2 as in the previous section and,
in addition, is proper and is normalized so that

lim £ =1, 3.1)

where r is the distance to a fixed point.
Recall that the scale-invariant quantity Ag is given by

Ag(r)y =r!™" / [Vu | *B. (3.2)

We also define a second family of scale-invariant quantities Vg by

,
V|t Vul2th
vy =2 [ s e [ (33)
u u
0 u=s u=r
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Harmonic monotonicity 1053

where the second equality is the co-area formula. Differentiating Vg gives
rV,é(r) =2 —n) Vg(r)+ Ag(r). 3.4
The following simple lemma shows that both Ag and Vg are uniformly bounded:

Lemma 3.1 If M is nonparabolic with nonnegative Ricci curvature, G is a Green’s function,
1
and u = G2, then for all r

Ag(r) < Vol(9B1(0)) < r' ™" Vol(u = r), (3.5)
Vp(r) < w. (3.6)

In particular, both are uniformly bounded by their Euclidean values.

Proof We have that |[Vu| < 1 by theorem 3.1 in [3]. Furthermore, Sect. 2 in [6] (cf. page
235 in [3]) gives that r!~" fl ., | Vu| is constant (independent of r); using the asymptotics
near ¥ = 0 from lemma 2.1 in [3] to evaluate this constant gives

rl=n / |[Vu| = Vol(d B1(0)). 3.7)
u=r
Both claims follow easily from these two facts. O

3.1 The first and second monotonicity formulas

We will now state and prove the first two monotonicity formulas. Recall that the constant
B=14 (B8 —1)(n — 1) is nonnegative since n > 2 and 8 > Zj

The next theorem gives the first monotonicity formula.

Theorem 3.2 We have

(Ag—20-2Vg) () = / / VulP ! (o? + Ric(n, ) ds
0 u=s

pn—1

B l—n/ / =2 |Vulp=3 (5 B>+ (n —2) ‘B(n)T‘z) ds

TE
0 u=s
(3.8)
Proof Differentiating Ag as in Sect. 2 of [6] (cf. [7] or page 235 in [3]) gives
Ap(ry =r'™" /(V|W|ﬁ,n>. (3.9)

u=r

Using the asymptotics of the Green’s function at the pole (cf. lemma 2.1 in [3]), Ag(r) has
a limit as » — 0 and (using that |Vu/| is bounded away from 0 near u = 0) is C' for r > 0.
Hence, there is a sequence r; — 0 with?

— 0.

P2 /<V|W|ﬁ,n> = |ri a4

u=r;

3f f :10,€) — Ris continuous on [0, €) and C!on (0, €), then there exist ri — O withr; f'(r;) — 0.
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1054 T. H. Colding, W. P. Minicozzi II

It follows that [ _ (V|Vu|®,n) — 0 and, thus, applying Stokes’ theorem and then using
Corollary 2.13 glves

rh ARG = / AlVul?

U=<r

= / (B1Vul? (o> + Ric(n, m)) + B (n — 2) u™2 [VulP~1(V|Vul, Vu?))

u<r

+4L /M_2|Vu|‘8_2 (,’3‘ IBm)® + (n — 2) ‘B(n)T‘z). (3.10)
(n—1)

u<r

We apply the coarea formula on every term except the last term on the second line. For this,
we use the first claim in Lemma 2.11 to get

\v4 2 \V4 B—1 248
div (qu|'3 —Z) - % (VIVul, Vi) + @n — 4y Y “' NERE)
u u

Since n > 2, the interior boundary integral goes to zero and the divergence theorem gives

Vulf~! 2 Vul*tP
BVUT Givul vty = 2 [ vu+f —n—ay [ VY
u2 r M2

u<r u=r u<r

_ oyl (Aﬁ(r) + 2 —n) V()

r

) =2r""" V().
(3.12)

where the last equality used (3.4). Multiplying by (n — 2) ! =" and putting this back into the
formula for A;s (r) gives the theorem. O

The case B = 2 in Theorem 3.2 is the first monotonicity formula in [3]. We record the
case B = 1 below separately as it seems to be of particular significance.

Corollary 3.3 We have

(A =2 =2) V) (r) = 7! / / IHOI2 + Ric(n, n)) ds. (3.13)

Our second monotonicity formula follows.

Theorem 3.4 Ifr; < ro, then

(2 —=n) Ap(r2) + 12 Ay(r2) — (2 —n) Ag(r1) — r1 Ap(r1)

=B / u*™ |VulP (JIo|* + Ric(n, n))
rSu=<rp

p —n B2 (4 2 72
trts [ e (B w2 [Ba'|). G

r=u=ry
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Harmonic monotonicity 1055

Moreover, we have

[~ (Ag(r) — Vol(3B1(0)))] = pr'™" / u?™" |Vul? (|llo|* + Ric(n, n))

u=<r

/3 —n B2
+74(n—1) / u " |Vu|

F=Su<ry
- 2
x (,3 B2 + (n —2) ‘B(n)T‘ ) (3.15)

where B1(0) is the Euclidean ball of radius one.
Proof To keep notation simple, within this proof define f(r) and g(r) by
f@) =" Ag(r) =r'" / W |\ Vu|'"F (3.16)
u=r
gr) ="V 1) =" (PP AR() = 2 =) Ap(r) + 1 AR(r). (3.17)
Using the second expression for f(r), we compute its derivative (cf. [6])
oy =r'—" /(v (™" |Vul?) ,n). (3.18)
u=r

Thus, for r; < r; the divergence theorem and Corollary 2.13 give

g(r2) — g(r) = P27 1 ra) — P17V £ () = / A (2" [Vul?)

FISU=ry

5 / 2" |Vl (|HO|2 + Ric(n, n))

FI<u<r

- 2
TR / a 1ValP 2 (B 1BmP + - 2) [Ba’| )
4(n—1)
ri<u<r
(3.19)
giving the first claim.
It follows from lemma 2.1 of [3] that there is a sequence r; — 0 so that

g(ri) = (2 —n) Vol(dB1(0)). (3.20)

Namely, the first two parts of lemma 2.1 of [3] (that give the asymptotics of both u# and |Vu|
as u goes to zero) give that Ag(r) goes to Vol(d B (0)) as r — 0 and, thus, there must exist
a sequence r; — 0 with r; A;g (ri) — 0. This gives (3.20).

Putting (3.20) back into (3.19) and taking the limit as r; — 0 gives for r > 0 that

g(r) — (2 —n) Vol(dB1(0)) = B / u?™ |VulP (|Ip|* + Ric(n, n))

) ,3 —n p—2
SoTr /u Vu
~ - 2
x (,3 IBm)? + (n — 2) ‘B(n)T‘ ) (3.21)
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1056 T. H. Colding, W. P. Minicozzi II

The second claim follows from this since
PN (P27 (Ag(r) — Vol(@B1(0)))) = g(r) — 2 —n) Vol(@B1(0).  (3.22)

O
3.2 The third monotonicity formula

The following formula is the third monotonicity formula for Ag. We will see that this leads
to the monotonicity of Ag itself.

Theorem 3.5 Ifr; < ro, then

3 " Ay(r) — 1" Ap(ry) = B / u*™>" \Vul? (/o> + Ric(n, n))

r=<u<ry
B 2-2n -2
tino / um vl
r=<u<ry
- 2
x (/3 B+ —2) |Bm) | ) . (3.23)

Proof Using the formula (3.9) for A’,, we get

P AR () = /(VquVS,n):,B /(u4—2"|W|ﬂ—1V|w|,n), (3.24)
u=r u=r

so that the divergence theorem gives

r3 " Ay(r) — " Aj(r) = B / div (u*=" |VulP~'V|Vul). (3.25)
r=u=r
The theorem follows from this since the second claim in Lemma 2.11 with@ = 8 — 1 and
p =2 —ngives
div (2" |Vu|P7'V|Vu)) = w2 |Vul? (ITo|* + Ric(n, n))
n 1
4n—1)

~ 2
x (,B IBm)? + (n — 2) ‘B(n)T’ ) (3.26)

u2—2n |vu|ﬁ—2

]
3.3 Monotonicity of Ag

Finally, we turn to the monotonicity of Ag. For this, we will focus on infinity, instead of the
point singularity of the Green’s function.

Proof of Theorem 1.1 We show first that A}, (r) < 0. Itis convenient to define f(r) by
[y =r¥7" A(r). (3.27)
Theorem 3.5 gives that f(s) > f(r) whenever s > r and, thus, that

Ap(s) =5"7 f(5) 25" f ). (3.28)
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Integrating this from r to R would give

R
Ap(R) — Ag(r) = f(r) /s”—3 ds. (3.29)

However, if f(r) > 0, then the right-hand side is not integrable as R — oo, but this
contradicts that Ag(R) is uniformly bounded by Lemma 3.1. This contradiction shows that
we must always have f(r) < 0, completing the first step of the proof.

The second step is to show that there is a sequence r; — oo with

|f(rj)| —o0. (3.30)

However, this follows immediately from A’ having a sign and | A| being bounded.
The theorem follows from (3.30), Theorem 3.5 and the monotone convergence theorem.

O
Proof of Corollary 1.2 By Theorem 1.1, A (r) is non-increasing and
R R
A1(R/2) — A{(R) > — / Aj(rydr= [ 3 /u“*z” |Vu| |I|? dr
R/2 R/2 r<u
R
> / (I;)n_3 / w2 |\ Vu| || dr
R/2 R<u
= (g) 2 / w2 V| T[>
R=u
2R
> (2R)*™" / |Vu| || = (2R)2—"/ / ol ds, (3.31)
R<u<2R R u=s
where the last equality is the coarea formula.
Since A is nonnegative and non-increasing, it has a limit and, thus,
2R
Jim R / / Tp|? ds § = 0. (3.32)
R u=s
The corollary follows from this since Vol(z = 5) > s"~! Vol(d B (0)) by Lemma 3.1 O

4 Examples

In this section we will give some simple examples that illustrate some of the results of the
previous sections.

Example 4.1 Suppose that M? is a surface and u : M — R is a smooth function. If s € R is
a regular value of u, then the level set is umbilic since there is only one principal curvature.
On the other hand if M is flat Euclidean space R” with n > 3 and u : R" — R is a proper
smooth function all of whose level sets are umbilic and s is a regular value of u, then u=(s)
is a round sphere; see, for instance, [10] Vol. IV, p. 11.
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Obviously, there are many different functions on R” all of whose level sets are round
spheres. For instance, in addition to distance functions to fixed points, then the function

u(x):,/|x|2+x12—x1 4.1

has level sets that are round spheres

u () ={x eR"||x — (5,0, ...,0)% =252}. (4.2)
This also shows that, even though all the level sets of u are round spheres, the metric on R”
may not be written as dr? + r2 d62, where 6 are coordinates on the level sets of u.

Example 4.2 Let M be the flat 4-dimensional manifold R® x S! with coordinates x =
(x1,x2,x3,60) and let u1, up : M — R be nonnegative proper functions on M given by

1
ur(x) = (x7 +x3 +x3)*, (4.3)
uo(x) = distys (0, x). 4.4)
Then

li f———— 1I 0, 4.5
im in Vol(ul 7 / o> > 4.5)

up=/r
li II 4.6
lrnli‘ipVol( — / || (4.6)

uy=r

In particular, the level sets are asymptotically umbilic for u, but not for u% Note that u, and

u% are proportional to the distance function r to O when r is large and thus, in particular,

2
fim 1% A4.7)

[x]—o00 ug(x)

Note that both ufZ and u, 2 (where smooth) are proper positive harmonic functions. We saw
earlier that, by Corollary 1.2, for any proper positive harmonic function #>~" on a manifold
with nonnegative Ricci curvature and Euclidean volume growth

liminf ——— [ |IH|* = 4.8
lrn_l)g Vol( /I ol (4.8)

Example 4.3 Let M be a smooth n—dlmensmnal manifold with a warped product metric of
the form

dr’ + f2(r,0) g, (4.9)

where g is a metric on a smooth (n — 1)-dimensional manifold N. The second fundamental
form of the level sets of u = r is given by

=20 logfg. (4.10)

In particular, the level sets are umbilic. However, if we also require that Ar? =2n |Vr |2 = 2n,
then f = Cr for some constant C and thus M with the metric is part of a metric cone. To
see this, note that

Ar2=2+2rAr=2+2(n—1)r8,10gf. “4.11)
Thus if Ar> = 2n|Vr|?> =2n, then 1 = r 3, log f. Or, in other words, f = C r.
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