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Online Actuator Selection and Controller Design for Linear Quadratic Regulation
with Unknown System Model

Lintao Ye, Ming Chi, Zhi-Wei Liu, and Vijay Gupta

Abstract—We study the simultaneous actuator selection and
controller design problem for linear quadratic regulation with
Gaussian noise over a finite horizon of length 7" and unknown
system model. We consider episodic and non-episodic settings of
the problem and propose online algorithms that specify both the
sets of actuators to be utilized under a cardinality constraint
and the controls corresponding to the sets of selected actuators.
In the episodic setting, the interaction with the system breaks
into NV episodes, each of which restarts from a given initial
condition and has length 7. In the non-episodic setting, the
interaction goes on continuously. Our online algorithms leverage
a multiarmed bandit algorithm to select the sets of actuators and
a certainty equivalence approach to design the corresponding
controls. We show that our online algorithms yield \/N-regret
for the episodic setting and 7% 3_regret for the non-episodic
setting. We extend our algorithm design and analysis to show
scalability with respect to both the total number of candidate
actuators and the cardinality constraint. We numerically validate
our theoretical results.

I. INTRODUCTION

In large-scale control system design, the number of actuators
(or sensors) that can be installed is often limited by budget or
complexity constraints. The problem of selecting a subset of
all the candidate actuators (or sensors), in order to optimize
a system objective while satisfying a budget constraint is a
classic problem referred to as actuator (or sensor) selection
[1]-[8]. However, most of the existing works on this problem
assume the knowledge of the system model when designing
the actuator (or sensor) selection algorithms. In this work,
we are interested in the situation when the system model is
unknown [9]. In such a case, the existing algorithms for the
actuator selection problem do not apply.

We study the simultaneous actuator selection and controller
design problem for Linear Quadratic Regulation (LQR) [10].
The goal is to select a sequence of sets of actuators each with
a cardinality constraint, while minimizing the accumulative
quadratic cost over a time horizon. We assume that the system
model is unknown and the problem needs to be solved in an
online manner. We study two settings of the problem: episodic
and non-episodic settings. In the episodic setting, the interac-
tion with the system breaks into subsequences, each of which
starts from a given initial condition and ends at a terminal
time step. In the non-episodic setting, the interaction with
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the system goes on continuously. Both the episodic and non-
episodic settings are widely studied in general reinforcement
learning problems, and capture different scenarios in practice
[11], [12]. We provide online algorithms to solve the problem,
and characterize their regret performance [13]-[15].

Related Work: Actuator (or sensor) selection has been
studied in the literature extensively. Since the problem is NP-
hard [8], much work in the literature provides approximation
algorithms to solve the problem [3], [16], [17]. However,
most of the previous work assumes a known system model.
Exceptions are [18], [19], where the authors studied an online
sensor selection problem for the estimation of a static random
variable. Another related work is [20], where the authors
considered an unknown continuous-time linear time-invariant
system without stochastic noise and studied the problem of
selecting a subset of actuators under a cardinality constraint
such that a controllability metric of the system is optimized.

The LQR problem with unknown system matrices, also
known as the optimal adaptive control problem, has been
widely studied [21]-[25]. One standard approach (so-called
certainty equivalence) first estimates the system matrices from
system trajectories and then uses the estimate of the system
matrices to design the control as if the true system matrices
are available. Thus, it is crucial to ensure the consistency
of the estimate in order to achieve the optimal performance.
Based on the consistent estimates returned by least squares as
shown by [26], [27] designed a certainty equivalent controller
with an additive random perturbation. In [21] and [22], a
reward-biased estimate of the system matrices is utilized.
In [28], randomly perturbed least squares and Thompson
sampling were proposed to obtain the estimates to design the
certainty equivalent controller and a regret of nearly square-
root growth rate was established. However, the aforementioned
works focused on the asymptotic performance of the certainty
equivalent controller (as the number of data samples from the
system trajectories used for estimating the system matrices
goes to infinity). The finite-sample analyses of the certainty
equivalence approach have also been studied for learning LQR
[29]-[33]. It was shown in [30], [32] that the certainty equiv-
alent controller with a certain additive random perturbation
achieves a regret of O(v/T), where T is the number of time
steps in the LQR problem and O() hides logarithmic factors
in T. Moreover, [34] analyzed the regret of the certainty
equivalence approach based on a reward-biased estimate.

Contributions: We now summarize our contributions. First,
we formulate the simultaneous actuator selection and con-
troller design problem for LQR with unknown system model.
This problem is challenging since it contains both discrete
and continuous variables (the sets of actuators and the cor-
responding controls, respectively). The online algorithms that

Authorized licensed use limited to: Purdue University. Downloaded on August 10,2024 at 15:57:33 UTC from IEEE Xplore. Restrictions apply.

© 2024 |IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See https://www.ieee.org/publications/rights/index.html for more information.



This article has been accepted for publication in IEEE Transactions on Automatic Control. This is the author's version which has not been fully edited and
content may change prior to final publication. Citation information: DOI 10.1109/TAC.2024.3422105

we propose to solve the problem contain two phases. First,
the system matrices are estimated based on the data samples
from a single system trajectory. Based on the estimated system
matrices, the online algorithms then leverage a multiarmed
bandit algorithm [35] to select the set of actuators, and lever-
age the certainty equivalence approach [30] for the controller
design. We carefully balance the length of the two phases,
when characterizing the regret of the online algorithms.

Second, we consider the actuator selection problem for
finite-horizon LQR. We extend the analysis and results for the
certainty equivalence approach proposed for learning infinite-
horizon LQR (without the actuator selection component) [30],
[31] to the finite-horizon setting. The analysis for the finite-
horizon setting is more challenging, since the optimal con-
troller for finite-horizon LQR is time-varying in general, while
the optimal controller for infinite LQR is time-invariant [36].

Third, we provide a comprehensive study of the problem by
considering both the online episodic and non-episodic settings.
The non-episodic setting is more challenging than the episodic
setting, since the system state cannot be reset to a given initial
condition after each episode. However, we show that given a
non-episodic instance of the problem, one can first construct a
corresponding episodic instance and then apply the proposed
online algorithms. We show that our online algorithm for the
episodic setting yields a regret of O(v/T2N), where N is the
number of episodes and 7 is the number of time steps in each
episode. For the non-episodic setting, the online algorithm
yields a regret of O(T%/3), where T is the horizon length.

Finally, we extend our analysis to efficiently handle in-
stances of the problem when both the total number of can-
didate actuators and the cardinality constraint scale large.
Since the (offline) actuator selection problem for LQR with
known system model is NP-hard [8], we leverage a weaker
notion of regret, i.e., c-regret, introduced for online algorithms
for combinatorial optimization problems [19], [37], [38], and
characterize the performance of the online algorithm that we
propose for the large-scale problem instances. We show that
the c-regret of our online algorithm scales as O(T N2/ 3) (resp.,
O(T3/ 4)) in the episodic (resp., non-episodic) setting, where
¢ € (0,1) is parameterized by the problem parameters.

An extended version of the paper that contains all the
omitted proofs can be found on arXiv as [39].

Notation and terminology: The sets of integers and real
numbers are denoted as Z and R, respectively. For a real
number a, let [a] be the smallest integer that is greater than
or equal to a. For a matrix P € R"*", let P, Tr(P), and
{oi(P) : ¢ € {1,...,n}} be its transpose, trace, and set of
singular values, respectively. Without loss of generality, the
singular values of P are ordered as o1(P) > -+ > o,(P).
Let ||-|| denote the ¢5 norm, i.e., ||P| = o1(P) for a matrix
P € R™" and ||z|| = VaTx for a vector z € R™. Let
IP||lF = /Te(PPT) be the Frobenius norm of P € R"*™,
A positive semidefinite matrix P is denoted by P > 0, and
P = @ if and only if P —@Q = 0. Let S (resp., S% )
denote the set of n x n positive semidefinite (resp., positive
definite) matrices. Let I be an identity matrix whose dimension
can be inferred from the context. For any integer n > 1,
[n] £ {1,...,n}. The cardinality of a finite set .A is denoted

by |A|. Let 1{-} denote an indicator function.

II. PROBLEM FORMULATION AND PRELIMINARIES
A. Problem Formulation

Consider a discrete-time linear time-invariant system
Tip1 = Axy + Buy 4+ wy, (D

where A € R™*" is the system dynamics matrix, x; € R" is
the state vector, B € R™*™ is the input matrix, u; € R™ is the
control, and {w; }¢>¢ are i.i.d. noise terms with zero mean and
covariance W for all t € Z>(. Let G be the set that contains all
the candidate actuators. Denote B = [B; Bg)], where
B; € R**™i forall i € G with ) ;.o m; = m. Forany i € G,
B; corresponds to a candidate actuator that can be potentially
selected and installed. At each time step t € Z>q, only a subset
of actuators out of all the candidate actuators is selected to
provide controls to system (1), due to, e.g., budget constraints.
For any t € Z>o, let §; C G denote the set of actuators
selected for time step ¢, let Bs, £ [B;, B, | be
the input matrix associated with the actuators in &;, and

T T
[ut,il U iig,|

by the actuators in S;, where S; = {i1,...,is,|}. Given
a horizon length T € Z>; and an actuator selection S £

-
let ups, = } be the control provided

(So,.-.,Sr—1), we consider the following quadratic cost:
T—1
J(S,us) = ( Z ) Quy JFUIStRStUt,St) +27Qzr, (2)
t=0

A

where us = (U0,8y,- - - UT—1,87_1)s Q’S}L)f €S, Re Sy,

are the cost matrices, and Rs, € S +_‘? (with ms, =

Zie S m;) is a submatrix of R corresponding to the set S;.!
Given system (1) and T' € Z3>1, our goal is to solve the

following actuator selection problem for LQR:
inE|(J(S
min E[J(S, us)],

3)
st. 8, CG,|S|=H, Vte{o,...,T—1},

where H € Z>; is a cardinality constraint on the sets of
selected actuators, and the expectation is taken with respec-
tive to wy, ..., wr—1. Conditioning on an actuator selection
S = (So,...,Sr-1), it is well-known that the corresponding
optimal control, i.e., s € argmin, ; E[J(S, us)], is given by
a linear state-feedback controller [36, Chapter 3]

ﬂt,St = Kt,smta Vi € {07 17 s 7T - 1}7 (4)

where the control gain matrix K; s € R™S:*", with ms, =
> ics, Mis is given by

Kis = —(B§ Piy1,5Bs + Rs) ' B4, Pri1.s4, (5

where P s € S} is given recursively by the following Discrete
Algebraic Riccati Equation (DARE):

Pos=A"Py1sA—A"P 5Bs,
X (Bg, Piy1,sBs, + Rs,) 'Bé Piy1,.sA+Q (6)

'In other words, the matrix Rg, is obtained by deleting the rows and
columns of R indexed by the elements in the set G \ Sg.
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initialized with Pr s = (. Moreover, conditioning on an
actuator selection S, we know that [36, Chapter 3]

J(S) & nJinIE[J(S, us)| =E[J(S, us)]
T—1
= E[(ES—P()’SSEO] + Z Tr(PH»LSW). (7)
t=0

Thus, supposing the system matrices are known, we see that
solving Problem (3) is equivalent to solving

msinJ(S)
s.t. St - g, |St| :H, Vit € {0,,T— 1}

When the system matrices A and B are unknown, Egs. (4)-(6)
cannot be directly used to design the control us conditioning
on an actuator selection S = (Sy,...,S7—_1). We now define
and solve both the episodic and non-episodic settings of
Problem (3). In the sequel, we use superscript k£ to index an
episode and subscript ¢ to index a time step.

®)

B. Online Algorithm for Episodic Setting

In the episodic setting, system (1) starts from an initial
condition at the beginning of each episode, and we aim to
obtain a solution to Problem (3) by interacting with system (1)
for a set of episodes. Specifically, let N € Zx>; be the total
number of episodes and let be the time horizon length of any
episode k € [N]. Considering any k € [N], the dynamics of
system (1) in episode k is given by

k k k k
xiy ., = Az —|—Bsé«ut’55—|—wt, )
where f, u¥ 5, and w} are the state, control and noise at time

step t in episode k, respectively, and S* = (SF,... Sk )
with S} to be the set of actuators selected for time step ¢, for

allt € {0,...,T—1}. We assume that {wl} ! are i. i d with
E[wf] =0 and ElwfwfT] =W for all t € {0,1,. -1}
and for all k € [N]. We also assume for simplicity that x’S =0

for all k& € [N]. In this work, we focus on the scenario with
Sk = =8k | forall k € [K], ie., the set of selected
actuators in each episode is fixed during that episode. Slightly
abusing the notation, we simply denote the set of selected
actuators for episode k as Sk cCag.

Now, similarly to Eq. (2), for any k& € [N] we define the
following quadratic cost of episode k when the set of actuators

S* C G is selected to provide u, sk forall t € {0,...,T—1}:
ACRYIE (inﬂQkxt + uy gn Ry sk)
+ ! QfxTa (10)

where ugk = (u }Sskv" u% 1Sk) QF, Qf €S}, R e Sy,
are the cost matrices, and RY, € S, 5" (with mgr =
> _icsk Mi) is a submatrix of R’CS correspondlng to the set S*.
Note that we allow different cost matrices across the episodes.
We assume that QF, Q% and R* are known for all k € [N].
At the beginning of each episode & € [N], an online algo-
rithm for Problem (3) selects a set S¥ C G (with |S*¥| = H) of

actuators and designs the control ugr = (ug sk, ..., Ur_1,sk)

provided by the actuators in S*. Note that when making the
decisions at the beginning of any k € [N], the following
information is available to the online algorithm: (a) the system
state trajectories x',..., ¥~ 1, where z* £ (zF', ... 2k )
for all &' € [k — 1]; and (b) previous decisions made by
the algorithm, ie., S',...,S*"! and ug1,...,ugr—1. Since
Q*, Q% R* are assumed to be known, the costs .J (¥, us'lk_,)
Vk' € [k — 1] are also given at the beginning of any
episode k € [N]. Thus, the information setting discussed
above corresponds to the bandit information setting in online
optimization literature (see., e.g., [15]). To characterize the
performance of such an online algorithm, denoted as A., for
Problem (3) in the episodic setting, we aim to minimize the
following regret of A.:

N N
Ra, 2B [0 (" )] = 0 Jn(Sh)
k=1

k=1

(11

where E 4 [] denotes the expectation with respect to the
randomness of the algorithm, Jj,(S¥) is defined as (7) and S¥
is an optimal solution to (8) (with cost matrices Q*, R, Q%
and an extra constraint Sop = -+ = Sy_y1), for all k € [N].

Remark 1. Note that R4, compares the cost incurred by
the online algorithm to the benchmark given by the minimum
achievable cost of Problem (3) in the episodic setting. Since
SF can potentially be different across the episodes in the
benchmark in Eq. (11), R4, is a dynamic regret [14], [35],
[40]. In fact, one can consider any sets Si, ... ,S,{V C G with
|S¥| = H for all k € [N] as the benchmark in Eq. (11). For
any S, = (S},...,8N), define

h((SL, ..., SN =1+[{1 <L < N-1:8°#81}. (12)

Our regret bound for R 5, holds for a general benchmark S, =
(SL,...,8N), where S¥ is any SF C G with |S¥| = H. If we
consider benchmark S, with h(S,) =1, i.e, S} = --- =S}V,
Eq. (11) reduces to a static regret [13], [35].

C. Online Algorithm for Non-Episodic Setting

In the non-episodic (i.e., continuous) setting, we interact
with system (1) over a horizon of length T' € Z>;, where the
system is not reset to the initial condition zy = 0 during the
interaction. At the beginning of each time step ¢ € {0,...,T—
1}, the algorithm selects a set S; C G (with |S;| = H)
of actuators and designs the corresponding control u;s,,
using the following information available: (a) xq,...,%¢—1;
and (b) Sp,...,Si—1 and ug s,, ..., Ut—1,5,_,. Similar to our
arguments above, the information setting corresponds to the
bandit setting in the online optimization literature. Denote
S() it = (SQ7 e ,St> and USy.¢ =S (uo,so, ey ut}st) for all
t € {0,...,T—1}. To characterize the performance of such an
online algorithm, denoted as A., we minimize the following
regret of A.:

T-1

Ra 2Ea | Y culSos us,.)
t=0

J(8%),  (13)

where E 4 [] denotes the expectation with respect to the
randomness of the algorithm, and the benchmark J(S*) is
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defined as (7) with S* = (Sf,...,S5_,) to be an optimal
solution to (8). Note that in Eq. (13) we denote,

ct(So:t, us,,,) = @) Que + u/ 5, Rs,ur,s,, (14)

for all t € {0,...,T — 2}, and

ct(Sout, Usy,) = @) Quytul g, Rs,ur,s, 421 Qrxe41, (15)

for t = T'—1. Similarly, one can consider a general benchmark
S* in Eq. (13) as we described in Remark 1.

III. ALGORITHM DESIGN FOR EPISODIC SETTING

We now design an online algorithm for the episodic setting
of Problem (3). In our algorithm design, we leverage an
algorithm for the multiarmed bandit problem (i.e., the Exp3.S
algorithm) [35] to select a set S¥ C G (with S¥ = H)
for all k. Given the set S* of selected actuators, we then
leverage a certainty equivalence approach [30], [31] to design
the corresponding control ugs.

A. Exp3.S Algorithm for Multiarmed Bandit

The MultiArmed Bandit (MAB) problem is specified by
a number of episodes Ny, a finite set Q of possible actions
(i.e., arms), and costs of actions y',...,yNs with y* =
(YF,-- - ylg) for all k € [N,], where Q@ = {1,....,[Q[}
and y¥ € [ya,ys] (With ya,y, € R) denotes the cost of
choosing action ¢ in episode k, for all & € [N,] and for
all ¢ € Q. At the beginning of each episode k € [N,], one
can choose an action from the set Q. Choosing i, € Q
for episode k € [N,] incurs a cost yfk, which is revealed
at the end of episode k. To minimize the accumulative cost
over the N, episodes, an online algorithm Aj; chooses action
i € Q for each episode k € [N,], where the decision is
made based on iz and yf/, for all ¥’ € {1,...,k — 1}. For

k

any sequence of actions, i.e., ;N = (ji,...,jn.), denote
h(jNe) = 1+ {1 < k < Ny : ji # jit+1}|. We introduce
the Exp3.S algorithm from [35].

Algorithm 1: Exp3.S

Input: Candidate set O, total number of episode Vg,
parameters «; € (0,1) and o > 0.
1 Initialize w} = 1, Vi € [|Q]].
2 for k=11 N, do

(1_041)2\@\ + 1070 Vi€ [|Ql]-

4 Draw ¢ € Q according to the probabilities

3 | Setqf=

ar, ..., q‘kQ‘, receive cost y¥ € [yq, ), and
normalize yfk = (yfk —Ya)/ (Wb — Ya)-
5 for j=1,...,|Q| do
k. k: . . .
Y ; 1f =
o || sergh = {ula i =

0 otherwise,

k+1 _ _k 1y.l eas |Q|
= —wjexp(l ) |Q|Z

Lemma 1. [35, Corollary 8.2] Consider any sequence j¢ =
(J1,---,4n.). In Algorithm 1, let g = 1/ Ny and

a1 = min {1 \/|Q(h(jN5) In(|Q|Ns) + e)}
1 ) (e — 1)]\78 .

Let Eps[-] denote the expectation with respective to the ran-
domness in the algorithm. Then, we have

N,
e Ea] £

< 2( — ya)Ve = 1y/|QINL (h(N) (| QIN,) +¢). (16)

Remark 2. As argued in [14], [35], the regret bound in (16)
holds under the assumption that for any k € [Ng), ylk does
not depend on the previous actions i1, , . . . ,1;—1 chosen by the
Exp3.S algorithm. Other than this assumption, y¥ can be any
real number in [y.,yp], and no statistical assumption is made
on yf Also note that the random choices i1, ... ,in, in line 3
in Algorithm I ensure that in each episode k € [N, with some
probability, the algorithm explores a new action or commits
to the action that gives the lowest cost so far. Lemma 1 shows
that such choices of i1, ...,inN, yield sublinear regret in N
against an arbitrary benchmark jN¢

B. Certainty Equivalence Approach

In this subsection, we assume that a set S C G (with
|S| = H) of actuators is selected and fixed for episode
k € [N]. We now describe our design of the corresponding
control uf = (UIOC,S’ ...,ur_1,5), based on the certainty
equivalence approach [30], [31]. First, conditioning on the set
S of selected actuators for episode k € [N], Eq. (4) states that
the corresponding optimal control is the linear state-feedback
control given by af s = K[ gz} for all t € {0,...,T — 1},
where the control gain matrix Ktk s 1s obtained from Eq. (5)
(using the cost matrices Qi and Ry in episode k € [N]).
Since the system matrices A and B are unknown, the certainty
equivalence approach leverages estimates of the system matri-
ces, denoted as Aand B ,2 in order to compute the control gain
matrix [30], [31]. For any ¢ € {0,1,...,T — 1}, the certainty
equivalent controller for the kth episode of Problem (3) is

uf s = K gl (17)

A~ A A A~ _1 ~ ~ A

KtkS = —(BEPM sBs+RE) " BiP1sA  (18)
=QF + ATPf gA— ATPF ¢Bs (19)

X (BSPt-‘rLSBS +R5)

where PFg € S and (19) is initialized with P} ¢ = Q¥.

Next, we characterize the performance of the resulting
certainty equivalent controller, which naturally depends on
and ||B — B||. Similarly to
(7) we denote the expected cost corresponding to S and
uf s = = K} 'sf for the kth episode as

Jo(8) = E[Ju(S, u§)],
2The estimates A and B are obtained by some system identification

method, using data samples from the system trajectory; we will elaborate
more on the system identification part later.

BS Ptk-l-l,SA7

(20)
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where Ji (S, uk) is defined in Eq. (10). One can show that the
following expression for .J;(S) holds [36, Chapter 3]:
T-1

Ii(S) =Elaf " Bf saf] + Y Te(Pf, sW),
t=0

2L

where pt’f s satisfies the following recursion with ]57’3 S = Q’J‘é

pt]?S = Q"+ Ktkglesf(fs
+ (A+ BsKys)" Pl s(A+ BsKfs). (22)
We now upper bound Ji(S) — Ji(S) in terms of the
estimation error in A and B, where Jj,(S) is defined in Eq. (7).
Note that both the optimal controller Kf s given by Eq. (4)
and the certainty equivalent controller K f s given by Eq. (18)
are time-varying for the finite-horizon setting. In contrast,
both the optimal controller [36] and the certainty equivalent
controller proposed in [30], [31] are time-invariant for the
infinite-horizon setting, which are obtained from steady-state
solutions to DAREs. Hence, our analysis for the certainty
equivalence approach for learning finite-horizon LQR will be
more challenging than that in [30], [31] for learning infinite-
horizon LQR. To proceed, supposing the estimation error
satisfies that | A— A|| < ¢ and | B—B|| < & with e € R+, we
provide upper bounds on ||Kfs — K[|l and | PFs — Pl
where P['s (resp., Ps) is given by Eq. (6) (resp., Eq. (19)).
We need the following mild assumption.

Assumption 1. We assume that o,,(Q*) > 1 and o,,(R*) > 1
for all k € [N].

In order to simplify the notations in the sequel, we denote

I's = rk 23
57 relnitemm b 29
I's=1+Tg, (24)

where TF s = max {||A]|,|BI, | Pfsl. [\, s} More-
over, we denote

Q") max o1(Qf)},

onmax{maxal( max
€

ke[N]

25

or = max a1 (R"). >
k€E[N]

We have the following result; the proof can be found in [39].

Lemma 2. Consider any S C G, any k € [N] and any t € [T).
Let € € R>0 and D € R>0 with e <1 and D > 1. Suppose

~Bs| < and | Pt — Pis| < De,

and that Assumptton 1 holds. Then,
IKf s — KtkaS” < 3T%De, (26)
I1Pf s — Py sl <44T%0RDe. 27

We make the following assumption on the controllability of
the pair (A4, B) similar to [30], [41], [42].

Assumption 2. For any S C G with |S| = H, we
assume that the pair (A, Bs) in system (1) satisfies that
01(Crs) > v, where £ € [n— 1], v € Rsg and Cps =
[Bg ABgs AeilBS].

If Assumption 2 is satisfied, we say that (A, Bs) is (¢, v)-
controllable [30]. Note that if (A, Bs) is controllable, (A, Bs)
can be (¢, v)-controllable for some ¢ € [n — 1] that is much
smaller than n. One can also check that a sufficient condition
for Assumption 2 to hold is that for any actuator s € G, the
pair (A, By) is (¢, v)-controllable. Denoting
Azilés]

Cos=[Bs ABs Vs cg,

we have the following lower bound on O'7L(CAg75).

Lemma 3. [30, Lemma 6] Consider any S C G. Suppose
that |A — A|| < € and |Bs — Bs|| < & where ¢ € R>y.
Under Assumptlon 2, 0,(Crs) > v —el251(||Bs|| + 1),
where 3 = max{1,¢e + ||A]}.

Lemma 3 states that if € is small enough, then O'n(é&g) >0,
i.e., rank(C; s) = n and the pair (4, Bs) is controllable. We
have the following result proved in Appendix A.

Lemma 4. Consider any S C G with |S]|
k € [N].
Bs|| < e, where € € R, then, for any t € {T —~{ : v €
Z>o,v¢ < T}, and with B = max{1,e + || A||}, it holds that

= H and any

HPtITS - PtkS” < Mf,séa (28)
under the assumption that ,ufy s€ < 1 with
Fs 2320382701407 (1 + || Bs|)?
x | Pislimax{og,or}. (29
Let us further denote
s =3202 32N (1 + v Y max{og,0r},  (30)

where 3 = 1+ || A||. Now, combining Lemmas 2 and 4 yields
the following result, which upper bounds || K[ s — Kf || and

| PFs — Pfg|| for all t; the proof can be found in [39].

Proposition 1. Consider any S C G with |S| = H. Suppose
that Assumptions 1-2 hold, and that |A — Al <
Bs|| < ¢, where € € R>q and use < 1. Then, for any t €

{0,1,...,T}, it holds that
I1Pis = Plisll < (44T50R) ise, (31)
Moreover, for any t € {0,1,...,T — 1}, it holds that
|Kts — Kisll < 305(44050R) tpse. (32)
We are now in place to upper bound Jj(S) — Ji(S). We

begin with the following result; the proof can be found in [39].

Lemma 5. Consider any S C G and any k € [N]. Let x} be
the state correspondmg to the certainty eqmvalence control
uf s = Kfsxf ie, xf = (A—|—B5Kt $)TE +wk, where wf
is the zero-mean white Gaussian noise process with covariance

W for all k. Let AKtk,s £ K’fs — Ktk,S' Then,

T
Ji(S) =

1

Ji(S) — [ FTAKFL(RE + BL P, sBs)

-
Il
=]

x AKFsaf|. (33)
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To proceed, consider any S C G and any k € [N]. For any
t1,t2 € {0,1,...,T} with ty > t1, we use ¥}, , (S) to denote
the state transition matrix corresponding to A + BsK f S 1.e.,

‘I'fz,tl (S)=(A+ BSKfz—l,s)(A + BSKfz—z,S) o
x (A+ BsKf s), (34)

and U} , (S) £ I'if t; = t, where Ktk,S is given by Eq. (5).
Similarly, we denote

UF , (S)=(A+BsKf _;g) %+ x (A+BsKf 5), 35)

and W¥ , (S) £ I'ift; = t5, where K[’ is given by Eq. (18).
One can now prove the following result, which shows that
the state transition matrix ‘Ilf%tl (S) is exponentially stable; a
proof of the result can be found in [43], [44].

Lemma 6. Consider any S C G with |S| = H and any k €
[N]. Supposing Assumptions 1-2 hold. Then, there exist finite
constants (s € R>1 and 0 < ns < 1 such that ||¥}, , (S)|| <
Csn2 ™" for all ty,ta € {0,1,..., T} with t > t;.

The following result characterizes the stability of \il,’fgyt (S):
the proof follows from Lemma 6 and can be found in [39].

Lemma 7. Consider any S C G with |S| = H and any t €
[T). Suppose Assumptions 1-2 hold, and HKt"fS—IA(t’fS | < e for
allt € {0,1,...,T—1}, where ¢ € Rsq. Then, for all t1,ts €
{0,1,...,T} with to > t1, |}, (S)|| < ¢s(Hge)2—h,
under the assumption that £ < ﬁ, where (s > 1 and
0 < ns < 1 are given by Lemma 6.

Combining Lemmas 5 and 7, and Proposition 1 yields the
following result; the proof is included can be found in [39].

Proposition 2. Consider any S C G with |S| = H and any
k € [N]. Suppose Assumptions 1-2 hold, and |A — Al| < e
and |B — B|| < &, where € € Rsq. Then, it holds that

. ; 2
Ji(S) = Ju(S) < 4m1n£n7n;§}TC$
— s

x (3T%(200%0k)" Tus) e, (36)

o1(W) (JR + F?g)

1-ns
Cone where (s > 1 and

0 < ns < 1 are given by Lemma 6, Jy(S) and Ji.(S) are
defined in (7) and (20), respectively, and ms = Zie s M.

under the assumption that ¢ <

Hence, supposing the estimation error of A, B can be made
small enough, Proposition 2 bounds the gap between the
(expected) costs incurred by the certainty equivalent controller
and the optimal controller that knows the system model A, B.

C. Overall Algorithm Design

We introduce the overall algorithm (Algorithm 2) for the
episodic setting of Problem (3), under the assumptions below.

Assumption 3. We assume that (a) for any k € [N], {wF}}
are i.i.d Gaussian with Elwf] = 0 and E[wfwF'] = 021,
ie, wk E~ N(0,02I), where 0 € R>q is known; (b) for any
distinct t1,ty € {0,1...,T—1} and any distinct k1, ko € [N],

the noise terms wfll and wi” are independent.

2

Assumption 4. There exist G1,...,G, with G; C G and |G;| =
H for all i € [p] such that G = U;c[,)G; and there is a known
stabilizing Kg, € R™%:*" with ||(A + Bg,Kg,)!|| < Con
and ||Kg,|| < (o, Yt € R>q and Vi € [p], where p = [m/H],
mg, = Zjegi mj, Co € R>q and ng € Ry with 0 <o < 1.

Algorithm 2: Episodic Setting

Input: Parameters 71, A\, N, T, 4, and Kg, for all
j € [p] from Assumption 4.
1 Initialize N; = 1.
2 for j =110 pdo
3 L Set Nj+1 — Nj + 7.
/% System identification phase x/
4 for j=11topdo
5 for k= N; to Nj; 1 —1do
6 Select S¥ = g;.
7 Play ug, with uy g Yy N(Kg,xf,20%n1),
vt e {0,...,T —1}.

s | Obtain Og, from (37).

9 Obtain A by extracting the first n columns from égl;
obtain B by extracting the last mg, columns from
égj for all j € [p] and merging them into B.

/* Control phase =/

10 Initialize an Exp3.S subroutine with
Ne=N-Npp1+1,9={SCG:|S|=H}, and
a1, o according to Lemma 1.3

1 for k= N,1 to N do

12 | Enter the (k — Np4q + 1)th iteration of the for

loop in lines 2-6 in Exp3.S; select S¥ € Q

according to the probabilities ¢¥, ..., q‘kQ‘.

13 fort=0toT—1do

14 L Obtain K[ using A, Bsx via Eq. (18).

15

Play “f,sk = Kfskxf
16 Receive the cost ygk = Ji(S, ug), follow lines 4-6
| in Exp3.S with y, = 0 and y, = ¥.
Output: S* vk, = (uf o.,...,uk. | o), Vk € [N].

Assumption 3(a) ensures that the noise terms from different
episodes are independent. Similarly to [30], [31], [42], assum-
ing the noise covariance is W = o1 is only made to ease the
presentation; our analysis in the remaining of this paper can
be extended to w} with general covariance matrix W € S},
where the analysis will then depend on o1 (W) and o, (W).
Note that more general noise models are considered in, e.g.,
[32], [45], where {wf}tT;(Jl can be non-stationary and non-
Gaussian. We restrict ourselves to the i.i.d. Gaussian noise
model of {w}}/ ;" described in Assumption 3, and leave the
extension to the more general noise models to future work.

Similar assumptions to Assumption 4 can also be found in
[30], [31], [41], [42]. Note that under Assumption 2, the pair
(A, Bg,) is controllable for all ¢ € [p], which guarantees the
existence of the K, described in Assumption 4. Moreover,

3Note that h(jVs) in Lemma 1 is set to be h(Sy) defined in Eq. (12).
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the stability of A 4+ Bg, K¢, ensures via the Gelfand formula
[46] that the finite constants (o > 1 and 0 < 1y < 1 exist,
which may be computed by the LQR cost of the control
uy = Kg,z; [31]. Also note that Assumption 4 gives us a
set of known stabilizing controllers that we can use in the
system identification phase of Algorithm 2 (see our detailed
descriptions below). In fact, using the techniques from [37],
[45], [47], one can introduce an extra warm-up phase before
the system identification phase in Algorithm 2, which learns
a stabilizing Kg, for all ¢« € [p] from the system trajectory.
In particular, as shown in [37], the extra warm-up phase will
incur an extra additive factor 2°(") in the regret of Algorithm 2
defined in Eq. (11).

Now, we explain the steps in Algorithm 2.

System identification phase: In lines 4-9, Algorithm 2
computes estimates of A and B, denoted as A and E,
respectively. This is achieved by first iteratively selecting the
sets Gi,...,G, of actuators and playing the corresponding
stabilizing controller given by Assumption 4 for 7, episodes.
Formally, for any j € [p], Algorithm 2 selects S* = G; and
plays the control uy g N (Kg,xf,20?n31) for all time
steps t € {0,...,T— 1} and all episodes k € {N;,..., Nj;1—
1} with Nj+1 = N, + 7, where 7y € Z>; is an input
to Algorithm 2 whose value will be specified later We
assume that uf g, 1s independent of the noise wl for all
t' e {0,.. — 1} and all ¥/ € [N]. For any j € [p],
the estimate @gj € R (ntmg;) (with mg, = Zzegj m;) 18
obtained by solving the following regularized least squares:*

Njp1—-17-1

O, € argmin (AIY[F+ D D llat, - Vil 2},
Y —
k=N; t=0

(37

where A € Ry and
-
as = o i) (38)

forall k € [N],allt € {0,...,T7—1} and all S C G. For any
j € [p], Og, can be viewed as an estimate of Og, £ [A ngl
[31], [49]. Thus, we can obtain estimates of A and B, i.e., A
and B, respectively, according to line 9 in Algorithm 2.

Control phase: For any episode k¥ € {Npt1,...,N} in
lines 11-16 of Algorithm 2, the algorithm calls the Exp3.S
subroutine to select a set S* of actuators, and invokes the
certainty equivalence approach described in Section III-B to
design “f,sk' = IA(t’fskxf, vt €{0,...,T—1}, where Kt sk 1
computed by Eq. (18) using the estimates A7 B obtained from
the system identification phase. Here, the Exp3.S subroutine
is applied to the MAB instance, where the total number of
episodes is Ny = N — N, + 1, the set of all possible actions
is @ ={S C G :|S| = H}, and the cost associated with
each possible action S € Q in episode k is y& = Jx (S, uk)
defined in Eq. (10), where uf% = (ulg,s,...,u’%_l,s) with
uf ¢ = Ky saf. Thus, each arm in the MAB instance cor-
responds to a set of actuators with cardinality H.

Finally, one can check that the running time of each episode
in Algorithm 2 is O((n + m)3T + |Q|T), where the factor

“Note that a solution to (37) can be obtained recursively as a new data
sample from the system trajectory becomes available at each time step [48].

(m +n)? is due to the computation of Eq. (18). Since |Q| =
(Ig‘), Algorithm 2 is efficient for instances of Problem (3) with
either |G| (i.e., the total number of candidate actuators) or H
(i.e., the cardinality constraint on the set of selected actuators)
to be small (or bounded by a constant). Nonetheless, we will
later extend our algorithm design to efficiently handle large-
scale instances of Problem (3) in Section VI.

Remark 3. Note from Eq. (10) that the cost of the ac-
tion chosen by the Exp3.S subroutine for any episode k €
{Npt1,.... N} of Algorithm 2, i.e., Ji(S*,uk,), does not
depend on the previous actions SNe+1,...,S*~1 chosen by
the Exp3.S subroutine. Thus, we know from Remark 2 that
the result in Lemma [ can be applied when we analyze the
regret of Algorithm 2 in the next section.

IV. REGRET ANALYSIS FOR EPISODIC SETTING

In this section, we aim to provide high probability upper
bounds on the regret of Algorithm 2 defined in Eq. (11) for the
episodic setting of Problem (3). To this end, we first analyze
the estimation error of the least squares approach given by
(37). For any j € [p], we denote

Njp1—17-1

v—)\I—i— Z Zztgjztgj
J

where G; is given by Assumption 4, A € Ry, N;, N1 are
given in Algorithm 2, and zf;g]_ is given in Eq. (38) We then
have the following result; the proof is similar to that of [41,
Lemma 6] and is omitted here for conciseness.

(39)

Lemma 8. Consider any G; from Assumption 4, where j € [p).
Let Ag, = Og, — C:‘)gj, where ©g, = [A  Bg,| and (;)gj is
given by (37). Suppose Assumption 3 holds. Then, for any
0 € R with 0 < 0 < 1, with probability at least 1 — 9, it holds

n det(ng )
0 det(AI)
For notational simplicity in the sequel, we further denote

1 —ns
min ,
SCG.IS|=H (shs

Tr(AL Vo, Ag,) < 40°nlog ( ) +2)0g, [1%.

¥ = max{||A|, || B}, €0 =

¢ = max { sgg,l\?s)r:H (s, Co}, 7 = max { sgrgl}%}r:H ns, 770},
1—ns
H:Inax{ max (F +7), },
SCO8I=H 2| Bsli¢s /™
I'= max Tg, I'=T+1, (40)
SCG,|S|=H

where fs (resp., I's) is defined in Eq. (24) (resp., (23)), (s and
ns are provided in Lemma 6, and ps is defined in Eq. (30).°
We then have the following result for the regret of Algorithm 2
defined in Eq. (11), where the results holds for any general
benchmark S, = (S},...,SY) described in Remark 1.

Theorem 1. Suppose that Assumptions 1-4 hold. Consider any
0 € Ry with 0 < 6 < 1. Denote

160np (3 <+ 2(0-+ m)log (. -+ 32)) )
T-1 ’

T0 —

(41)

SUnder Assumption 2, one can check via the definition of T's in Eq. (23)
that I is independent of T (see, e.g., [43], [44]).
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where
20631 + 10)20?
o (1—m)?

In Algorithm 2, let

(2(9% + 1)nam + n) log STN. (42)

— To
™ = {max{\/ﬁ, 8%}—‘, 43)
252 8TN
i = T(20q + K2on) (14 Tmlos S (4
Then, for any N > Tp, with probability at least 1 — 6,
Ra, = O(n(m +n)*pyT2[QIA(SIN),  (45)

where R 4, is defined in Eq. (11), h(S,) is defined in Eq. (12),
Q ={SCG:|S|=H}, and O(-) hides polynomial factors
in log(|Q|N),log((m+n)T'N/d),o0r, 00,0, kG T, 0B, (1—
n) Y, vt where f = 1+||A|, v € Rsg, £ € [n—1] are given
in Assumption 2, and ogr,oq are defined in (25).

A. Proof of Theorem 1
Recalling lines 5-7 in Algorithm 2, for any j € [p] and

any k € {Nj,...,N;41 — 1}, one can show that the state of
system (9) satisfies that

(AJngJKg )y + Bg,f + wy, (46)

xt—i—l
for all ¢ € {0,..

Assumption 4, and ik R A(0,202021). Also note that wk

is independent of w’ as we assumed before. For notational
simplicity in this proof, denote

K={k:N;<k<Nj—175¢€p}

= [N]\K ={Npt1,...,N}.

Thus, the set K (resp., KC) contains the indices of episodes for

the system identification (resp., control) phase in Algorithm 2.

Note that (S!,...,SY) denotes the sequence of the sets

of actuators selected by Algorithm 2. From Eq. (11), one can
decompose the regret as R4, = R! + RZ + R? + R} with

R =Ea | Y ISt k)] = 3 Ju(sh)

— 1}, where zf = 0, Kg, is given by

47
(48)

kek kek
Rz = ]EAe |: Z Jk(Sk,ugk)} - Z Jk(Sfj:ugf)?
keK kek
R} =" (Ju(SE,uly) = Jiu(SE)),
ke
Ré = Z (jk(Sf) — Jk(Sf))a
ke

where Jj(S*, uk,) is defined in Eq. (10) with uf, given by
Algorithm 2, and .J; (S¥) (resp., Ji.(S¥)) is given by (7) (resp.,
(21)). Note that R?, R3 and R? together correspond to the
regret incurred by the exploitation phase in Algorithm 2, and
R! corresponds to the regret incurred by the system identifi-
cation phase in Algorithm 2. In particular, R? corresponds to
the Exp3.S subroutine, and R3, R? correspond to the certainty
equivalent control subroutine.

In order to prove the (high probability) upper bound on
R 4., we will provide upper bounds on R!, R?, R3, and R?

separately in the sequel. First, considering any 0 < § < 1, we
define the following probabilistic events:

TN
€u={ 0k < oy fnlog = vk € [N, v € 1]},
TN ~
€ = {1051l < ooy [10m log SN —.Vk e KVt € 71},

8npdet(Vg.)
={Tr(Al Vg.Ag,) < do*nlog [ —————212
Eo {f( g,V6,8g,) < U”Og( 5 det(A) )

+ 2004, |1}, j € ]}

Njt1—1T7-1

(T — 1)710?
S aho,ob = LUNT p ey
k=N; t=0 G 80 }
Letting
E=E,NENESNE,, (49)

we have the following result which shows that £ holds with
high probability; the proof can be found in [39].

Lemma 9. For any 0 < § < 1, the event £ defined in Eq. (49)
satisfies P(E) > 1—§/2.

Hence, we will provide upper bounds on R}, R?, R3 and
R2, under the event £ defined in Eq. (49). The following result
characterizes the estimation error of égj, for all j € [p]; the
proof can be found in [39]. Lemma 10 shows that setting the
system identification phase (i.e., 71p) to be sufficiently long
(i.e., Eq. (43)) ensures that the estimation error of A,B is
small enough such that the results proved in Section III-B can
be applied to bound R2, R! corresponding to the certainty
equivalence subroutine in Algorithm 2.

Lemma 10. Consider any 0 < 6 < 1, and suppose that the
event € holds. For any j € [p], it holds that ||©g, — Og,||* <

2
mm{%‘), TON} where Og, = [A  Bg,].

We then have the following bounds on R!, R2, R3 R%; all
the proofs are included in Appendix B. In particular, to bound
R?, we use ¥, to normalize (i.e., upper bound) the cost of
each episode in the control phase of Algorithm 2 so that the
Exp3.S subroutine and Lemma 1 can be applied.

Lemma 11. Under the event &, it holds that

232 T3
Ri < maX{O'an'R}—Tlp( o+ 316

(1 —mo)?
x (209°ngo*m + 100°n) log 81;N, (50)
where 1y, (o are given by Assumption 4.
Lemma 12. Under the event &, it holds that
R? < 32ve — 1/|QIN(h(S,)1og(|QIN) +¢).  (51)

Lemma 13. Under the event &, the following holds with
probability at least 1 — 0/2:

R? <64VT 8N

(O’Q + orK?)IC3
=) =n) 5n10gT

2 16T N
+ 32(0g + URK2)15777202 \/TN(log 3

)3. (52)
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Lemma 14. Under the event E, it holds that
4dmaxscg,|s|=a{n, mS}TC2T0\/N
(1—2n2)

X (3f6(20f03)£_132€%32“_1)(1 + v max{og, UR})2.

(53)

Since P(£) > 1 — /2 from Lemma 9, we can further
apply a union bound and obtain an upper bound on R4,
that holds with probability at least 1 — §. Specifically, one
can show using (50)-(53) that R} = O(n(m + n)?*p*TV/N),
R? = O(nT+/|QINK(S,)), R} = O(vV/nTN), and R* =
O(n(n + m)?T+/N), combining which implies (45) and
completes the proof of Theorem 1. |

R! < o(or +T?)

B. Discussions about the Results in Theorem 1

Length of the system identification phase: Recall that
Eq. (43) specifies the minimum length of the system identifi-
cation phase in Algorithm 2 (i.e., 71p). To gain more insights
on how 7y, 7 depend on other problem parameters, letting
the regularization in the least square approach be \ > z;, and
supposing T'N > n and T'N > p, one can show

Clg (9% + 1)
(1 =m"T -1)

NT
X max{o%, aé}(l + v H2%log =5 (54)

5 =o)

n(m + n)€5f66~4Z74
€0

where O(1) is a universal constant. Since log(NT'/d) = o(T),
we see from Eq. (54) that a larger value of 7T, i.e., the number
of time steps in each episode k € [N] implies a smaller lower
bound on 7y. Thus, the regret bound in Theorem 1 holds for
N > 1yp, which can be shown to be equivalent to N being
greater than a polynomial in the problem parameters. If N >
7¢/ed, 71 = [max{V/N,19/e2}] reduces to 71 = [V/N].
Knowledge of the unknown system: One can
check that the choices of 7,7y, require knowledge of
00, 0R,CsyMs,02,C0, M0, U, 6, v, s (for all S C G with
|S| = H), where 0g,0oR,0 are given by our assumptions
on the cost matrices and noise covariance, and (y, 79 (resp.,
¢,v) are given by Assumption 4 (resp., Assumption 2).
The other parameters may also be computed (or bounded)
given some knowledge of the unknown system. First, as
shown in [44], for any S C G with |S| = H, ns and (s

can be expressed as 7s = /1 —1/max,e(r)ren || PEsll

and (s = \/maxte[TLke[N]HPt’sz. For any ¢t € [T] and
any k € [N], Eq. (5) yields ||[K} | s < 92| Pfg|., and
one can further upper bound ||Pt’fs\| given any stabilizing
controller Ks (corresponding to the set of actuators S) (e.g.,
[36, Chapter 3] and [39]). Thus, by the definition of I's in
Eq. (23), to compute (or bound) ns,(s,['s, we need to know
(or upper bound) max;c|7) ke[N] HPt’f || and know the upper
bound ¢ on || Al and || B].

Output of Algorithm 2: Since Algorithm 2 uses the
Exp3.S subroutine to select the sets of actuators in the control
phase of Algorithm 2, as we argued in Section III-A, Exp3.S
produces a (random) sequence of subsets of selected actuators

S Npy1s- - , Sy that can be different across the episodes, which

ensures exploring new sets of actuators that have not been
chosen before and exploiting the set of actuators that yield
the lowest cost up until the current episode. As we showed in
Section IV-A, such a sequence of subsets of selected actuators
yields a v/N-regret bound on R2.

Factors in the regret bound: First, the regret bound in
Theorem 1 contains the vT2N factor. Although vT2N is
not sublinear in the total number of time steps in the episodic
setting of Problem (3) (i.e., T'N), it matches with the optimal
regret bound (in terms of the scaling of 7', N) that can be
achieved by any model-based algorithms for general episodic
reinforcement learning problems [50]. If T = o(v/N) (i.e.,
the number of time steps in each episode is small relative
to the total number of episodes), the factor vVT2N will
become sublinear in /N. Second, the regret bound contains
an exponential factor in ¢. As we argued before, { << n
if rank(Bgs) is large. In particular, £ = 1 if rank(Bs) = n
(for any S C G with |S| = H). Third, since R4, defined
in Eq. (11) is a dynamic regret as we argued in Remark 1,
the regret bound in (45) contains the factor /h(S,), where
h(S,) measures the number of switchings in the benchmark
S, = (8},...,8N). Such a factor of h(S,) is typical in the
bounds on the dynamic regret of online algorithms [35], [40],
[51]. If the static regret described in Remark 1 is considered,
then h(S,) = 1. Finally, the regret bound contains the factor
V19[ with |Q = (19]), which will not be a bottleneck if
either of |G| or H is small or bounded by a constant. In
fact, a factor of [Q| = (/¢]) is unavoidable in the regret of
any online algorithm defined in Eq. (11) for Problem (3),
since Problem (3) is an NP-hard combinatorial optimization
problem [8], [19]. In Section VI, we will show how to extend
our algorithm design and regret analysis to handle large-scale
instances of Problem (3).

V. ALGORITHM DESIGN FOR NON-EPISODIC SETTING AND
REGRET ANALYSIS

In this section, we consider the non-episodic setting of
Problem (3) described in Section II-C. For any S; C G and
any t € {0,...,T — 1}, we see from Egs. (14)-(15) that the
cost ¢;(Sp:t, us,,, ) of time step ¢ € {0,...,T —1} depends on
So,--.,St—1 via the state x;. Hence, Remark 2 implies that
the Exp3.S algorithm and Lemma 1 cannot be directly applied
to solve the non-episodic setting of Problem (3) in the same
way as Algorithm 2, which creates the major challenge when
we move from the episodic setting to the non-episodic setting.

Nonetheless, given a non-episodic instance of Problem (3)
described in Section II-C, one may construct an episodic
instance of Problem (3) as follows. First, we group the time
steps 0,...,7T —1 in the non-episodic instance of Problem (3)
into N’ = |T'/T"’| consecutive episodes with length 7" € Z>1,
where the kth episode starts at t = (k — 1)7” and ends at
t = kT’ — 1. In each episode k € [N'], we fix the set of
selected actuators, i.e., we let Sékq)T/ = . =8 =Sk,
where S*¥ C G with |S¥| = H.® We then follow the notations
introduced for the episodic setting in the previous sections.

%For simplicity, we assume that TN’ = T'; otherwise, we can modify
the number of time steps in the last episode.
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Specifically, we may write the state, control and disturbance
at any time step ¢ € {0,...,7" — 1} in any episode k € [N']
as oy, uf g and wy, respectively, e.g., Z(y_1)77 1+ = =} and
zh = x’%?l with z§ = 0. Note that the initial state z§ of any
episode k € [N'] is not reset to 0 in the episodic instance of
Problem (3) constructed above, and that ;vo = xT, depends
on S!,...,S* L For any episode k € [N'], the cost matrices
are set to be Qk’ Q RF =R, Q} =0if k < N and
Qf = @y if & = N’. Similarly to Eq. (10), we denote
the cost of episode k as Ji(S*,uk,), where for notational
simplicity we hide the dependency of J,(S*, u%, ) on the sets
of actuators S', ..., S*~! selected before episode k. One can
now apply Algorithm 2 to the episodic instance constructed
above; the detailed steps are summarized in Algorithm 3.
Similarly, the Exp3.S subroutine in Algorithm 3 is applied
to the MAB instance, where the total number of episodes in
Exp3.Sis Ny = N — NIQJrl + 1, the set of all possible actions
is @ ={S CG:|S| = H}, and the cost associated with each
possible action S € Q in episode k is Y& = & J,(S*, uk).

Algorithm 3: Non-Episodic Setting

Input: Parameters 71, A\, N, T",;, and Kg, for all
J € [p] from Assumption 4. '

1 Initialize Ny = 1.

2 for j =110 pdo

3 | Set Njy « Nj+r.

4 Set T« T',N «+ N',N; « N} Vj € [p+1], yb<—yb,
follow lines 4-16 in Algorlthm 2, where the cost ys
in line 16 is changed to be y%, = 5 Ji(S*, uky).

Output: S, us,,Vt € {0,...,T — 1}

The intuition behind the above construction is that if we
fix a set of actuators S for 7" time steps in an episode k €
[N'] (and design the corresponding control uf, based on the
certainty equivalence approach), then one can use Lemma 7
to show that the influence of the initial condition § on the
cost ¢(So:t, us,,,) (defined in Egs. (14)-(15)) at any time step
te{(k—1)T",...,kT'—1} in episode k decays exponentially
as t increases. This in turn implies that ¢;(So., us,.,) tends
to be independent of S',...,S*~! selected before episode
k € [N'], and we can then adopt the analysis developed in
Section IV for the episodic setting.

We then prove the following result for the regret R 4, of
Algorithm 3 defined in Eq. (13), where we use the notations
introduced in (23)-(25) and (40) (with N = N’ and T' = T").
Note that since we let Sy = -+ = Sppr—1 = SF
in any episode k& € [N'], we consider the benchmark
S§* = (8,...,85_4) in Eq. (13)W1th8(k nr = =
St = Sk for all k € [N'], where S is any SF C G with
|S¥| = H. The proof of Theorem 2 follows by quantifying the
dependency of ¢:(Sp.t, us,,,) on a:’g as we described above, and
carefully adapting the techniques from the proof of Theorem 1.
The complete proof of Theorem 2 is included in [39].

Theorem 2. Suppose Assumptions 1-4 hold. Let T' = [ (4(e—
DS m(QIT) + e)|Q)) /T3], and N' = [T/T,

where Q@ = {§ C G : |S| = H}, and h(S,) is defined in
Eq. (12). Consider any § € R~q with 0 < § < 1. Denote

160np(>%2 +2(n +m)log (3 (p + le” )))
T —1 ’

!/
Ty =

where
o 180@&(1 + 770)202
’ (1 —m0)?

In Algorithm 3, let T{ = [max {\/ N, g—é H and
0

C o?
(1—mn)?
Then, for any T > t{pT’ with T' > T,, 17( logT +
log ¢) > 0, the following holds with probablllty at least 1 —6:

P2V QIM(S,)T?). (55)

The complete proof of Theorem 2 can be found in [39].
Here, O(-) in Eq. (55) contains similar arguments to those
in Theorem 1, and similar arguments to those in Section IV-B
can be applied to Theorem 2. In particular, the regret bound in
Eq. (13) also contains the factor /h(S,) associated with the
benchmark S,. Recall that based on the above construction
of the episodic instance, we consider the benchmark S
(S!,...,8N") in Theorem 2 with h(S,) < 1+N' = O(T?/3).
In general, for any benchmark S, with h(S,) = o(T?/3), the
regret bound in Eq. (13) will be sublinear in 7.

(2(9* + )ngm +n) log %

T
= (200 + K?0R) ———5 (2019277 m + 10n) log %

Ra, —O (m +n)?

VI. HANDLING LARGE-SCALE PROBLEM INSTANCE

We now extend our algorithm design and regret analysis
to efficiently handle large-scale instances of Problem (3). We
first consider the episodic setting of Problem (3). Leveraging
the ideas from [19], we propose to use H statistically inde-
pendent copies of the Exp3.S subroutine in parallel, denoted
as My, ..., My, to choose the H actuators in each episode.
Detailed steps are summarized in Algorithm 4, where the
system identification phase is the same as Algorithm 2. We
now explain how the Exp3.S subroutines in Algorithm 4 are
used to select the actuators. Consider any j € [H] and any
k € {Nps1,...,N}. Let s¥ € G be the actuator selected by
the Exp3.S subroutine M; and let S} = {s},... sk} with
S = 0. Thus, S}¥ is the set of actuators selected by the
H Exp3.S subroutines. The Exp3.S subroutine M is applied
to the MAB instance, where the total number of episodes is
Ng = N — Ny +1, the set of all possible actions is Q = G,
and the cost associated with each possible action s € Q in
episode k is

— Jk( j— 1,u‘k§/k ) - Jk;(S‘;’il U {S}7ug;-)ilu{5})7 (56)

-) is defined in Eq. (10). Note that in Algorithm 4,

where Jj, (-,
the actual cost that M; receives by selecting 5;? is given by

yfk 2 (SF k)T s = s, =i, b =1}, (57)

which can be different from the true cost y e where by,
is a Bernoulli random variable with parameter p, and ¢ and

s are sampled from [H] and G uniformly at random (u.a.r),
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respectively. Moreover, the actual set of actuators selected by
Algorithm 4 in episode k (i.e., S¥) can also be different from
S selected by the Exp3.S subroutines, depending on by,.

Algorithm 4: Large-Scale Problem Instance

Input: Parameters 71, A, N, T, 4, p, and Kg, for all
J € [p] from Assumption 4.

1 Follow lines 1-9 in Algorithm 2 to obtain A, B.

2 Initialize H independent Exp3.S subroutines
Mi,..., My with Ny=N —N,11+1, =0, and
a1, a according to Lemma 1.

3 for j =11t H do

4 Enter the 1st iteration of the for loop in lines 2-6

in Mj; select sz“ € Q according to the

probabilities ¢; 1, ..., ﬁfl’gll
line 3 in Mj; construct SZV"

computed by

= U]E[H]s p+1

5 for k = N,4q to N do

6 Sample by, g Bernoulli(p).

7 Sample ¢ € [H] u.ar. and s € G uar.

8 | If by =1, select S* = S/*, U {s} for episode k; if
b = 0, select S¥ = SI¥ for episode .

9 fort=0t T —1do

10 Obtain K% t.sk using A Bsk via Eq. (18).
1 Play uf o, = Kt’fskmf.

12 for j =11t H do

13 Receive the cost y k, follow lines 4-6 in M

with y, = — U and Yp = Yp; finish the

(k — Npy1 + 1)th iteration of the for loop in
lines 2-6 in Mj.

14 Enter the (k — Npt1 + 2)th iteration of the for

loop in lines 2-6 in M;; select sj according
to the probabilities q;-ﬁl, .. lerQl’ construct

tk+1 k+1
SH = UjG[H]Sj .

Output: ¥, uk, = (u{{sk, . -7U§,1,5k>7w¢ € [N].

As we argued in Sections III and IV, Problem (3) (i.e.,
Problem (8)) is NP-hard, and using a single Exp3.S subroutine
in Algorithm 2 leads to the exponential factor |Q| = (‘gl)
in |G| in both the running time and the regret bound of
Algorithm 2. To overcome the computational bottleneck, Algo-
rithm 4 leverages H Exp3.S subroutines each of which selects
a single actuator in each episode as we described above. One
can check that the running time of each episode in Algorithm 4
is O(H((n +m)3T + |G|T)) = O(H(n +m)3T).

To overcome the |Q| = (‘gl) factor in the regret analysis,
we will leverage the notion of c-regret introduced for online
algorithms for combinatorial optimization problems (see, e.g.,
[19], [38]). The c-regret is parameterized by ¢ € (0, 1] whose
value will be specified shortly. For any k € [N], denote

9k(S) £ Jr(0) —

for all S C G, where Ji(S) is given by Eq. (7). Now, we
augment the elements in the ground set G (of all the candidate

Ji(S), (58)

actuators) and define

p+1 ..

G ={(s" %) sh e g ke
with K given by Eq. (48). For any k € K, let S*¥ = {5F € 5 :
5 € S} with ¥ denoting the kth element of the tuple 5 € S.
Next, we define §(S) = >, cx g1(S¥) for all S C G. One
can check that Problem (8) (over the episodes in /) can be
equivalently written as

(59)

max  g(S).

_ ma (60)
S8CG.|S|=H

Since Problem (60) is NP-hard, offline approximation algo-
rithms have been proposed to solve Problem (60) with known
system matrices A and B. For example, the (offline) greedy
algorithm can be applied to Problem (60) and return a solution
S, such that §(S,) > (1—e~%)g(S,),” where S, is an optimal
solution to Problem (60) and ¢, € (0,1] is the submodularity
ratio of g(-) defined to be the largest ¢, € R such that

S (g(AU{5)) - g(A) = ¢y (a(AUB) - g(A)), 61

seB\A

for all fi, B C G (see, e.g., [52], [53], for more details).? Based
on the above arguments, one can view the actuators selected
by any M, from episodes k = N,11 to N as a single action,
denoted as §; = (s;V”“, ..., s5), which corresponds to the
element in the jth iteration of the greedy algorithm.

Based on the above arguments, we introduce the following

(1 — e “9)-regret to measure the performance of Algorithm 4:

Ru = (1—e%)( ZJk

—EA,[ ijm — Ji(S* usk))], (62)

— Jk(SH))

where E[-] denotes the expectation with respect to the ran-
domness of the algorithm, and S* is an optimal solution
to (8) (with cost matrices Q*, R”, ’} and an extra con-
stramt Sy = --- = &p_1). Note that the benchmark
Zk L Jx(SF) in Eq. (11) is equivalent to the normalized
benchmark Zk L(Ji(0) — J,(SF)) in Eq. (62), since one can
replace the objective function J(8S) in (8) with Ji(0)—Jx(S),
and consider the maximization over all S, which does not
change the optimal solution to (8). In words, the benchmark
SV (Je(0) — Ju(SF)) in Ry, is the improvement (ie.,
decrease) of the cost of Problem (3) when the sets of actuators
SL,...,SN are selected, over the cost when no actuator is
selected for any episode k& € [N]. Such a normalization
of the benchmark is necessary when analyzing the c-regret
of online algorithms for combinatorial optimization problems
(see, e.g., [19], for more details). Accordingly, R 4, compares
the optimal improvement in the cost of Problem (3) against the
improvement corresponding to Algorithm 4. For our analysis
in this section, we make the following assumption.

"The greedy algorithm initializes Sq_ = ( and lteratlvely adds 5, €
arg maxseg(g(S U {3}) — 3(Sy)) to Sy until |S,| =

8Note that computing the exact value of cg from (61) can be intractable.
Nonetheless, all of our arguments in Section VI still hold if cg4 is replaced
with a computable lower bound (e.g., [53]).
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Assumption 5. (a) The matrix A € R"*™ in system (1) is
stable; (b) the pair (A, By) is (¢,v) controllable for all s € G.

Under Assumption 5(a), Assumption 4 is naturally satisfied
by choosing G; = () and K¢, = 0 for all j € [p]. Recall that
Assumption 5(b) is a sufficient condition for Assumption 2 to
hold as we argued in Section III-B. Using similar arguments to
those in Section IV-A, one show that under Assumption 5 and
& defined in (49), Ji(0), Jx(S*,uk,) and y¥  scale linearly
with T for all £ € {N,11,...,N}. In the sequel, we use
the same notations as those defined in (23)-(25) and (40) to
denote the parameters of Problem (3), except that we replace
|S| = H in the definitions with |S| < H. We then have the
following result; the proof is included in Appendix C. The
proof extends the analysis in [19] for submodular objective
functions (i.e., ¢; = 1) to approximately submodular func-
tions (i.e., ¢, € (0,1]), and adopts the analyses and results
developed in Sections III-IV for Problem (3).

Proposition 3. Consider any 6 € R-g with 0 < 6 < 1, and
the same setting as Theorem 1. Additionally, suppose Assump-

1/3
tion 5 holds, and in Algorithm 4 let p = W .

Then, for any N > max{7p, (log(|G|N)+e)}, the following
holds with probability at least 1 — §:

R, = O(n(m +n)?p*T|G 1> 2H?h(S,)Y/2N?/3),  (63)
where h(S,) is defined in Eq. (12), and O(-) hides polynomial
factors inlog(|G|N),log((m+n)TN/§) and other parameters
of Problem (3).

Next, we consider the non-episodic setting of Problem (3).
Following the arguments in Section V, given a non-episodic
instance of Problem (3), we can first construct an episodic
instance with parameters N’, 7", and then apply Algorithm 4.
Here, the corresponding H Exp3.S subroutines in Algorithm 4
are applied to the same MAB instances described above
Eq. (56), except that we scale the costs y and y » de-
fined in Eqs. (56) and (57), respectively, by a multlphcatlve
factor 1/7". Similarly, following our arguments leading up to
Eq. (62) and using the notations in Section II-C, the (1—e~)-
regret of Algorithm 4 in the non-episodic setting is given by

Ry =1 —e ) (J(0) - J(S)

ct(So:t, Us,,, )] . (64)
=0

—Ey [J(Q)) -

where J(S*) is defined as (7), S* = (Sg,...,S7_4) is an
optimal solution to (8) (with an extra constraint S(*k_l)T, =
oo =8y for all k € [N']), 0 is a short hand for the T-
tuple ((,...,0), and c;(-,-) is defined in Egs. (14)-(15). The
result below is proved in [39].

Proposition 4. Suppose Assumptions 1-5 hold. Set T' =
[T/4] and set N',7],7, in the same way as Theorem 2. Ad-

1/3
lo Nte
ditionally, in Algorithm 4 let p = (g(‘gﬁ[—/i”. Consider

any § € Rog with 0 < § < 1. Then, for any T > 1{pT" with

T > T 77( logT + log¢) > 0, the following holds
with probablllty at least 1 — §:

Ry = O(n(m+n)*p*|G[*?H?h(S,.)/2T3*),  (65)

where h(S,) is defined in Eq. (12), and O(-) hides polynomial
factors in 1og(|G|N'),log((m +mn)T'/d) and other parameters
of Problem (3).

Recalling our arguments in Remark 1, one can check that
the regret bound on Ry, (resp., R4;) in Propositions 3
(resp., Proposition 4) also holds for general benchmark S, =
(SL,...,8N) (tesp., S, = (SI,...,8N")), where S¥ is any
Sk C G with |S¥| = H.

VII. SIMULATION RESULTS
A. Medium-size Episodic Instances

We validate the results in Theorem 1 for Algorithm 2, using
the episodic instances of Problem (3) constructed as follows.
We randomly generate the matrices A € R>*5 and B € R>*10
such that Assumption 2 is satisfied and A is unstable. Let each
column in B € R>*1% correspond to one candidate actuator,
and let the cardinality constraint on the set of selected actuators
be H = 2. The cost matrices are set to be Q¥ = R¥ = I and
Q’; = 2] for all k € [N]. The covariance of the disturbance w}
issettobe W =1forallt € {0,...,7—1} and all £k € [N].
The number of time steps in any episode k € [N] is set to
be T = 5. Given A and B generated above, we construct
the known stabilizing Kg, with |G;| = 2 for all ¢ € [5] in
Assumption 4. We then apply Algorithm 2 to the instances of
Problem (3) constructed above, where the parameters 71, 4
are set according to Theorem 1 and A = 1 in the least squares
(37) for the system identification phase in Algorithm 2. We
obtain the regret R 4, of Algorithm 2 against an optimal static
benchmark S, = (S!,...,8V), ie, S} = =8 = Sope
and Sept € argmingcg,|sj=p Z,ivzl J,(S), with h(S,) = 1.
In Fig. 1, we plot R4, /N and R, /v/N for different values
of the total number of episodes N.° From Fig. 1(a), we see
that R 4, /N decreases as N increases. From Fig. 1(b), we see
that R4_/ VN (slightly) increases as IV increases. Hence, the
results in Fig. 1(a) and (b) match with the regret bound given
by Eq. (45). Specifically, the regret bound in Eq. (45) scales as
V/N log N, which implies that R4, /N = O(log N/v/N) and
R, /V'N = O(log N). Moreover, R4, /N is around 20 when
N = 3000, since the regret bound in Eq. (45) also contains
other parameters of Problem (3).

Now, we investigate how the other parameters of Prob-
lem (3) influence the performance and running times of
Algorithm 2, using the instances of Problem (3) constructed
above (with different values of H and n). In Fig. 2, we
plot R4, /N for different values of the cardinality constraint
H, which shows that as H increases, R4, /N first increases
and then decreases. The result in Fig. 2(a) matches with the
regret bound in Eq. (45), since the regret bound contains the
factor \/|Q[ with [Q| = (}7) in the instances of Problem (3)
that we constructed. Note that R4, /N in Fig. 2(a) decreases

9All the numerical results in Section VII are averaged over 20 experi-
ments and shaded regions display quartiles.
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Fig. 2: The influence of the problem parameter H (resp., n)
on the performance (resp., running times) of Algorithm 2.

as H increases from 1 to 2, which is potentially due to
the fact that the regret bound in Eq. (45) also contains the
factor p = [10/H]. In Fig. 2, we plot the running times of
Algorithm 2 for different values of n (i.e., the dimension of
the system matrix A). Similarly, we generate A € R™*" for all
n=>5,10,...,50 and B € R"*'5 randomly. Fig. 2(b) shows
that the running time of Algorithm 2 increases as n increases,
which aligns with the time complexity O((n+m)3*T +|Q|T)
of each episode in Algorithm 2.

B. Large-Scale Non-Episodic Instances

We next validate the results in Proposition 4 for Algorithm 4
in the non-episodic setting. First, we randomly generate the
matrices A, B € R%*50 guch that A is stable. Let each
column in B € R59%50 correspond to one candidate actua-
tor, and let the cardinality constraint on the set of selected
actuators be H = 20. The cost matrices are set to be
R =10731,Q = Q; = 2-1073I. The covariance of the
disturbance wy is set tobe W =1 for all t € {0,...,T — 1}.
Since A is stable, we choose the stabilizing Kg, = 0 for
all ¢ € [p] in Assumption 4. As argued in Sections V-VI,
we can first construct an episodic instance of Problem (3)
given the non-episodic instance generated above, and then
apply Algorithm 4, where the parameters 77, N', {, 4, p are
set according to Proposition 4 and A = 1 in the system
identification phase in Algorithm 4. Since (3)) &~ 5 x 10'3 and
Problem (3) is NP-hard, both Algorithm 3 and obtaining an
optimal solution S* = (S7,...,S87_;) to Problem (8) become
intractable. Thus, we obtain the regret R 4; of Algorithm 4 (in
the non-episodic setting) against a random static benchmark
S§* = (S7,...,85_,), where S = -+ = S&_; = Srana and
Srana is chosen from G randomly with |Syana| = H. Moreover,
we replace 1 —e™% with 1 in Eq. (64) so that R 4, is lifted
to the 1-regret of Algorithm 4. In Fig. 3, we plot R4, /T

13

and R4 /T3/* for different values of the total time steps T
Fig. 3(a) shows that R Al /T decreases as T increases, which
aligns with the 7%/ 4—regret bound in Eq. (64). Fig. 3(b) shows
that R 4, /T3/* also tends to decrease as T increases, which
potentially implies that the regret bound may not be tight in
terms of 7T'. Fig. 3 also shows that Algorithm 4 yields good
regret performance in terms of the stronger notion of 1-regret.
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Fig. 3: R4, /T and RA;/T3/4 against 7.

10

9

8

7

6
50 60 70 80 90 100

(a) Running times vs. m

Running times (secs.)
@

Running times (secs.)
o

IS

(b) Running times vs. H

Fig. 4: The running times of Algorithm 4 against m and H.

As for the running times of Algorithm 4, we plot the
running times of Algorithm 4 when applied to the non-episodic
instances constructed above with different values of m and H.
Fig. 4 aligns with the time complexity O(H (n + m)3T) of
Algorithm 4 and shows that Algorithm 4 is suitable for large-
scale (non-episodic) instances of Problem (3).

VIII. CONCLUSION

We studied the online actuator selection and controller
design problem for LQR with unknown system matrices, under
episodic and non-episodic settings. We proposed algorithms
to solve the problem and showed that our online algorithms
yield sublinear regrets with respect to the horizon length of
the problem. We extended our algorithm design and analysis to
efficiently handle instances of the problem when both the total
number of candidate actuators and the cardinality constraint
scale large. We numerically validated our theoretical results.
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APPENDIX A: PROOFS PERTAINING TO THE CERTAINTY

EQUIVALENCE APPROACH

Proof of Lemma 4

Our proof is based on a similar idea to that for the proof
of [30, Proposition 3]. To simplify the notations in the proof,
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we assume that T' = ¢ for some ¢ € Zx>;; otherwise we
only need to focus on the time steps from 7' — ¢f to T of
Problem (3), where ¢ is the maximum positive integer such
that T — @f > 0. Under the assumption that 7' = @/, we
need to show that (28) holds for ¢t € {0,¢,..., p¢}. Note that
(28) holds for ¢ = T, since Pf g = P ¢ = Q%. In the rest
of this proof, we drop the dependency of various terms on
S and k for notational simplicity, while the proof works for
any S C G (with |S| = H) and any k € [N]. First, for any
v € Z>1 (with v < T, let us consider the noiseless LQR
problem for system (1), i.e., x;4+1 = Axy + Buy, from time
step v£ to T'. Let the initial state x.,, be any vector in R" with
|zye]] < 1. Similarly to Eq. (10), we define the cost

p—1¢—-1

J(A, B user—1) £ ( DD Qe

j=n t=0

+ “J‘Te+tRUj€+t> +27Qsr,

where uypr—1 = (Uye,...,ur—1). Again, we know from
[36] that the minimum value of j(A,B,u,M:T_l) (over all
control policies u~¢.7—1) is achieved by u; = K; sx; for all
te{yl,v0+1,...,T —1}, where K, s is given by Eq. (5).
Moreover, we know that J(A, B, i nr_1) = xIePﬁ,gxw,
where P,, can be obtained from Eq. (6) with Pr = Q.

Next, consider another LTI system given by 2441 = Az, +
Bii, over the same time horizon and starting from the same
initial state £, = x,, as we described above. Similarly,
define the corresponding cost as J(A,B,ﬁ,ygyf_l), where
Uyer—1 = (Uye, ..., 4p—1). Similarly, the minimum value
of J(A,B,ﬂﬂ,g:qw_l) (over all control policies f&,yg:T_l) is
achieved by u; = Kfsit for all t € {~v¢,v¢+1,. -1},
where th is glven in Eq. (18) The minimum cost is
given by J(A véT 1) wagy, where P.y[ can
be obtained from Eq (19) with PT @ y. Moreover, note
that J(A B u’ T — 1) < J(A B, Uyer—1), Where Gyp.r—1 is
an arbitrary control policy and the inequality follows from
the optimality of u/,, ;. Recalling that ¢ is assumed to
be small enough such that the right-hand side of (28) is
smaller than or equal to 1, one can obtain from Lemma 3
that o, (Cp.s) > 5 > 0, which implies that the pair (A, B) is
controllable. Now, one can follow similar arguments to those
for the proof of [30, Proposition 3] and show that @.,4.,¢—1 can
be chosen such that &,y = z, forall ¢’ € {7,y+1,...,¢}.
It then follows from the above arguments that

p—10-1

TF T .
TPy — g Pypyg < ( E E 011 QT jese
Jj=v t=0
AT R T T
+ U’jé-}-tRujé‘f‘t - x,j€+thjé+t — ’ujg_*_tRUjg_’_t) . (66)

One can further follow similar arguments to those for the proof
of [30, Proposition 3] and show that 7,.7—; in Eq. (66) can
be chosen such that the following holds:

(67)

A 1
T T
x'yZP’fo'y@ - xyZP’yém’yf < §M7€Ea

under the assumption that e < 1, where i, (ie., u’f{& s)
is defined in Eq. (29). Now, reversing the roles of (A, B) and
(A, B) in the arguments above, one can also obtain that

|2yl
P
B Vo

2y Py — (68)

under the assumption that i, ”?eH < 1.9 Note from
Eq. (6) and Assumption 1 that P,, = @ = I, and note that
(67) and (68) hold for any z,, € R with ||z, <1 as we
discussed above. It tben follows from (67) that )\1(15%) <
A (Pye) + 1, de, [|Pyell <[Pyl +1< 2| Pyel|. Hence,
we have from (67) and (68) that A;(Pyy — Pye) < piyee and
A (Pye — P,),g) < e, which further implies (28). [ |

APPENDIX B: PROOFS PERTAINING TO THEOREM 1

Proof Sketch of Lemma 11: The lemma can be proved by
upper bounding ||z || and |juf]| for all {0,...,T—1} and all
k € K under the event €. Details are mcluded in [39]. |

Proof of Lemma 12: Consider any episode k£ € K in
Algorithm 2. Noting that 2§ = 0, one can show that the state
of system (9) corresponding to S* selected in line 12 of Al-
gorithm 2 satisfies ¥, = 377 WF (SF)wk, where ¥F (SF)
is defined in Eq. (35). Moreover, supposing that the event &
holds, we know from Lemma 10 that ||@g —0g;|| <eo/\p
for all j € [p]. It follows that A and B obtained in line 9 of
Algorithm 2 satisfy that HA Al <& and |B - B|| < €05
which also implies that ||Bsk — Bgr|| < &9, where Bsk
contains the columns of B that correspond to S*. Now, one
can obtaln from the choice of £y in (40) and Proposition 1

1
that || fSk Sk” < QHBS%, vVt € {0,,T* 1},

which also implies that HK’“SkH <k, Vt € {0,.. -1},

where K tSk and K sk are given by Egs. (18) and 5),

respectively. We have from Lemma 7 that ||} , (S¥)|| <
Csn (H_#)t2 1 for all t1,te € {0,...,T —1} with t5 > 4,
where we know from Lemma 6 that 0 < (147s%)/2 < 1. One
can now use similar arguments to those for [31, Lemma 38]
and show that

2 s
ot < =5 max

Nsk k'eK,t’€{0,...,T—1}

k/
[ I

Thus, under the event £ defined in Eq. (49), we have
that [|zF] < QCU\/5nlog 8IN for all k € K and all
t € {0,.. T} Funhermore from (10) and the fact that
f o = = KF s x¥, one can similarly show that under &,
252 8T'N
Jk(Sk usk)<T(20Q—|—H O'R)(1C E 5nlog 3 = Up.
n

To proceed, recall that we use the Exp3.S algorithm in
Algorithm 2 to select S* for all & € K. As we argued in
Section 11, each action in the Exp3.S algorithm corresponds to
asetS C G with |G| = H, i.e., the set of all possible actions Q
in the Exp3.S algorithm is givenby Q = {S C G : |S| = H}.
Moreover, the cost of the action corresponding to S* in

10Note that the proof technique in [30] is for the infinite-horizon (noiseless)

LQR problem, which can be adapted to the finite-horizon setting studied here.
The details of such an adaption are omitted for conciseness.
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episode k € [N] is given by Ji(S*,uk,). Thus, we can
replace y (resp., y,) in (16) with g, (resp., 0), and obtain
that (51) holds under the event £. |

Proof Sketch of Lemma 13: We provide a proof sketch here;
the detailed proof can be found in [39]. Consider any k € K.
As in the proof of Lemma 12, and applying Eqs (9) and (22),

one can show that Jk(Sf,ugk) = T owkT Pt+1 se(A+
Pk

t+1, skwt
T ok = Q ¥ From the deﬁmtlon of R3, one can show that
R ZkEK (Yo 2w P, si(A + Bsy)zi +
TPJr1 Skwt —o2Tr(P} e sk)) The proof follows by upper
bounding the terms in this ‘summation via adapting [41,
Lemmas 31&32]. |

Proof of Lemma 14: As in the proof of Lemma 12, under
the event £ defined in Eq. (49), A and B obtained in line 9 of

Algorithm 2 satisfy ||A— A|| < \/%and |B-B| < %,
which also implies that ||Bs — Bs|| < I forall§ € G

with |S| = H. Under the event £, one can then show via the
choice of ¢ in (40) and Proposition 2 that (14) holds. |

BSk).’Et + wk , where we note that z& = 0 and

APPENDIX C: PROOF SKETCH OF PROPOSITION 3

We provide a proof sketch here; the detailed proof can
be found in [39]. Similarly to the proof of Theorem 1
provided in Section IV-A, the regret R4, of Algorithm 4
can be decomposed as Ra, = RY + R% . where Rl
corresponds to the system identification phase and the certainty
equivalence subroutine, and Ri\, corresponds to the Exp3.S
subroutines M1, ..., Myg. Suppose the event £ defined in (49)
holds. Following similar arguments to those for Lemmas 11,
13 and 14 in the proof of Theorem 1, one can show that
RY, = O( (m + n)?p?TV/'N). We then focus on upper
bounding R> -4,- To proceed, for any S CGwith G deﬁned in

Eq. (59) and any k € K, define f1.(S) = Ji(0) — Ji(S", uk,),
where SF = {s* 5 € S} w1th 5% denoting “the
kth element of the tuple 5 € S, and u? & = Kkskxt for

all ¢t € {0,...,T — 1} with Kksk obtained via Eq. (18)

qsigg A,B from Al_gorithm 4. For any S C G, we define
(S) = X ke fr(S). For any j € [H], we further denote

S = {51,...,5;} with S = (), where 5; = (sjv"“7 .,sf()
contalns the actuators selected by M; from episodes k = N1

to N. Eq. (56) implies that the regret of any M in Algorithm 4
can be written as

_1Us)— f( 73/—1)}*(f(gé—lugj)*f(gjl‘—l))~

Following similar arguments to those in the proof of Lem-
mas 13-14, one can show via the definition of Algorithm 4:

R% = (1—e) Y (Jn(D) = Ji(SE, uly))

kek

—EAI[ZJIC(@)—

kex

r; = meagx{f

Fi(Sh) = In(S* ub) + Fu(Sy)|

< O(n(n +m)*TVN) +1EAZ[2H:TJ} FEAN,

Jj=1

Thus, it remains to bound E 4, [r;] for all j € [H]. Eq. (57)
and the definition of Algorithm 4 yield that for any j € [H],
any s € G and any k € K, Eu[j},] ﬁyﬁs +
it TR (SiEy € [=Ub, 5]
for all j € [H], all s € G and all k € K. Following similar
arguments to those for [19, Lemma 5&Theorem 13], one can
now show via Lemma 1 that for any j € [H],

|GIH~( EA,MgW h(S.)In(|G|N.) +e)

IGIHO(n \/|g|

Combining these arguments with the choice of p, we obtain
R%, = O(n(m + n)2T|g|3/2H2h(s Y1/2N?/3), which to-
gether with the upper bound on R 4, complete the proof. W

S/k ). One can also show that yj s

E4,[r)]

\ /\

IA

) In(|GIN) + e).
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