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Abstract

This Memoir concerns fundamental rogue-wave solutions of the focusing non-
linear Schrödinger equation in the limit that the order of the rogue wave is large
and the independent variables (x, t) are proportional to the order (the far-field
limit). We first formulate a Riemann-Hilbert representation of these solutions that
allows the order to vary continuously rather than by integer increments. The inter-
mediate solutions in this continuous family include also soliton solutions for zero
boundary conditions spectrally encoded by a single complex-conjugate pair of poles
of arbitrary order, as well as other solutions having nonzero boundary conditions
matching those of the rogue waves albeit with far slower decay as x → ±∞. The
large-order far-field asymptotic behavior of the solution depends on which of three
disjoint regions C (the “channels”), S (the “shelves”), and E (the “exterior domain”)
contains the rescaled variables. On the region C, the amplitude is small and the
solution is highly oscillatory, while on the region S, the solution is approximated by
a modulated plane wave with a highly oscillatory correction term. The asymptotic
behavior on these two domains is the same for all continuous orders. Assuming that
the order belongs to the discrete sequence characteristic of rogue-wave solutions,
the asymptotic behavior of the solution on the region E resembles that on S but
without the oscillatory correction term. Solutions of other continuous orders behave
quite differently on E .
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CHAPTER 1

Introduction

1.1. Background

The physical phenomenon of rogue waves has become a subject of intense study
in recent years. Qualitatively, these are space-time localized bursts of wave ampli-
tude, conventionally exceeding 2.2 times the significant wave amplitude, which in
turn is defined as four times the standard deviation of the surface height for ocean
waves (see, for example [13]). An asymptotically valid mathematical model for
modulations of uniform trains of small amplitude water waves is given by the
focusing cubic nonlinear Schrödinger equation [31, 35]. After some normaliza-
tion, the uniform background wavetrain is represented by the constant solution
ψ = ψ0(x, t) ≡ 1 of the focusing cubic nonlinear Schrödinger equation in the form

(1.1) iψt +
1
2ψxx + (|ψ|2 − 1)ψ = 0.

In 1983, D. H. Peregrine found a nontrivial particular solution of this equation
now called the Peregrine breather [22], which is given explicitly by the rational
expression

ψ = ψ1(x, t) := 1− 4
1 + 2it

1 + 4x2 + 4t2
.

In the context of the model, in which the significant wave amplitude is normalized to
1, this solution fits the criterion of a rogue wave [23] in that its maximum amplitude,
achieved at (x, t) = (0, 0), is exactly |ψ1(0, 0)| = 3 > 2.2 but it converges to the
background ψ0 ≡ 1 as x and/or t tend to infinity.

In the intervening years, techniques exploiting the complete integrability of
(1.1) such as iterated Darboux transformations and the Hirota bilinear method
have been applied to obtain exact solutions that generalize ψ1(x, t) but maintain
its essential rogue-wave character. These solutions are algebraic in character, being
defined by determinants or Wronskians of arbitrary dimension that is known as the
order of the solution. At each order, new arbitrary parameters enter the solution,
and by varying them one can produce a wide variety of solutions. Various scenarios
for choosing the parameters have been explored via numerical plots; see for instance
[15]. Certain limits in the parameter space are of particular interest. For instance,
recent work of Yang and Yang [33,34] studies the situation in which the parameters
are tuned for fixed order to a limit in which the solution appears as a certain
number of increasingly isolated copies of the Peregrine solution shifted to space-
time locations that turn out to be determined in the limit from the complex roots of
special polynomials of the Yablonskii-Vorob’ev family. In this limit, the maximum
amplitude is again the same as that of ψ1(x, t) but it is simultaneously achieved
at a number of distinct points related to the order. Going in the other direction,
it is possible to select the parameters for a given order k to combine the peaks at

1
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2 1. INTRODUCTION

one point. Making this choice defines, in the terminology of [32], the fundamental
rogue wave of order k. We denote this solution by ψk(x, t).

The studies mentioned above all make use of algebraic representations of rogue
waves of order k, and the interest is primarily in dependence on parameters for
fixed k. The wave patterns are increasingly complex for larger and larger order,
and it would therefore be of some interest to study them analytically. For a long
time, attempts to study the large-k behavior of rogue wave solutions of (1.1) were
frustrated because the computational complexity of the calculation also increases
dramatically with k. However, in [6], the rogue-wave solutions were captured for
the first time in the context of a modified inverse-scattering transform for (1.1),
and this made available a representation of high-order rogue waves via a Riemann-
Hilbert problem for 2 × 2 matrices in which the order k basically appears as a
parameter. This new representation allows for an effective asymptotic analysis in
the limit k → ∞.

As the parameter k increases, the fundamental rogue wave ψk(x, t) has in-
creasing amplitude (see [7, Proposition 2] and also [1,32]). This large maximum
amplitude is achieved exactly at the origin (x, t) = (0, 0), and as a first attempt
to apply Riemann-Hilbert techniques to rogue waves, the paper [7] aimed to study
the fundamental rogue wave of order k in a small neighborhood of this amplitude
peak. It was discovered in [7] that for fixed s = (−1)k, if an integer n ∈ Z≥0 is
related to k by

(1.2) k = 2n+
1

2
(s− 1) ⇐⇒ n =

1

4
(2k + 1− s),

then s ·n−1ψk(n
−1X,n−2T ) converges as n → +∞ to a limiting function Ψ(X,T ),

the rogue wave of infinite order, that solves the focusing nonlinear Schrödinger
equation in the form iΨT + 1

2ΨXX + |Ψ|2Ψ = 0. This limiting function is a highly
transcendental solution having a number of remarkable properties described in [7],
for instance: (i) it satisfies also ordinary differential equations of Painlevé type in
the two independent variables, (ii) it has its own Riemann-Hilbert representation,
and (iii) Ψ(X,T ) → 0 for large X and T (even though ψk → 1 for large x and
t). The decay for large X is sufficient for the function Ψ(·, T ) to lie in L2(R) for
every T ∈ R, but Ψ(·, T ) 
∈ L1(R), and the decay in T is even slower. The function
Ψ(X,T ) has recently also been shown to be important in several other problems;
for the same equation it describes also high-order multiple-pole soliton solutions [4]
and self-similar focusing in the setting of weak dispersion [11,28], and for the sharp-
line Maxwell-Bloch system in characteristic coordinates it models initial/boundary
layers [18].

This Memoir is a continuation of the study [7] of high-order rogue-wave so-
lutions of the focusing nonlinear Schrödinger equation. Rather than examining
ψk(x, t) for large k in the “near-field” limit that the independent variables are small
when k is large, here we turn our attention instead to the “far-field” limit that (χ, τ )
are bounded coordinates approximately given by (x/k, t/k) (see (1.26) for a pre-
cise definition). A discussion of the qualitative features of high-order fundamental
rogue waves can be found in [7, Section 1.1]. Near the origin in the (x, t)-plane one
observes a narrow wedge-shaped region centered on each half of the x-axis contain-
ing small-amplitude oscillations and larger complementary regions centered on each
half of the t-axis containing waves of higher amplitude. In [7, Section 1.1] these
types of regions near the origin were called “channels” and “shelves” respectively.
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1.1. BACKGROUND 3

The channels and shelves were proven in [7] to have significance for the asymptotic
behavior of the rogue wave of infinite order. In this Memoir we show that the chan-
nels and shelves extend also to the far-field regime as well-defined bounded regions
in the (χ, τ )-plane that we denote by C and S respectively. While the paper [7] was
concerned with fundamental rogue waves in a neighborhood of the origin only, in
the far-field regime we also need to identify an unbounded exterior domain denoted
E . Due to symmetries to be discussed below, it is sufficient to restrict attention to
nonnegative values of χ and τ , so by definition C, S, and E will all be relatively
open pairwise disjoint subsets of the closed first quadrant, whose union excludes
only the boundary curves shown in Figure 1.1.

Figure 1.1. The first quadrant in the (χ, τ )-plane and the regions
C, S, and E . The red curve is given by (1.32) or (1.33) below. The
distinguished point (χ�, τ �) defined by (1.36) below is indicated
with a red dot. Along the blue curve, h′(λ;χ, τ ) given by (1.44)
below has a (real) double root. Important phase transitions for
high-order fundamental rogue waves occur along these curves.

As in [7], the starting point for our analysis is the following Riemann-Hilbert
problem characterizing the fundamental rogue wave of order k, k ≥ 0, which was
originally obtained in [6]. Let Σc denote a Schwarz-symmetric simple arc connecting
endpoints λ = ±i with upward orientation (the subscript “c” means “cut”; in the
context of the nonselfadjoint Zakharov-Shabat scattering problem for potentials
satisfying nonzero boundary conditions at infinity, Σc is the branch cut for the Jost
solutions of the background plane wave), let ρ : C\Σc → C be the analytic function
satisfying ρ(λ)2 = λ2 + 1 and ρ(λ) = λ + O(λ−1) as λ → ∞, and let Σ◦ denote a
Schwarz-symmetric Jordan curve with Σc in its interior and let Σ◦ have clockwise
orientation. Also, let

(1.3) Q :=
1√
2

[

1 −1
1 1

]

,
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4 1. INTRODUCTION

and let E(λ) denote the matrix function defined for λ ∈ C \ Σc by

(1.4) E(λ) := f(λ)

[

1 i(λ− ρ(λ))
i(λ− ρ(λ)) 1

]

, λ ∈ C \ Σc,

where f(λ) is the function analytic for λ ∈ C \ Σc that satisfies

(1.5) f(λ)2 =
λ+ ρ(λ)

2ρ(λ)
and f(λ) → 1 as λ → ∞.

This matrix E(λ) is analytic in its domain of definition and has unit determinant.
It is convenient to introduce a sign s = (−1)k and express the order k ∈ Z≥0 in
terms of another integer n ∈ Z≥0 and s by (1.2). Each value of n ∈ Z>0 corresponds
to two consecutive values of k, one of each parity; however n = 0 corresponds to
k = 0 only. Finally, let B(λ) denote the elementary Blaschke factor

(1.6) B(λ) :=
λ− i

λ+ i
.

In the following problem as in the rest of the Memoir, boundary values taken from
the left/right are denoted with a subscript +/−, and σ3 denotes one of the Pauli
matrices:

(1.7) σ1 :=

[

0 1
1 0

]

, σ2 :=

[

0 −i
i 0

]

, σ3 :=

[

1 0
0 −1

]

.

Riemann-Hilbert Problem 1 (Rogue wave of order k). Let (x, t) ∈ R
2 be

arbitrary parameters, and let k ∈ Z≥0. Find a 2× 2 matrix M(k)(λ;x, t) with the
following properties.

Analyticity: M(k)(λ;x, t) is analytic in λ for λ ∈ C \ (Σ◦ ∪ Σc), and it
takes continuous boundary values on Σ◦ ∪ Σc.
Jump conditions: The boundary values on the jump contour Σ◦ ∪ Σc

are related as follows:

(1.8) M
(k)
+ (λ;x, t) = M

(k)
− (λ;x, t) e2iρ+(λ)(x+λt)σ3 , λ ∈ Σc,

and
(1.9)

M
(k)
+ (λ;x, t) = M

(k)
− (λ;x, t) e−iρ(λ)(x+λt)σ3QB(λ)snσ3Q−1E(λ) eiρ(λ)(x+λt)σ3 ,

λ ∈ Σ◦,

where s = ±1 is the parity index of k, and n is given by (1.2).
Normalization: M(k)(λ;x, t) → I as λ → ∞.

The fundamental rogue wave of order k may then be obtained fromM(k)(λ;x, t)
by the limit

(1.10) ψ(x, t) = ψk(x, t) := 2i lim
λ→∞

λM
(k)
12 (λ;x, t), k ∈ Z≥0.

Indeed, it is proved in the [7, Appendix] that this function coincides with the
solution defined in terms of k × k determinants in [16]. The function ψk(x, t)
is a rational solution of the focusing nonlinear Schrödinger equation in the form
(1.1) that tends to the background solution ψ = ψ0(x, t) ≡ 1 as (x, t) → ∞ in
R2. It is this feature of simultaneous spatio-temporal localization that explains the
terminology of rogue waves for such solutions.
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1.2. REFORMULATED CHARACTERIZATION OF ROGUE WAVES 5

1.2. Reformulated characterization

of fundamental rogue waves

To describe ψk(x, t) in the far-field regime, in place of M(k)(λ;x, t), consider
the matrix P(k)(λ;x, t) defined by

(1.11) P(k)(λ;x, t) := e
1
2 itσ3M(k)(λ;x, t)

·
{

e−iρ(λ)(x+λt)σ3Qs ei(λx+λ2t)σ3 , λ inside Σ◦,

ei[λx+λ2t−ρ(λ)(x+λt)]σ3B(λ)−nσ3ω(λ)−sσ3 , λ exterior to Σ◦,

where we recall that s = ±1 is the parity index of k, where n is defined by (1.2),
and where

(1.12) ω(λ) := f(λ)(1 + i(λ− ρ(λ))).

An alternate formula for ω(λ) can be found as follows. First we observe that ω(λ)
is analytic for λ ∈ C \ Σc and satisfies ω(λ) → 1 as λ → ∞. Using (1.5) and
ρ(λ)2 = λ2 + 1, we easily calculate that

(1.13) ω(λ)4 = B(λ).

In particular, it follows from this that, recalling the upward orientation of Σc,

(1.14) ω+(λ) = iω−(λ), λ ∈ Σc.

It is easy to check that P(k)(λ;x, t) is an analytic function of λ for λ ∈ C \
Σ◦, i.e., the jump of M(k)(λ;x, t) across the cut Σc between ±i is removed by
the substitution, and no additional singularities are introduced. Since λx + λ2t −
ρ(λ)(x + λt) = − 1

2 t + O(λ−1) as λ → ∞, it follows that P(k)(λ;x, t) → I in the

same limit. One directly calculates that the jump condition satisfied by P(k)(λ;x, t)
across the closed curve Σ◦ with clockwise orientation is then

(1.15) P
(k)
+ (λ;x, t) =

P
(k)
− (λ;x, t) e−i(λx+λ2t)σ3Q−sQB(λ)snσ3Q−1E(λ)ω(λ)−sσ3B(λ)−nσ3 ei(λx+λ2t)σ3 ,

λ ∈ Σ◦.

But the eigenvalues of E(λ) are precisely ω(λ)±1 and E(λ) is diagonalized by
the constant orthogonal eigenvector matrix Q, so Q−1E(λ) = ω(λ)σ3Q−1. Us-
ing this identity as well as Q2 = −iσ2 along with (1.2) and (1.13), we see that
P(λ;x, t,G,M) = P(k)(λ;x, t) solves the following Riemann-Hilbert problem with
matrix G and positive parameter M determined from k ∈ Z≥0 by

(1.16) G := Q−s and M := n+ 1
4s =

1
2k + 1

4 , s = (−1)k.

Riemann-Hilbert Problem 2 (Reformulated problem for rogue waves). Let
(x, t) ∈ R2 and M ∈ R be arbitrary parameters, and let G be a 2 × 2 matrix sat-
isfying det(G) = 1 and G∗ = σ2Gσ2. Find a 2× 2 matrix P(λ) = P(λ;x, t,G,M)
with the following properties.

Analyticity: P(λ) is analytic in λ for λ ∈ C\Σ◦, and it takes continuous
boundary values on Σ◦.
Jump condition: The boundary values on the jump contour Σ◦ are
related as follows:

(1.17) P+(λ) = P−(λ) e
−i(λx+λ2t)σ3B(λ)Mσ3GB(λ)−Mσ3 ei(λx+λ2t)σ3 , λ ∈ Σ◦,
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6 1. INTRODUCTION

where scalar powers of the Blaschke factor B(λ) are analytic for λ ∈ C\Σc

and tend to 1 as λ → ∞.
Normalization: P(λ) → I as λ → ∞.

It follows from (1.10) and the substitution (1.11) that ψk(x, t) can be recovered
from P(k)(λ;x, t) by the formula

(1.18) ψk(x, t) = 2i e−it lim
λ→∞

λP
(k)
12 (λ;x, t).

Note that to prove Theorem 1.7 below, it will be useful to work with a limiting
case for the Jordan curve Σ◦ in which it is squeezed into a dumbbell shape; on the
“neck” of the dumbbell there is then a different form of the jump condition. See
Section 4.1.

1.3. Continuous interpolation between rogue waves

and multiple-pole solitons of arbitrary orders

Even though it is only related to fundamental rogue waves when the parameters
G and M are connected with the order k ∈ Z≥0 by (1.16), more generally it
follows from the vanishing lemma [36] that Riemann-Hilbert Problem 2 is uniquely
solvable globally in (x, t) ∈ R

2 for any M ∈ R and matrix G with det(G) = 1 and
G = σ2G

∗σ2. From the dressing method it then follows that the function

(1.19) q = q(x, t;G,M) := 2i lim
λ→∞

λP12(λ;x, t,G,M)

is a well-defined solution of the focusing nonlinear Schrödinger equation in the form1

(1.20) iqt +
1
2qxx + |q|2q = 0.

This implies, in particular, that q(x, t;G,M) provides a continuous interpolation
via solutions of (1.20) of fundamental rogue waves of different (integral) orders. The
intermediate interpolating solutions can be of independent interest. For instance,
noting that a general matrix G satisfying det(G) = 1 and G = σ2G

∗σ2 can be
written in the form

(1.21) G =
1

√

|a|2 + |b|2

[

a b∗

−b a∗

]

, a, b ∈ C, |a|2 + |b|2 > 0,

comparing with [5] one sees that if M ∈ Z>0, then q(x, t;G,M) is a multiple-
pole soliton solution of (1.20) of order 2M , which satisfies quite different boundary
conditions than do rogue waves. More generally, it is easy to see directly that the
jump matrix in Riemann-Hilbert Problem 2 is single-valued meromorphic whenever
M ∈ 1

2Z, with poles of order 2|M | at λ = ±i. This immediately allows the problem
to be reduced to the solution of a finite-dimensional linear system for all such M ,
and hence q(x, t;G, 12k) is a kth order pole soliton solution for k ∈ Z≥0. In this
way, we see that as M > 0 continuously increases, q(x, t;G,M) remains a solution
of the same equation (1.20) that satisfies zero boundary conditions for M ∈ 1

2Z≥0

and satisfies constant-amplitude nonzero boundary conditions for M ∈ 1
2Z≥0 +

1
4 .

This proves Theorem 1.1.

1Comparing (1.18) with (1.19), and taking into account that ψk(x, t) → 1 as (x, t) → ∞, one
sees that the background Stokes wave solution of (1.20) we are considering is time-dependent but
independent of x. This is a convenient choice of normalization, and solutions that are localized
perturbations of plane waves with nonzero wavenumbers (and hence finite nonzero phase velocity)
can be obtained from those considered in this Memoir by straightforward Galilean boosts.
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1.3. INTERPOLATION BETWEEN ROGUE WAVES AND SOLITONS 7

Theorem 1.1. Let G be a 2 × 2 constant matrix with det(G) = 1 and G =
σ2G

∗σ2, and let M > 0 be arbitrary. Then the function q(x, t;G,M) given in
terms of the well-defined solution of Riemann-Hilbert Problem 2 by (1.19) is a global
solution of the focusing nonlinear Schrödinger equation in the form (1.20) that is
a rogue wave of order k ∈ Z≥0 whenever M = 1

2k + 1
4 and that is a multiple-pole

soliton solution of order k for k ∈ Z≥0 whenever M = 1
2k.

This strikes us as a remarkable result. For instance, it asserts that in a precise
sense the famous Peregrine solution ψ1(x, t) can be regarded as a soliton of order
3
2 , because M = 3

4 (Peregrine) lies halfway between M = 1
2 (stationary simple-pole

soliton for zero boundary conditions) and M = 1 (stationary double-pole soliton for
zero boundary conditions). For values of M ≥ 0 corresponding to neither solitons
(M ∈ 1

2Z≥0) nor rogue waves (M ∈ 1
2Z≥0 + 1

4 ), q(x, t;G,M) satisfies the same
nonzero boundary conditions as |x| → ∞ as in the rogue-wave case, except that
the decay to the background is so slow that the difference is not even in L2(R); by
contrast it is well-known that for rogue waves the difference is in L1(R). We will
give the proof of this slow decay in a subsequent paper devoted to the study of the
solutions for general M ≥ 0.

Despite the fact that the boundary conditions are quite different, because the
solitons and rogue waves have now been placed within the same family of solutions,
they have certain properties in common. From [4,7] it is known that both types
of solutions exhibit the same asymptotic behavior in the large-M limit near the
peak amplitude point. It is not hard to generalize this result to arbitrary large M .
Indeed, choosing Σ◦ in Riemann-Hilbert Problem 2 to be a circle of radius M and
scaling (x, t) by x = M−1X and t = M−2T produces a limiting jump condition in
the Λ = M−1λ plane, leading to the following limiting Riemann-Hilbert problem.2

Riemann-Hilbert Problem 3 (Near-field limit). Let (X,T ) ∈ R
2 and let G

be a 2 × 2 matrix satisfying det(G) = 1 and G∗ = σ2Gσ2. Find a 2 × 2 matrix
P(∞)(Λ;X,T,G) with the following properties.

Analyticity: P(∞)(Λ;X,T,G) is analytic in Λ for |Λ| 
= 1, and it takes
continuous boundary values on the clockwise-oriented unit circle from the
interior and exterior.
Jump condition: The boundary values on the unit circle are related as
follows:

(1.22)

P
(∞)
+ (Λ;X,T,G) = P

(∞)
− (Λ;X,T,G) e−i(ΛX+Λ2T+2Λ−1)σ3G ei(ΛX+Λ2T+2Λ−1)σ3 ,

|Λ| = 1.

Normalization: P(∞)(Λ;X,T,G) → I as Λ → ∞.

Passage to the limit is easily justified exactly as in the proof of Theorem 1 from
[7], and yields Theorem 1.2.

Theorem 1.2 (Universal near-field asymptotic behavior). Let Ψ(X,T ;G) be
defined from Riemann-Hilbert Problem 3 by

(1.23) Ψ(X,T ;G) := 2i lim
Λ→∞

ΛP
(∞)
12 (Λ;X,T,G).

2Compare with [7, Riemann-Hilbert Problem 4] for instance.
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8 1. INTRODUCTION

Then Ψ(X,T ;G) is a global solution of iΨT + 1
2ΨXX + |Ψ|2Ψ = 0 and

(1.24) lim
M→∞

M−1q(M−1X,M−2T ;G,M) = Ψ(X,T ;G).

This result shows immediately that the same limiting behavior near the peak
in terms of a G-generalization of the rogue wave of infinite order is also valid in the
limit M → ∞ along any sequence, so the “near field” behavior is universal with
respect to M . We will show in this Memoir that this common asymptotic behavior
for the whole solution family extends to a large region of the (x, t)-plane, expanding
in size as M → +∞ at a rate proportional to M . Within this region, the large-M
asymptotic behavior of q(x, t;G,M) is rather insensitive to any particular choice of
specific unbounded and increasing sequence {Mk}∞k=1. On the other hand, in the
complementary region one sees qualitatively different asymptotic behavior along
different sequences. See Figure 1.2.

1.4. Symmetry assumptions

The function q(x, t;G,M) is obviously unaffected by any transformation of
P(λ;x, t,G,M) within the interior of Σ◦; furthermore, it is easy to see that the
form of the jump condition and the symmetry property G∗ = σ2Gσ2 are both
preserved if the latter transformation is taken to be right-multiplication by wσ3

where w is any constant with |w| = 1. Thus one sees easily that there is no loss of
generality in assuming a > 0 in the form (1.21). Under this assumption, there are
only two matrices G that build in additional useful symmetries, namely G = Q

and G = Q−1.

Proposition 1.3. For all M > 0 and arbitrary sign s = ±1,

(1.25)
q(−x, t;Q−s,M) = q(x, t;Q−s,M)

and q(x,−t;Q−s,M) = q(x, t;Q−s,M)∗.

The proof is an elementary application of the representation of q(x, t;G,M) via
Riemann-Hilbert Problem 2 and can be found in Appendix B. The specific choice
of G = Q−s with s = ±1 in Riemann-Hilbert Problem 2 makes the rogue wave (for
M = 1

2k + 1
4 and k ∈ Z≥0 with s = (−1)k) or soliton (for M = 1

2k with k ∈ Z≥0

and s = ±1 arbitrary) “fundamental” in the terminology of [32]. For rogue waves
the correlation of the sign s with the order k is important3 to fix the boundary
conditions.

This result allows us to assume, as we do for the rest of this Memoir, that x ≥ 0
and t ≥ 0.

1.5. The far-field regime

A more important justification for characterizing rogue waves and solitons via
Riemann-Hilbert Problem 2 lies in the fact that its jump condition is well-suited

3The alternation of sign in the exponent of Q−s is necessary to achieve the correct boundary
condition ψk(x, t) → 1 as (x, t) → ∞. Using Q−1 = iσ3Qi−σ3 it is easy to see that exchanging Q

for Q−1 at fixed M = 1
2
k+ 1

4
corresponds to the transformation P �→ iσ3Pi−σ3 which implies via

(1.19) that q �→ −q and hence yields a rogue wave solution satisfying ψk(x, t) → −1 as (x, t) → ∞.
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1.5. THE FAR-FIELD REGIME 9

Figure 1.2. Top row: amplitude density plots of the fundamental
rogue wave of order k = 8 (left) and a multiple-pole soliton of order
k = 8 (right). Bottom row: as in the top row, but closeup plots
showing the region (bounded by yellow curves with red vertices)
on which we prove common asymptotic behavior as k → +∞ for
both types of solutions (see Theorem 1.5 and Theorem 1.8 below).
The region of common asymptotic behavior is the union of C and
S shown in Figure 1.1 and their reflections through the coordinate
axes.

for steepest-descent asymptotic analysis in the large M > 0 regime where x and t
are proportional to M . Indeed, introducing rescaled variables by setting

(1.26) χ :=
x

M
and τ :=

t

M
,

and then defining

(1.27) ϑ(λ;χ, τ ) := χλ+ τλ2 + i log (B(λ)) ,

in which the logarithm is taken to be the principal branch (i.e., log(B(λ)) is analytic
for λ ∈ C \ Σc and log(B(λ)) → 0 as λ → ∞), we set

(1.28) S(λ;χ, τ,G,M) := P(λ;Mχ,Mτ,G,M).
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Then the jump condition for S(λ;χ, τ,G,M) on the jump contour Σ◦ reads
(1.29)

S+(λ;χ, τ,G,M) = S−(λ;χ, τ,G,M) e−iMϑ(λ;χ,τ)σ3G eiMϑ(λ;χ,τ)σ3 , λ ∈ Σ◦.

Thus the large parameter M � 1 enters only via an exponential conjugation. In
general, a solution q(x, t;G,M) of (1.20) is obtained from S(λ;χ, τ,G,M) via

(1.30) q(Mχ,Mτ ;G,M) = 2i lim
λ→∞

λS12(λ;χ, τ,G,M).

To obtain the fundamental rogue wave of order k we tie G and M to k via (1.16)
and include an additional exponential factor:
(1.31)

ψk(Mχ,Mτ ) = 2i e−iMτ lim
λ→∞

λS12(λ;χ, τ,Q
−s,M), s = (−1)k, M = 1

2k + 1
4 .

The regime in which the independent variables (x, t) are proportional to the order
k (or more generally, to the parameter M) when the latter is large is called the far-
field regime. The near-field regime where x and t are small when k or M is large
was studied for high-order multiple-pole solitons in [4] and for fundamental rogue
waves in [7]. It is important to observe that the near-field and far-field regimes
do not actually overlap. There is, however, no expectation of any new phenomena
occurring in the intermediate region; the near-field and far-field asymptotic formulæ
extend consistently to an expected overlap domain, but the conclusion of common
validity over such a domain does not follow from the proofs we will give below.

1.6. The basic exponent function ϑ(λ;χ, τ ) and the domain C
The exponent function ϑ(λ;χ, τ ) has been studied before in the context of

high-order multiple-pole soliton solutions of the focusing nonlinear Schrödinger
equation [5]; in the notation of that reference, we have ϕ(λ;χ, τ, i) = iϑ(λ;χ, τ ).
In particular, it is known that ϑ(λ;χ, τ ) has simple critical points except when
(χ, τ ) ∈ R≥0 × R≥0 are related by the equation

(1.32) 16τ4 + (8χ2 − 72χ+ 108)τ2 + χ4 − 2χ3 = 0.

Clearly we can only have τ = 0 for χ ≥ 0 if χ = 0 or χ = 2. Solving for τ2 gives

(1.33) τ2 = 1
8

[

−2χ2 + 18χ− 27± (9− 4χ)
3
2

]

.

Reality of τ2 for χ ≥ 0 requires 0 ≤ χ ≤ 9
4 . If 2 ≤ χ ≤ 9

4 , then both solutions for τ2

are nonnegative. The values of τ2 coincide only at the upper endpoint χ = 9
4 with

common value τ2 = 27
64 , and at the lower endpoint χ = 2 the smaller value of τ2

changes sign. On the interval 0 ≤ χ < 2, only the branch of τ2 with the “+” sign
in (1.33) is nonnegative (and strictly positive except at the lower endpoint χ = 0).
Counting with multiplicity, ϑ(λ;χ, τ ) has three critical points for τ 
= 0, two critical
points for τ = 0 and χ > 0, and no critical points for τ = χ = 0. The critical points
λ satisfy the cubic equation

(1.34) 2τλ3 + χλ2 + 2τλ+ χ− 2 = 0,

and having real coefficients the roots are in general either all real or form a conjugate
pair and an isolated real root. However, in the special case that τ = 0 and 0 ≤
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1.7. MODIFICATION OF ϑ(λ;χ, τ) AND THE REGIONS S AND E 11

χ ≤ 2, there are only two roots, and the critical points are exactly the opposite real
numbers

(1.35) λ = ±
√

2

χ
− 1, 0 ≤ χ ≤ 2, τ = 0.

It follows that the graphs of the positive square roots of the positive branches of
(1.33) border a bounded and relatively open subset C of the quadrant (χ, τ ) ∈
R≥0 × R≥0 such that (χ, τ ) ∈ C implies that all critical points of ϑ(λ;χ, τ ) are
real and distinct. In [5] C is called the “algebraic-decay region”. The same graphs
border on the exterior an unbounded and relatively open subset of R≥0 × R≥0 on
which ϑ(λ;χ, τ ) has a conjugate pair of critical points with nonzero imaginary part.
The boundary of C (shown with a red curve in Figure 1.1) defined by the relation
(1.32) or (1.33) is smooth except for one point (χ�, τ �) with coordinates

(1.36) (χ�, τ �) :=
(

9
4 ,

3
√
3

8

)

.

Although it plays no role in the analysis of high-order fundamental rogue waves,
on the exterior of C there is a distinguished curve emanating from (χ�, τ �) that we
denote by �sol along which the level set Re(iϑ(λ;χ, τ )) = 0 is connected. This curve
is determined by the condition

(1.37) �sol : Re

(
∫

Γ

iϑ′(λ;χ, τ ) dλ

)

= 0,

where Γ is any Schwarz-symmetric contour avoiding λ = ±i and having endpoints
equal to the complex-conjugate critical points of ϑ(λ;χ, τ ). The curve �sol is shown
in Figure 1.3 below; it is important in the asymptotic description of q(x, t;G,M)
for large M 
∈ 1

2Z≥0 +
1
4 . It is easy to see from (1.37) that �sol is an unbounded

curve with asymptotic behavior χ = ln(τ ) +O(1) as τ → ∞.

1.7. Genus-zero modification of ϑ(λ;χ, τ )
and the regions S and E

When (χ, τ ) ∈ (R≥0×R≥0)\C it will be necessary to modify the phase ϑ(λ;χ, τ )
with a genus-zero g-function. Let Σg be a Schwarz-symmetric sub-arc of the jump
contour for S(λ;χ, τ,G,M) with complex-conjugate endpoints λ0(χ, τ ) = A(χ, τ )+
iB(χ, τ ) and λ0(χ, τ )

∗ = A(χ, τ ) − iB(χ, τ ), and let g(λ;χ, τ ) be bounded and
analytic for λ ∈ C \ Σg with g(λ;χ, τ ) → 0 as λ → ∞. Consider the matrix
T(λ;χ, τ,G,M) defined in terms of g and S(λ;χ, τ,G,M) by the formula

(1.38) T(λ;χ, τ,G,M) := S(λ;χ, τ,G,M) eiMg(λ;χ,τ)σ3.

Then using (1.29), we see that on the jump contour we have

(1.39) T+(λ;χ, τ,G,M) = T−(λ;χ, τ,G,M) e−iMh−(λ;χ,τ)σ3G eiMh+(λ;χ,τ)σ3 ,

where

(1.40) h(λ;χ, τ ) := ϑ(λ;χ, τ ) + g(λ;χ, τ ), λ ∈ C \ (Σg ∪ Σc)

is the modification of ϑ(λ;χ, τ ) referred to in the section title. We impose the
additional condition that the sum of boundary values h+(λ;χ, τ ) + h−(λ;χ, τ ) is
independent of λ ∈ Σg, which simplifies the jump condition (1.39) for λ ∈ Σg ⊂
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12 1. INTRODUCTION

Σ◦. Thus, h′(λ;χ, τ ) is analytic for λ ∈ C \ (Σg ∪ {i,−i}), satisfies h′
+(λ;χ, τ ) +

h′
−(λ;χ, τ ) = 0 on Σg, has simple poles inherited from ϑ′(λ;χ, τ ) at λ = ±i with

(1.41) Res
λ=±i

h′(λ;χ, τ ) = ±i,

and has the large-λ expansion

(1.42) h′(λ;χ, τ ) = 2τλ+ χ+O(λ−2), λ → ∞.

Letting R(λ;χ, τ ) be the analytic function for λ ∈ C \ Σg satisfying

R(λ;χ, τ )2 = (λ− λ0(χ, τ ))(λ− λ0(χ, τ )
∗)

= (λ−A(χ, τ ))2 +B(χ, τ )2, and R(λ;χ, τ ) = λ+O(1) as λ → ∞,

(1.43)

it follows that h′(λ;χ, τ ) necessarily has the form

(1.44) h′(λ;χ, τ ) =
2τλ2 + u(χ, τ )λ+ v(χ, τ )

λ2 + 1
R(λ;χ, τ ),

where A(χ, τ ) ∈ R, B(χ, τ )2 > 0, u(χ, τ ) ∈ R, and v(χ, τ ) ∈ R are to be determined
(uniquely, see Section 3.1) so that h′(λ;χ, τ ) has the desired residues (1.41) and
large-λ expansion (1.42). This determination also places conditions on the location
of the branch cut Σg relative to the points λ = ±i; see Remark 3.2.

It turns out that the boundary curve (1.32) reappears in the analysis of the
modified phase function h(λ;χ, τ ) as the condition that B(χ, τ )2 = 0. In other
words, the roots of R(λ;χ, τ )2 form a well-defined conjugate pair for all (χ, τ ) in the
part of the first quadrant complementary to the domain C on which the unmodified
phase ϑ(λ;χ, τ ) has three real critical points, and both A(χ, τ ) and B(χ, τ ) > 0
are real analytic functions of (χ, τ ) ∈ (R≥0 × R≥0) \ C. It is easy to show from the
construction of h′(λ;χ, τ ) in Section 3.1 that if one introduces polar coordinates via
χ = r cos(θ) and τ = r sin(θ), then A(χ, τ ) ± iB(χ, τ ) → ±i as r → ∞ uniformly
with respect to θ. Also, A(χ, τ )± iB(χ, τ ) → ∞ as (χ, τ ) → 0 from (R≥0×R≥0)\C.

In the study of high-order multiple-pole soliton solutions of the focusing nonlin-
ear Schrödinger equation carried out in [5], the region in the first quadrant outside
of C is divided into three complementary sub-regions:

• A bounded region called the “nonoscillatory region” in [5] that coincides
with S. Here, a modified phase function of genus zero as described above
is needed to analyze the solution.

• An unbounded region above the curve �sol (see (1.37)) that is called the
“oscillatory region” in [5]. Here, a more complicated modified phase func-
tion of genus one is needed instead.

• An unbounded region below the curve �sol that is called the “exponential-
decay region” in [5]. Here, the native phase function ϑ(λ;χ, τ ) suffices to
analyze the solution.

The rogue wave problem is simpler in that the same genus-zero phase function
h(λ;χ, τ ) suffices to control the large-k asymptotics in all three of these regions.
However for (χ, τ ) ∈ S, (i) an additional O(1) contribution to the phase appears
in the leading term and (ii) the higher-order correction takes a different form than
on the other two regions (which together form E). This latter effect is observable
in plots for finite order k, which display a distinctive pattern of small-amplitude
interfering waves on S; no such pattern appears on E .
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1.7. MODIFICATION OF ϑ(λ;χ, τ) AND THE REGIONS S AND E 13

The domain S abuts the domain C along the curve given by (1.33) taken with
the “+” sign, and the other part of ∂S in the first quadrant consists of a curve
connecting the point (χ�, τ �) defined in (1.36) with (0, 1). While on the interior of
S the roots of the quadratic factor in the numerator of (1.44) are real and distinct,
denoted by a(χ, τ ) < b(χ, τ ), the quadratic discriminant vanishes on this second
boundary curve, which is shown in blue in Figure 1.1.

Upon exiting S through that curve, we enter the region E defined by E =
(R≥0 × R≥0) \ C ∪ S and the roots of the quadratic factor become a complex-
conjugate pair. There is one additional unbounded curve emanating from (χ�, τ �)
into E along which the discriminant vanishes again. Crossing this curve (the blue
curve denoted �trig in Figure 1.3) toward the χ-axis, the roots of the quadratic
factor become real once again. We refer to the two components of E separated
by �trig as Eχ (the component abutting the positive χ-axis for χ > 2) and Eτ (the
component abutting the positive τ -axis for τ > 1). The roots of the quadratic
factor 2τλ2 + u(χ, τ )λ+ v(χ, τ ) appearing in (1.44) are real when (χ, τ ) ∈ Eχ ∪ S
and form a complex-conjugate pair when (χ, τ ) ∈ Eτ . See Figure 1.3.

Figure 1.3. The exterior domain E is divided into Eχ (shaded)
and Eτ along a second branch of the curve where the quadratic
discriminant u(χ, τ )2 − 8τv(χ, τ ) vanishes (the first branch is the
curve separating S from E). The unbounded branch separating
Eχ from Eτ is denoted �trig and, like �sol ⊂ Eτ , it plays a role in
the asymptotic behavior of q(x, t;G,M) for large general M . We

show in Section 3.2 below that the straight line χ =
√
8τ is an

asymptote for �trig when (χ, τ ) are large.

Remark 1.4. Although the bounded domain S coincides exactly with the “non-
oscillatory region” identified in [5], Figure 1.3 clearly illustrates the fact that the
curve �trig separating Eτ from Eχ is not the same as the curve �sol separating the
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14 1. INTRODUCTION

two unbounded components of E identified in [5] (the “oscillatory region” and the
“exponential-decay region”) that are relevant for the study of q(x, t;G,M) for large
M ∈ 1

2Z≥0.

The significance of the three regions C, S, and E for high-order fundamental
rogue waves can be seen in Figure 1.4.

Figure 1.4. Density plots of |ψk(Mχ,Mτ )| with the region
boundaries superimposed for k = 8 and M = 4.25 (left), for k = 16
and M = 8.25 (center), and for k = 32 and M = 16.25 (right).

1.8. Results

1.8.1. Asymptotic behavior of q(x, t;Q−s,M) and fundamental rogue

waves for (χ, τ ) ∈ C. Recall from Section 1.6 that when (χ, τ ) ∈ C, the phase
ϑ(λ;χ, τ ) defined in (1.27) has only real and simple critical points. When also
τ = 0, there are precisely two of them, given by (1.35). We denote the unique
continuation of these critical points to the domain C by a = a(χ, τ ) and b = b(χ, τ )
with a < b. For τ 
= 0 there is a third critical point born from λ = ∞, with leading
asymptotic λ = −χ/(2τ ) + O(1) as τ → 0. Hence this critical point lies to the left
of λ = a as χ > 0 and τ ≥ 0 both hold throughout C. This third critical point
merges with λ = a as (χ, τ ) → ∂S ∩ ∂C from within C. As for the other arc of ∂C,
in the limit (χ, τ ) → ∂E ∩ ∂C from within C, λ = a and λ = b coalesce. For M > 0,

define real phases Θ
[C]
a (χ, τ ;M) and Θ

[C]
b (χ, τ ;M) by

Θ[C]
a (χ, τ ;M) := MΦ[C]

a (χ, τ )− ln(M)
ln(2)

2π
+ η[C]a (χ, τ ),

Θ
[C]
b (χ, τ ;M) := MΦ

[C]
b (χ, τ ) + ln(M)

ln(2)

2π
+ η

[C]
b (χ, τ ),

(1.45)

in which, noting that ϑ(a(χ, τ );χ, τ ) and ϑ(b(χ, τ );χ, τ ) are both real,

Φ[C]
a (χ, τ ) := −2ϑ(a(χ, τ );χ, τ ),

Φ
[C]
b (χ, τ ) := −2ϑ(b(χ, τ );χ, τ )

(1.46)

and, noting that ϑ′′(a(χ, τ );χ, τ ) < 0 and ϑ′′(b(χ, τ );χ, τ ) > 0 (derivatives with
respect to λ),

η[C]a (χ, τ ) := − ln(2)

2π
ln
(

−(b(χ, τ )− a(χ, τ ))2ϑ′′(a(χ, τ );χ, τ )
)

− ln(2)2

2π
− 1

4
π + arg

(

Γ

(

i ln(2)

2π

))

,

η
[C]
b (χ, τ ) :=

ln(2)

2π
ln
(

(b(χ, τ )− a(χ, τ ))2ϑ′′(b(χ, τ );χ, τ )
)

+
ln(2)2

2π
+

1

4
π − arg

(

Γ

(

i ln(2)

2π

))

.

(1.47)
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Also, define two positive amplitudes by

F [C]
a (χ, τ ) :=

√

− ln(2)

πϑ′′(a(χ, τ );χ, τ )
,

F
[C]
b (χ, τ ) :=

√

ln(2)

πϑ′′(b(χ, τ );χ, τ )
.

(1.48)

Our first result is then Theorem 1.5.

Theorem 1.5 (Far-field asymptotics of q(x, t;Q−s,M) for (χ, τ ) ∈ C). Let
s = ±1 be arbitrary. Then, as M → +∞ through an arbitrary sequence of values,

q(Mχ,Mτ ;Q−s,M) = L
[C]
s (χ, τ ;M) +O(M− 3

2 ), where

(1.49) L
[C]
s (χ, τ ;M) := sM− 1

2

[

F [C]
a (χ, τ ) eiΘ

[C]
a (χ,τ ;M) + F

[C]
b (χ, τ ) eiΘ

[C]
b

(χ,τ ;M)
]

,

and where the error term is uniform for (χ, τ ) in any compact subset of C.
We present the proof in Chapter 2. Note that as this result allows for M to

take any positive values tending to +∞, it describes both high-order multiple-pole
soliton solutions and fundamental rogue waves over the same domain C (as well
as many other families of solutions interpolating between the two types); hence C
with its reflections in the coordinate axes forms a component of the region bounded
by the yellow curves in Figure 1.2. For the high-order multiple-pole soliton case
corresponding to large M ∈ 1

2Z≥0, it implies one of the results in [5], although we

sharpen the error estimate from O(M−1) to O(M− 3
2 ). For the rogue-wave case of

most interest to us here, we need to correlate the values of M and the index s to
the order k and include an additional exponential factor.

Corollary 1.6. The fundamental rogue wave of order k ∈ Z>0 satisfies

ψk(Mχ,Mτ ) = L
[C]
k (χ, τ ) +O(k−

3
2 ), where

(1.50) L
[C]
k (χ, τ ) := e−iMτ

L
[C]
s (χ, τ ;M), s = (−1)k, M = 1

2k + 1
4 ,

in which L
[C]
s (χ, τ ;M) is given by (1.49) and where the error term is uniform for

(χ, τ ) in any compact subset of C.
When τ = 0, the two oscillations in the leading term have a common amplitude,

and the formula simplifies further. Indeed,

(1.51)

L
[C]
k (χ, 0) =

√

ln(2)

πM

2

χ
3
4 (2− χ)

1
4

cos

(

2MF (χ)− ln(2)

2π
ln(M)− Ω(χ) + Φ0

)

,

0 < χ < 2,

where

(1.52)

F (χ) := χ

√

2

χ
− 1 + π − 2 tan−1

(
√

2

χ
− 1

)

,

Ω(χ) :=
ln(2)

π
ln(χ) +

3 ln(2)

2π
ln

(
√

2

χ
− 1

)

,

and

(1.53) Φ0 :=

(

k − 1

4

)

π − 3 ln(2)2

2π
+ arg

(

Γ

(

i ln(2)

2π

))

.
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16 1. INTRODUCTION

1.8.2. Asymptotic behavior of fundamental rogue waves for (χ, τ ) ∈ E.
Unlike the analysis for (χ, τ ) ∈ C, our next result pertains to fundamental rogue
waves only, i.e., we cannot allow M to tend to ∞ in an arbitrary fashion without
making substantial modifications that are beyond the scope of this work. Let γ(χ, τ )
be defined on E by

(1.54) γ(χ, τ ) := χA(χ, τ ) + τ (A(χ, τ )2 − 1
2B(χ, τ )2)

+ i

∫ λ0(χ,τ)
∗

−i

dλ

R(λ;χ, τ )
+ i

∫ i

λ0(χ,τ)

dλ

R(λ;χ, τ )
,

in which the path of integration in each integral is arbitrary in the part of the
upper/lower half-plane complementary to Σg. (In practice, to compute γ(χ, τ ) for
χ > 0 in E it suffices to let R(λ;χ, τ ) have a vertical branch cut connecting λ0(χ, τ )
and λ0(χ, τ )

∗; recall that A(χ, τ ) = Re(λ0(χ, τ )) and B(χ, τ ) = Im(λ0(χ, τ )).)

Theorem 1.7 (Far-field asymptotics of ψk(x, t) for (χ, τ ) ∈ E). The funda-

mental rogue wave ψk(x, t) of order k ∈ Z>0 satisfies ψk(Mχ,Mτ ) = L
[E]
k (χ, τ ) +

O(k−1), where

(1.55) L
[E]
k (χ, τ ) := B(χ, τ ) e−iMτ e−2iMγ(χ,τ), M = 1

2k + 1
4 ,

and where the error term is uniform for (χ, τ ) in compact subsets of E .
This result shows a marked difference between high-order fundamental rogue

waves and high-order soliton solutions of the focusing nonlinear Schrödinger equa-
tion. Indeed, for (χ, τ ) ∈ E , fundamental rogue waves behave like a slowly modu-
lated plane-wave solution of the same equation. By contrast, high-order multiple-
pole solitons behave like a slowly-modulated elliptic function solution or decay
exponentially to zero on complementary subregions of E separated by the curve
�sol [5]. It is not difficult to show that γ(χ, τ ) + 1

2τ → 0 as (χ, τ ) → ∞ in E . In
conjunction with the fact that A(χ, τ ) ± iB(χ, τ ) → ±i as (χ, τ ) → ∞ in E , this
shows that the leading term L

[E]
k (χ, τ ) tends to the background solution ψ0 ≡ 1 as

(χ, τ ) → ∞ in E , a result that is consistent with the known asymptotic ψk(x, t) → 1
as (x, t) → ∞ in R2, although our proof of Theorem 1.7 as given in Chapter 4 does
not allow (χ, τ ) to become unbounded.

It is also worth noting that the leading term L
[E]
k (χ, τ ) becomes explicit if τ = 0.

Indeed, using (3.10) below, one sees that A(χ, 0) = 0 and B(χ, τ )2 = 1 − 4/χ2 for
χ > 2, and hence also from (1.54) one obtains γ(χ, 0) = 0. Therefore,

(1.56) L
[E]
k (χ, 0) =

√

1− 4

χ2
, χ > 2,

a formula that, in light of Theorem 1.7, describes precisely how ψk(Mχ, 0) rises from

being small of size k−
1
2 for 0 < χ < 2 (as given in Corollary 1.6 and (1.51)–(1.53))

to ultimately approach the unit background value for large χ.

1.8.3. Asymptotic behavior of q(x, t;Q−s,M) and fundamental rogue

waves for (χ, τ ) ∈ S. The next results again allow M to become large in an
arbitrary fashion, and they concern the asymptotic description of q(x, t;Q−s,M)
for rescaled coordinates (χ, τ ) ∈ S. An obvious feature of the plots shown in
Figure 1.4 as well as similar plots of high-order multiple-pole solitons [5] is that
in the domain S there are evidently amplitude oscillations of small (on the scale

Licensed to Univ of Cincinnati.  Prepared on Sun Aug 11 17:40:58 EDT 2024for download from IP 132.174.253.141.



1.8. RESULTS 17

of χ and τ ) wavelength and period. To capture these oscillations it is necessary
to include both a leading term and a first error term in an asymptotic formula for
q(x, t;Q−s,M). To formulate our result, we first define some quantities. Recall that
for (χ, τ ) ∈ S, the function h′(λ;χ, τ ) has two real simple zeros a(χ, τ ) < b(χ, τ ),
as well as a conjugate pair A(χ, τ ) ± iB(χ, τ ) of branch points. For such (χ, τ )
we assume that the Schwarz-symmetric logarithmic branch cut Σc connecting ±i
with upward orientation crosses the real axis at a unique point between a(χ, τ ) and
b(χ, τ ). First, set
(1.57)

κ(χ, τ ) := χA(χ, τ ) + τ (A(χ, τ )2 − 1
2B(χ, τ )2) + i

∫

Σc

dλ

R(λ;χ, τ )
, (χ, τ ) ∈ S,

which is well defined under the assumption that the path of integration Σc lies to
the right of the Schwarz-symmetric branch cut Σg of R, which we assume crosses
the real axis only at λ = a(χ, τ ). Then define

(1.58) μ(χ, τ ) :=
ln(2)

2π

∫ b(χ,τ)

a(χ,τ)

dλ

R(λ;χ, τ )
> 0,

where the integration is on the real line where the integrand is strictly positive.
Next, we set
(1.59)

Ka(χ, τ ) :=
ln(2)

π

|a(χ, τ )− λ0(χ, τ )|
2πi

∫

C

log

(

λ− a(χ, τ )

λ− b(χ, τ )

)

dλ

R(λ;χ, τ )(λ− a(χ, τ ))

and
(1.60)

Kb(χ, τ ) :=
ln(2)

π

|b(χ, τ )− λ0(χ, τ )|
2πi

∫

C

log

(

λ− a(χ, τ )

λ− b(χ, τ )

)

dλ

R(λ;χ, τ )(λ− b(χ, τ ))
,

where the contour C lies to the left of Σg with the same endpoints and orientation,
and where the logarithm is cut on the real line in [a(χ, τ ), b(χ, τ )] and tends to zero

as λ → ∞. Now we define real phases Θ
[S]
a (χ, τ ;M) and Θ

[S]
b (χ, τ ;M) by (compare

with (1.45))

Θ[S]
a (χ, τ ;M) := MΦ[S]

a (χ, τ )− ln(M)
ln(2)

2π
+ η[S]

a (χ, τ )

Θ
[S]
b (χ, τ ;M) := MΦ

[S]
b (χ, τ ) + ln(M)

ln(2)

2π
+ η

[S]
b (χ, τ )

(1.61)

in which, noting that h−(a(χ, τ );χ, τ ) and h(b(χ, τ );χ, τ ) are both real and com-
paring with (1.46),

Φ[S]
a (χ, τ ) := −2h−(a(χ, τ );χ, τ )

Φ
[S]
b (χ, τ ) := −2h(b(χ, τ );χ, τ )

(1.62)
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18 1. INTRODUCTION

and, noting that h′′
−(a(χ, τ );χ, τ ) < 0 and h′′(b(χ, τ );χ, τ ) > 0 and comparing with

(1.47),

η[S]
a (χ, τ ) := − ln(2)

2π
ln
(

−(b(χ, τ )− a(χ, τ ))2h′′
−(a(χ, τ );χ, τ )

)

− ln(2)2

2π
− 1

4
π + arg

(

Γ

(

i ln(2)

2π

))

,

η
[S]
b (χ, τ ) :=

ln(2)

2π
ln
(

(b(χ, τ )− a(χ, τ ))2h′′(b(χ, τ );χ, τ )
)

+
ln(2)2

2π
+

1

4
π − arg

(

Γ

(

i ln(2)

2π

))

.

(1.63)

We also define additional real phases by

δa(χ, τ ) := π − 2(Ka(χ, τ ) + μ(χ, τ )),

δb(χ, τ ) := −2(Kb(χ, τ ) + μ(χ, τ )).
(1.64)

By analogy with (1.48) define positive amplitudes by

F [S]
a (χ, τ ) :=

√

− ln(2)

πh′′
−(a(χ, τ );χ, τ )

,

F
[S]
b (χ, τ ) :=

√

ln(2)

πh′′(b(χ, τ );χ, τ )
.

(1.65)

Finally, define four positive modulation factors with range [0, 1] by

m±
a (χ, τ ) :=

1
2 (1± cos (arg (a(χ, τ )− λ0(χ, τ )))) ,

m±
b (χ, τ ) :=

1
2 (1± cos (arg (b(χ, τ )− λ0(χ, τ )))) .

(1.66)

Our main result for the region S is then Theorem 1.8.

Theorem 1.8 (Far-field asymptotics of q(x, t;Q−s,M) for (χ, τ ) ∈ S). Let
s = ±1 be arbitrary. Then, as M → +∞ through an arbitrary sequence of values,

q(Mχ,Mτ ;Q−s;M) = L
[S]
s (χ, τ ;M) +S

[S]
s (χ, τ ;M) +O(M−1), where

(1.67) L
[S]
s (χ, τ ;M) := B(χ, τ ) e−2i(Mκ(χ,τ)+μ(χ,τ)+ 1

4 sπ),

and

S
[S]
s (χ, τ ;M)(1.68)

:= sM− 1
2

[

m+
a (χ, τ ) e

iδa(χ,τ)F [S]
a (χ, τ ) eiΘ

[S]
a (χ,τ ;M)

+m+
b (χ, τ ) e

iδb(χ,τ)F
[S]
b (χ, τ ) eiΘ

[S]
b

(χ,τ ;M)

−m−
a (χ, τ ) e

−iδa(χ,τ)F [S]
a (χ, τ ) e−i[Θ[S]

a (χ,τ ;M)+4Mκ(χ,τ)+4μ(χ,τ)]

−m−
b (χ, τ ) e

−iδb(χ,τ)F
[S]
b (χ, τ ) e−i[Θ

[S]
b

(χ,τ ;M)+4Mκ(χ,τ)+4μ(χ,τ)]
]

,

and where the error term is uniform for (χ, τ ) in any compact subset of S.

This result therefore provides both a leading term L
[S]
s (χ, τ ;M) (which in the

case of high-order multiple-pole solitons with M ∈ Z>0 was obtained in [5]) and

a sub-leading term S
[S]
s (χ, τ ;M). As with Theorem 1.5, this result applies to the

full family of solutions including both solitons and rogue waves, and hence S with
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1.8. RESULTS 19

its reflections in the coordinate axes forms the remaining components of the region
bounded by the yellow curves in Figure 1.2. To write the formula in the rogue
wave case requires just cosmetic modification; the analogue of Corollary 1.6 when
(χ, τ ) ∈ S is Corollary 1.9.

Corollary 1.9. The fundamental rogue wave of order k ∈ Z>0 satisfies

ψk(Mχ,Mτ ) = L
[S]
k (χ, τ ) + S

[S]
k (χ, τ ) +O(k−1), where

L
[S]
k (χ, τ ) := e−iMτ

L
[S]
s (χ, τ ;M), S

[S]
k (χ, τ ) := e−iMτ

S
[S]
s (χ, τ ;M),(1.69)

s = (−1)k, M = 1
2k + 1

4 ,

in which L
[S]
s (χ, τ ;M) and S

[S]
s (χ, τ ;M) are given by (1.67) and (1.68) respectively,

and where the error term is uniform for (χ, τ ) in any compact subset of S.

The first correction on the domain S resolves the obvious oscillations visible
in plots of high-order multiple-pole soliton solutions [5] and in plots of high-order
fundamental rogue waves such as those shown in Figure 1.4. On two-dimensional
plots such as these, one observes that these fluctuations form a highly-regular in-
terference pattern. To see how Theorem 1.8 yields such a pattern, we can rewrite

the combination L
[S]
s (χ, τ ;M)+S

[S]
s (χ, τ ;M) in a different form by factoring out a

phase factor, which has the effect of producing some symmetry in the four phases
present in (1.68). Therefore, using s = ±1, we write:

L
[S]
s (χ, τ ;M)

(1.70)

+S
[S]
s (χ, τ ;M) = s e−2iφ(χ,τ ;M)

[

− iB(χ, τ )

+M− 1
2

(

m+
a (χ, τ )F

[S]
a (χ, τ ) eiφa(χ,τ ;M) −m−

a (χ, τ )F
[S]
a (χ, τ ) e−iφa(χ,τ ;M)

+m+
b (χ, τ )F

[S]
b (χ, τ ) eiφb(χ,τ ;M) −m−

b (χ, τ )F
[S]
b (χ, τ ) e−iφb(χ,τ ;M)

)]

,

in which

φ(χ, τ ;M) := Mκ(χ, τ ) + μ(χ, τ ),

φa(χ, τ ;M) := Θ[S]
a (χ, τ ;M) + 2Mκ(χ, τ ) + δa(χ, τ ) + 2μ(χ, τ ),

φb(χ, τ ;M) := Θ
[S]
b (χ, τ ;M) + 2Mκ(χ, τ ) + δb(χ, τ ) + 2μ(χ, τ ).

(1.71)

Using the fact that m+
a (χ, τ ) + m−

a (χ, τ ) = m+
b (χ, τ ) + m−

b (χ, τ ) = 1 to expand
the square modulus of the right-hand side of (1.70) through terms proportional to

M− 1
2 , and combining with Theorem 1.8 then gives Corollary 1.10.

Corollary 1.10. Let s = ±1 be arbitrary. Then as M → +∞ through an
arbitrary sequence of values,
(1.72)
|q(Mχ,Mτ ;Q−s,M)|2

=B(χ, τ )2−2M− 1
2B(χ, τ )

[

F [S]
a (χ, τ ) sin(φa(χ, τ ;M))+F

[S]
b (χ, τ ) sin(φb(χ, τ ;M))

]

+O(M−1),

where the error is uniform for (χ, τ ) in compact subsets of S.
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20 1. INTRODUCTION

Since |q|2 = |ψk|2 when s = (−1)k and M = 1
2k + 1

4 , this result explains the
interference pattern seen in amplitude plots of high-order fundamental rogue waves
such as in [7, Figure 2] and in Figure 1.4 of this Memoir. However, as it is valid
for arbitrary M → +∞, the same formula also explains the similar patterns ob-
served in plots of kth-order pole solitons for M = 1

2k large such as can be found
in [4,5]. It is equally valid for all other increasing sequences of M -values that do
not correspond to either type of solution. Corollary 1.10 shows that for (χ, τ ) ∈ S,
the squared modulus of q(Mχ,Mτ ;Q−s,M) consists of a slowly-varying “shelf” of

size O(1) and a rapidly-varying perturbation proportional to M− 1
2 . To leading or-

der, this perturbation is a superposition of two sine functions with different phases
φa(χ, τ ;M) and φb(χ, τ ;M) whose derivatives are large for M � 1 due to the pres-
ence of the terms 2M [κ(χ, τ )− h−(a(χ, τ );χ, τ )] and 2M [κ(χ, τ )− h(b(χ, τ );χ, τ )]

respectively, see (1.61), (1.62), and (1.71). Since F
[S]
a (χ, τ ) and F

[S]
b (χ, τ ) are both

positive, the two terms proportional to M− 1
2 in (1.72) are individually maximized

when φa(χ, τ ;M) ∈ (− 1
2 + 2Z)π and where φb(χ, τ ;M) ∈ (− 1

2 + 2Z)π, each condi-
tion of which produces a (M -dependent) system of curves that can be plotted over
the region S in the (χ, τ )-plane. Provided that ∇φa(χ, τ ;M) and ∇φb(χ, τ ;M)
are linearly-independent vectors near a given point (χ, τ ) ∈ S, the two systems of
maximizing curves will intersect each other transversely and there will be isolated
local maxima of |q|2 that form a locally-regular parallelogram lattice of increasing
density as M → +∞. When M > 0 is large, the gradient vectors of the phases
φa(χ, τ ;M) and φb(χ, τ ;M) are dominated by the terms proportional to M . Then,
since in the limit that (χ, τ ) approaches the common boundary of S and E the
real critical points a(χ, τ ) < b(χ, τ ) coalesce, one can see that these leading terms
coincide at the boundary curve, implying that the systems of maximizing curves
nearly coincide at this boundary of S. Therefore, in this limit, the lattice of local
maxima degenerates into a pattern of stripes instead, such as can be seen along the
blue curves in Figure 1.4. For high-order multiple-pole solitons, the stripes in the
square modulus |q|2 grow as (χ, τ ) exits S and form a pattern of O(1) amplitude
waves that are modeled by an elliptic function in the “oscillatory region” that is
the proper subset of E abutting S and lying above the curve �sol [5]; for high-order
fundamental rogue waves the stripes instead decay away as (χ, τ ) exits S, leaving
only the slowly-varying background amplitude B(χ, τ ) > 0 as described on the
whole of E by Theorem 1.7. See also Figure 1.2.

As a final corollary of Theorem 1.8, we present a space-time localized asymp-
totic formula for q(Mχ,Mτ ;Q−s,M).

Corollary 1.11. Let s = ±1 be arbitrary, and fix (χ0, τ0) ∈ S. Then, as
M → +∞ through an arbitrary sequence of values,

(1.73) q(Mχ0 +∆x,Mτ0 +∆t;Q−s,M)

= Q(∆x,∆t)
(

1 +M− 1
2 (pa(∆x,∆t) + pb(∆x,∆t))

)

+O(M−1)

holds uniformly for bounded (∆x,∆t), where

(1.74) Q(∆x,∆t) := A ei(ξ0∆x−Ω0∆t), A := −is e−2iφ(χ0,τ0;M)B(χ0, τ0),
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and

pa(∆x,∆t) := i
F

[S]
a (χ0, τ0)

B(χ0, τ0)

[

m+
a (χ0, τ0) e

iφa(χ0,τ0;M) ei(ξa∆x−Ωa∆t)

−m−
a (χ0, τ0) e

−iφa(χ0,τ0;M) e−i(ξa∆x−Ωa∆t)
]

,

pb(∆x,∆t) := i
F

[S]
b (χ0, τ0)

B(χ0, τ0)

[

m+
b (χ0, τ0) e

iφb(χ0,τ0;M) ei(ξb∆x−Ωb∆t)

−m−
b (χ0, τ0) e

−iφb(χ0,τ0;M) e−i(ξb∆x−Ωb∆t)
]

,

(1.75)

in which real local wavenumbers are defined by

ξ0 := −2κχ(χ0, τ0),

ξa := 2(κχ(χ0, τ0)− hχ−(a(χ0, τ0);χ0, τ0)),

ξb := 2(κχ(χ0, τ0)− hχ(b(χ0, τ0);χ0, τ0)),

(1.76)

and real local frequencies are defined by

Ω0 := 2κτ (χ0, τ0),

Ωa := −2(κτ (χ0, τ0)− hτ−(a(χ0, τ0);χ0, τ0)),

Ωb := −2(κτ (χ0, τ0)− hτ (b(χ0, τ0);χ0, τ0)).

(1.77)

Moreover, Q(∆x,∆t) is a plane-wave solution of the focusing nonlinear Schrödinger
equation in the form

(1.78) iQ∆t +
1
2Q∆x∆x + |Q|2Q = 0,

and both pa(∆x,∆t) and pb(∆x,∆t) are particular plane-wave solutions of the for-
mal linearization of (1.78) about Q(∆x,∆t) written in the frame rotating with the
phase of that solution:

(1.79) ip∆t + iξ0p∆x + 1
2p∆x∆x + |A|2(p+ p∗) = 0.

The relative wavenumbers ξa and ξb also satisfy the inequalities

(1.80) ξ2a > 4|A|2 and ξ2b > 4|A|2.

Note that in defining the local wavenumbers and frequencies, it makes no
difference whether one first evaluates h(λ;χ, τ ) at λ = b(χ, τ ) or h−(λ;χ, τ ) at
λ = a(χ, τ ) ∈ Σg and then differentiates with respect to χ or τ , or the other way
around. This is because λ = a(χ, τ ) and λ = b(χ, τ ) are the roots of the quadratic
factor in the numerator of (1.44).

The well-known theory of plane-wave solutions of the focusing nonlinear Schrö-
dinger equation of arbitrary amplitude |A| and the formal linearized theory of their
perturbations is briefly summarized in Appendix A. A key result of that theory is
the existence of an unstable band of relative wavenumbers ξ given by the inequality
ξ2 ≤ 4|A|2. It follows from (1.80) that the solutions pa(∆x,∆t) and pb(∆x,∆t) are
linearly stable perturbations of the underlying plane wave Q(∆x,∆t).

The proof of Corollary 1.11 is given in Section 5.5.
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1.8.4. Relations between asymptotic formulæ for q(Mχ,Mτ ;Q−s,M)
on C and S. The asymptotic description of q(Mχ,Mτ ;Q−s,M) when (χ, τ ) ∈ S
given in Theorem 1.8 is substantially more complicated than for (χ, τ ) ∈ C (cf.,
Theorem 1.5). However, comparing (1.49) and (1.68), one notices that the part of

S
[S]
s (χ, τ ;M) written on the first two lines of (1.68) bears a striking resemblance to

the leading term L
[C]
s (χ, τ ;M) valid on the other side of the S–C boundary curve.

Indeed, as (χ, τ ) → ∂S ∩∂C from within S, h(λ;χ, τ ) degenerates at this curve into
the unmodified phase ϑ(λ;χ, τ ), making the indicated terms match except for the
slowly-varying complex factors m+

a,b(χ, τ ) e
iδa,b(χ,τ) present within S. In the same

limit, B(χ, τ ) → 0, so it is also true that the leading term L
[S]
s (χ, τ ;M) defined by

(1.67) vanishes upon approaching ∂S∩∂C from S, making it reasonable to compare

terms in S
[S]
s (χ, τ ;M) with L

[C]
s (χ, τ ;M).

While certain terms match on ∂S ∩ ∂C, a complete justification of the sug-
gested overlap asymptotic behavior requires more work. Indeed, ϑ′′(a(χ, τ );χ, τ )
and h′′(a(χ, τ );χ, τ ) both vanish as the boundary curve is approached from C and
from S, respectively (we also note that (χ, τ ) �→ a(χ, τ ) denotes two different real-
analytic functions on C and S that happen to agree along the common boundary

curve). This makes one of the terms in L
[C]
s (χ, τ ;M) and two of the terms in

S
[S]
s (χ, τ ;M) blow up at the boundary curve. It is also challenging to determine

the limiting behavior of the slowly-varying factors m±
a,b(χ, τ ) e

±iδa,b(χ,τ) at the com-
mon boundary curve. Of course, neither Theorem 1.5 nor Theorem 1.8 accurately
describes q(Mχ,Mτ ;Q−s,M) near this curve, so this blow up merely signals the
need for further double-scaling asymptotic analysis to resolve the wave field in its
vicinity.

1.8.5. Relations between the asymptotic formula for ψk(Mχ,Mτ ) on

E with those valid on C and S. To discuss the region E in light of Theorem 1.7,
we need to restrict attention to the fundamental rogue-wave solutions ψk(Mχ,Mτ )
where M = 1

2k+
1
4 . As the region E abuts both C and S, it is interesting and useful

to compare asymptotic formulæ for ψk(Mχ,Mτ ) valid on all three regions.
The simplest observation is that since B(χ, τ ) ↓ 0 as (χ, τ ) approaches C from

anywhere in its exterior, in particular from E , L[E]
k (χ, τ ) → 0 as (χ, τ ) → ∂E ∩

∂C from E . This fact is consistent with the fact that L
[C]
k (χ, τ ) is small of order

k−
1
2 . However, we note that neither Corollary 1.6 nor Theorem 1.7 is valid on a

neighborhood of any common boundary point of C and E . Like the problem of
studying q(Mχ,Mτ ;Q−s,M) near the common boundary of C and S, some new
phenomena may be uncovered by a suitable double-scaling analysis to zoom in on
points on the curve separating E from C.

We can give a more quantitative comparison between the asymptotic formulæ
for ψk(Mχ,Mτ ) on the domains E and S. First, note that the integral in (1.54)
originally defined for (χ, τ ) ∈ E admits continuation to (R≥0 × R≥0) \ C as a real
analytic function, and the latter domain contains also S. Thus for (χ, τ ) ∈ S,
γ(χ, τ ) and κ(χ, τ ) given by (1.57) can be compared. Indeed, deforming the inte-
gration path Σc in (1.57) leftward to lie partly along the right edge of the branch
cut Σg by its upward orientation, one can replace the resulting integral along Σg of
1/R−(λ;χ, τ ) by half of the integral of 1/R(λ;χ, τ ) over a positively oriented loop
enclosing Σg. Evaluating the latter integral by residues using R(λ;χ, τ ) = λ+O(1)
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as λ → ∞ and comparing with (1.54) one obtains the following identity:

(1.81) κ(χ, τ ) = γ(χ, τ )− π, (χ, τ ) ∈ S.
We then have the following, which uses the fact that M = 1

2k + 1
4 and s = (−1)k

for the fundamental rogue wave of order k.

Corollary 1.12. The phase and amplitude of the leading term L
[E]
k (χ, τ ) admit

real analytic continuation from E into S, in which the following identity holds:

(1.82) L
[S]
k (χ, τ ) = e−2iμ(χ,τ)L

[E]
k (χ, τ ), (χ, τ ) ∈ S.

Therefore, for fundamental rogue waves of high order k, the leading terms agree for
(χ, τ ) ∈ E and for (χ, τ ) ∈ S, up to a phase −2μ(χ, τ ) that vanishes as the common
boundary is approached from S.

The amplitude |ψk(Mχ,Mτ )| is compared with that of the common leading
term, namely B(χ, τ ), on the exterior of C in Figure 1.5.

Figure 1.5. Left: same as the right-hand panel of Figure 1.4.
Right: amplitude B(χ, τ ) > 0 of the leading term as a function of
(χ, τ ) ∈ S ∪E (B(χ, τ ) is not defined on C). Both plots employ the
same colormap. This plot illustrates the essence of Corollary 1.12:
the amplitudes of the leading terms of the approximate solution
on S and E are given by the same expression.

In terms of derivatives with respect to (χ, τ ) rather than (x, t), the focusing
nonlinear Schrödinger equation (1.20) satisfied by q takes the rescaled “semiclassi-
cal” form:

(1.83) iεqτ + 1
2ε

2qχχ + |q|2q = 0, ε =
1

M
� 1.

To study this equation for small ε it is convenient to introduce in place of q
Madelung’s real variables ρ and U given by [19]

(1.84) ρ(χ, τ ) := |q|2 and U(χ, τ ) := εIm

(

qχ
q

)

.

Then, without approximation (1.83) can be written in the form

(1.85) ρτ + (ρU)χ = 0 and Uτ +
(

1
2U

2 − ρ
)

χ
= 1

2ε
2F [ρ]χχ,

where F [ρ] :=
ρχχ
2ρ

−
(

ρχ
2ρ

)2

.
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Assuming that ρ 
= 0, it may appear reasonable to neglect the formally small term
in (1.85) and hence obtain the approximating system

(1.86) ρτ + (ρU)χ = 0 and Uτ +
(

1
2U

2 − ρ
)

χ
= 0.

This is an elliptic quasilinear system on ρ and U known as the (focusing) dispersion-
less nonlinear Schrödinger system. Now, observing that ρ and U defined by (1.84)
are invariant under q �→ ψ := e−iτ/εq, we may apply these definitions to the leading

terms L
[E]
k (χ, τ ) and L

[S]
k (χ, τ ) of ψk on E and S, respectively. Up to a correction

term in U proportional to ε that is only present when (χ, τ ) ∈ S (originating from
the phase correction −2μ(χ, τ )), the formulæ in both regions read

(1.87) ρ(χ, τ ) = B(χ, τ )2 and U(χ, τ ) = −2γχ(χ, τ ).

Corollary 1.13. The expressions (1.87) satisfy the dispersionless nonlinear
Schrödinger system (1.86) for (χ, τ ) ∈ (R≥0 × R≥0) \ C, i.e., for (χ, τ ) ∈ E or
(χ, τ ) ∈ S, or on the common boundary curve.

Note that the elliptic nature of (1.86) is consistent with the real analyticity
of A(χ, τ ) and B(χ, τ ) (and, via (1.54), γ(χ, τ )). The dispersionless nonlinear
Schrödinger system (1.86) is also sometimes called the genus-zero Whitham mod-
ulation system. In the Whitham modulation theory it arises from an ansatz of
a solution of (1.83) in the form of a modulated plane wave. The proof of Corol-
lary 1.13 relies on the identity γχ(χ, τ ) = κχ(χ, τ ) = A(χ, τ ) that is established in
Lemma 5.2, and is given in Remark 5.3.

Remark 1.14. A version of Corollary 1.13 holds more generally for ρ and

U extracted from the leading term L
[S]
s (χ, τ ;M) valid as an approximation for

q(Mχ,Mτ ;Q−s,M) for general large M when (χ, τ ) ∈ S. One need only replace
γχ(χ, τ ) with κχ(χ, τ ) in the definition (1.87). As such it also holds for the high-
order multiple-pole soliton solutions studied in [5].

1.9. Behavior of q(Mχ,Mτ ;Q−s,M)
with (χ, τ ) ∈ E for general large M

It is shown in [5] that in the unbounded domain E , high-order multiple-pole
solitons behave quite differently from high-order fundamental rogue waves as re-
ported in Theorem 1.7. For the soliton solutions, the domain E is divided into
two components by the curve �sol described by (1.37) and shown as a yellow curve
in Figure 1.3. On the component adjacent to the positive χ-axis, the solution is
exponentially small when M = 1

2k → +∞. This is consistent with the exponential

decay of q(x, t;Q−s, 1
2k) as x → ±∞ for fixed t, although for technical reasons the

proof given in [5] does not allow (χ, τ ) to become unbounded. On the complemen-
tary component adjacent to the positive τ -axis, the solution behaves completely
differently. Here q( 12kχ,

1
2kτ ;Q

−s, 1
2k) is approximated by a modulated elliptic

function of amplitude asymptotically independent of M = 1
2k. The elliptic mod-

ulus m = m(χ, τ ) approaches m = 0 as (χ, τ ) approaches the common boundary
with S, while it approaches m = 1 instead as (χ, τ ) approaches the curve �sol. In
the former limit the elliptic wave degenerates onto the trigonometric plane-wave
leading term given in all cases of M → ∞ in Theorem 1.8, and in the latter limit
the elliptic wave degenerates into a train of isolated solitons (which explains our
notation �sol).
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When we consider solutions q(x, t;Q−s,M) that do not fit into either family, we
see both common features and substantial differences comparing with the special
cases of solitons and rogue waves. The way to take the limit M → ∞ in this
situation is to represent M in modular form as M = 1

2k+ r with quotient k ∈ Z≥0

and remainder 0 ≤ r < 1
2 . Then we fix the remainder and let k → +∞. Of course

the soliton case is r = 0, and the rogue wave case is r = 1
4 . When r 
= 0 and r 
= 1

4 ,
the large-M asymptotic behavior of q(Mχ,Mτ ;Q−s,M) for bounded (χ, τ ) in E
depends on whether (χ, τ ) ∈ Eχ or (χ, τ ) ∈ Eτ (see Figure 1.3). Because we think
it will be interesting for the reader, in the following paragraphs we describe what
we have learned about these solutions; however full details and proofs will be given
in a subsequent paper devoted to the case of general M ≥ 0.

If (χ, τ ) ∈ Eχ, then a version of Theorem 1.7 applies to the renormalized field
e−iMτq(Mχ,Mτ ;Q−s,M) for r 
= 0 and r 
= 1

4 , in which the leading term is mul-
tiplied by an M -independent but (χ, τ )-dependent phase factor, and in which the

error term is larger, of size O(M− 1
2 ). The sub-leading term proportional to M− 1

2

is simpler than for (χ, τ ) ∈ S, consisting of only one of the two waves present for
instance in (1.75); this means that the amplitude fluctuations will form a stripe
pattern rather than an interference pattern such as occurs in S. The approxima-
tion of e−iMτq(Mχ,Mτ ;Q−s,M) tends to the background plane wave ψ = ±1 as
(χ, τ ) → ∞ in Eχ, which is consistent with the exact boundary conditions satisfied
by the fundamental rogue-wave solutions occurring for r = 1

4 ; however the proof
we have in mind of this result is not valid for technical reasons when (χ, τ ) become
unbounded. Nonetheless, it follows from a different proof that, like the rogue-wave
solutions, all solutions q(x, t;Q−s,M) for remainder r 
= 0 satisfy nonzero bound-
ary conditions with unit limiting amplitude as x → ±∞; however for r 
= 1

4 the
decay is so slow that the difference between q and the background does not even
lie in L2(R).

On the other hand, if (χ, τ ) ∈ Eτ , then as M → ∞ with r 
= 0 and r 
= 1
4 fixed,

q(Mχ,Mτ ;Q−s,M) is approximated by a modulated elliptic function of amplitude
neither small nor large. In the part of Eτ above (i.e., for larger τ ) the curve �sol, the
leading term of the approximation differs from that valid in the same region for the
multiple-pole soliton case of r = 0 only in phase modifications that are independent
of M � 1. However the error term is of order O(M− 1

2 ) rather than O(M−1). In
the part of Eτ lying below the curve �sol, the solution q(Mχ,Mτ ;Q−s,M) evidently
behaves neither like the rogue-wave solutions for r = 1

4 (approximated by modulated
plane waves) nor like the multiple-pole soliton solutions for r = 0 (exponentially
small). The elliptic modulus varies with (χ, τ ) from m = 1 on the curve �sol
to m = 0 on the curve �trig = ∂Eχ ∩ ∂Eτ (see Figure 1.3). Therefore, the elliptic
approximation undergoes a trigonometric degeneration upon approaching �trig from
Eτ , which explains our notation for this curve.

The asymptotic description of the solution q(Mχ,Mτ ;Q−s,M) for remainder
r 
= 0 and r 
= 1

4 and (χ, τ ) ∈ E is consistent with the universal long-time asymp-
totics for solutions of the focusing nonlinear Schrödinger equation with nonzero
boundary conditions at x = ±∞ established by Biondini and Mantzavinos [8].
These authors showed that for a wide variety of initial conditions, in the large-
time limit the solution depends asymptotically only on the ratio ξ := x/t = χ/τ ,

and as a function of ξ is approximated for |ξ| <
√
8 (translating to our scaling
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of the equation from theirs) by a modulated elliptic function solution with ellip-

tic modulus m(ξ) varying between m(0) = 1 and m(
√
8) = 0, and approximated

for |ξ| >
√
8 by a plane-wave solution of constant amplitude equal to that speci-

fied by the large-x boundary conditions. This is consistent with our description of
q(Mχ,Mτ ;Q−s,M) for remainder r 
= 0 and r 
= 1

4 because

• as shown in Section 3.2, the condition χ/τ =
√
8 is precisely the linear

asymptote valid for large τ (dotted line in Figure 1.3) for the curve �trig =
∂Eχ ∩ ∂Eτ (unbounded blue curve in Figure 1.3), and

• the condition m(0) = 1 is consistent with m(χ, τ ) → 1 as (χ, τ ) → �sol
because as pointed out in Section 1.6, while �sol is not asymptotic to any
line for large τ , it satisfies χ = ln(τ )+O(1) as τ → +∞. Hence the whole
region above the curve �sol in Figure 1.3 can be found to the left of ξ = ξ0
for any ξ0 > 0, asymptotically in the large-τ limit.

On the other hand, the class of solutions considered in [8] does not contain the so-
lution q(x, t;Q−s,M) for large M because increasing M by half-integer increments
amounts to iteration of a Darboux transformation [6] that injects solitons/rogue
waves into the solution at the distinguished value of the spectral parameter cor-
responding to the nonzero background solution (here, λ = ±i). The slow decay
to the background as x → ±∞ for r 
= 0, 1

4 also obstructs analysis by inverse-
scattering methods. There are some extensions of the results of [8] that allow for
finitely many solitons with generic spectral parameters but no results for the case
that the injected solitons are at the distinguished value. It is also true that, as has
been mentioned several times already, it is not possible to directly compare large-
(x, t) asymptotics with large-M and bounded (χ, τ ) asymptotics without additional
arguments that are not part of our proofs.

The reason why the solution q(Mχ,Mτ ;Q−s,M) is so sensitive to the value
of the remainder r when (χ, τ ) ∈ E is that in this domain we need to use the
limiting form of the jump contour Σ◦ in which it is deformed into a dumbbell shape
consisting of two loops connected by a “neck” that we denote by N in Section 4.1.
When λ ∈ N , the algebraic form of the jump condition for this deformed problem
depends explicitly on r; see Remark 4.1. In particular, for the cases r = 0 and
r = 1

4 the jump matrix has two elements that vanish exactly, which prohibits the
use of two of the four canonical factorizations of unit-determinant 2× 2 matrices:

(1.88)

[

a b
c d

]

=

[

1 0
ca−1 1

]

aσ3

[

1 ba−1

0 1

]

, a 
= 0, (“LDU”),

[

a b
c d

]

=

[

1 0
db−1 1

] [

0 b
−b−1 0

] [

1 0
ab−1 1

]

, b 
= 0, (“LTL”),

[

a b
c d

]

=

[

1 ac−1

0 1

] [

0 −c−1

c 0

] [

1 dc−1

0 1

]

, c 
= 0, (“UTU”),

[

a b
c d

]

=

[

1 bd−1

0 1

]

d−σ3

[

1 0
cd−1 1

]

, d 
= 0, (“UDL”).

It turns out that for r = 0 (multiple-pole soliton case) only the LDU and UDL
factorizations are possible and they are both trivial as the jump matrix on N is
already diagonal. Similarly for r = 1

4 (rogue wave case) only the LTL and UTU
factorizations are possible and they are both trivial as the jump matrix on N is
already off-diagonal. On the other hand, for r 
= 0 and r 
= 1

4 there are four
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nonzero pivots and hence all four factorizations are admissible; moreover all four
are essential to the steepest-descent arguments behind the proofs.

As they do not concern rogue waves and require substantially different proofs,
all of the results reported above describing q(Mχ,Mτ ;Q−s,M) for large M with
remainder r 
= 0 and r 
= 1

4 and (χ, τ ) ∈ E will be given in more detail and fully
proven in a forthcoming paper.

1.10. Numerical illustration of the results

We now illustrate the accuracy of the asymptotic formulæ obtained for the
fundamental rogue waves ψk(Mχ,Mτ ), M = 1

2k+
1
4 , for (χ, τ ) in the regions C, E ,

and S. In each subsection that follows, we first plot the exact solution ψk against the
approximation provided by the asymptotic formulæ for certain values of k. Second,
we study the trends in the relevant error sizes by comparing the approximations
with the family of exact solutions ψk as the value of k increases over a set of positive
integers K. The solutions ψk are computed by numerically solving linear systems
obtained from their representations given by Riemann-Hilbert Problem 1. We refer
the reader to [6, Section 3.5] for the derivation of the linear systems used in this
work.

1.10.1. Numerical illustration of the asymptotic formula for the rogue

wave ψk(Mχ,Mτ ) in C. Here we give numerical evidence confirming Corollary 1.6.

Recall the leading term approximation of ψk(Mχ,Mτ ) denoted L
[C]
k (χ, τ ) and de-

fined in (1.50).
Comparison plots . We first consider τ = 0, in which case C comprises the open

interval 0 < χ < 2, and we fix the proper subset [0.25, 1.75] of values for χ. We

plot ψk(Mχ,Mτ ) versus L
[C]
k (χ, τ ) for k = 15 and for k = 32 in Figure 1.6. Note

that the solution is real-valued for τ = 0 hence no plots for the imaginary parts
are given. Next, we set τ = 0.125 and consider the range 1 ≤ χ ≤ 1.75 which lies

Figure 1.6. Comparison of the exact solution ψk(Mχ,Mτ ) (dots)

with the approximation L
[C]
k (χ, τ ) (solid curve) at τ = 0 for 0.25 ≤

χ ≤ 1.75. Left panel: k = 15, right panel: k = 32. The solution is
real-valued for τ = 0.

inside the region C. Figure 1.7 presents plots of the real and imaginary parts of

ψk(Mχ,Mτ ) with those of L
[C]
k (χ, τ ) for k = 31 and Figure 1.8 presents the same

comparisons for k = 32.
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Figure 1.7. Comparison of the exact solution ψk(Mχ,Mτ ) (dots)

with the approximation L
[C]
k (χ, τ ) (solid curve) for k = 31, at

τ = 0.125 for 1 ≤ χ ≤ 1.75. Left panel: real parts, right panel:
imaginary parts.

Figure 1.8. Comparison of the exact solution ψk(Mχ,Mτ ) (dots)

with the approximation L
[C]
k (χ, τ ) (solid curve) for k = 32, at

τ = 0.125 for 1 ≤ χ ≤ 1.75. Left panel: real parts, right panel:
imaginary parts.

Error plots . To validate the size of the error term O(k−
3
2 ) predicted in Corol-

lary 1.6, we fix τ = 0.125 and the range 1 ≤ χ ≤ 1.75 for the values of χ. We con-
struct a grid Gk on this interval with step size δχ = (4M)−1 starting at the left end-
point χ = 1. We then compute the absolute errors made in approximating the fun-

damental rogue waves ψk(Mχ,Mτ ) with the leading terms L
[C]
k (χ, τ ) measured in

the sup-norm over the grid Gk, for k ranging over the set K := {16, 32, 48, 64, 80, 96}:

(1.89) E
[C]
k := sup

χ∈Gk

∣

∣

∣
ψk(Mχ,Mτ )− L

[C]
k (χ, τ )

∣

∣

∣
, k ∈ K, τ = 0.125.

We plot ln(E
[C]
k ) versus ln(k) in Figure 1.9 and perform linear regression, which

yields the best-fit line ln(E
[C]
k ) = 0.518758− 1.48135 ln(k) with R-squared value of

0.998502. The slope of this line recovers approximately the exponent − 3
2 in the

error term predicted in Corollary 1.6.

1.10.2. Numerical illustration of the asymptotic formula for the rogue

wave ψk(Mχ,Mτ ) in E. Next, we give numerical evidence confirming Theo-

rem 1.7. Recall the leading term approximation of ψk(Mχ,Mτ ) denoted L
[E]
k (χ, τ )

and defined in (1.55).
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Figure 1.9. Plot of ln(E
[C]
k ) versus ln(k) (diamond markers) for

k ∈ K. The dashed line is the best-fit line for the plotted data set.

Comparison plots . We fix τ = 1.25 > 1 and consider the range 0 ≤ χ ≤ 4,
which contains points (χ, τ ) from Eχ and from Eτ , and plot the real and imaginary

parts of ψk(Mχ,Mτ ) and its approximation L
[E]
k (χ, τ ) for k = 16 in Figure 1.10

and for k = 31 in Figure 1.11.

Figure 1.10. Comparison of the exact solution ψk(Mχ,Mτ )

(dots) with the approximation L
[E]
k (χ, τ ) (solid curve) for k = 16,

at τ = 1.25 for 0 ≤ χ ≤ 4. Left panel: real parts, right panel:
imaginary parts.

Error plots . We now validate the size of the error term O(k−1) predicted in
Theorem 1.7. We fix τ = 1.25 and the range 3 ≤ χ ≤ 4 for the values of χ,
and again construct a grid Gk on this interval with step size δχ = (4M)−1 start-
ing at the left endpoint χ = 3. We then compute the absolute errors made in
approximating the fundamental rogue waves ψk(Mχ,Mτ ) with the leading terms

L
[E]
k (χ, τ ) measured in the sup-norm over the grid Gk, for k ranging over the set

K := {16, 32, 48, 64, 80, 96}:

(1.90) E
[E]
k := sup

χ∈Gk

∣

∣

∣
ψk(Mχ,Mτ )− L

[E]
k (χ, τ )

∣

∣

∣
, k ∈ K, τ = 1.25.

Licensed to Univ of Cincinnati.  Prepared on Sun Aug 11 17:40:58 EDT 2024for download from IP 132.174.253.141.



30 1. INTRODUCTION

Figure 1.11. Comparison of the exact solution ψk(Mχ,Mτ )

(dots) with the approximation L
[E]
k (χ, τ ) (solid curve) for k = 31,

at τ = 1.25 for 0 ≤ χ ≤ 4. Left panel: real parts, right panel:
imaginary parts.

We plot ln(E
[E]
k ) versus ln(k) in Figure 1.12 and perform linear regression, which

yields the best-fit line ln(E
[E]
k ) = −1.98314 − 0.927044 ln(k) with R-squared value

of 0.999274. The slope of this line recovers approximately the exponent −1 in the
error predicted in Theorem 1.7.

Figure 1.12. Plot of ln(E
[E]
k ) versus ln(k) (diamond markers) for

k ∈ K. The dashed line is the best-fit line for the plotted data set.

1.10.3. Numerical illustration of the asymptotic formula for the rogue

wave ψk(Mχ,Mτ ) in S. Finally, we turn to the illustration of Corollary 1.9, re-

calling the approximate formula L
[S]
k (χ, τ ) + S

[S]
k (χ, τ ) defined in (1.69).

Comparison plots . We fix τ = 0.5 for which S consists of the interval (0, 2) for
the values of χ. We consider the range 0.25 ≤ χ ≤ 1.75 which is a proper subset

of (0, 2) and plot the real and imaginary parts of ψk(Mχ,Mτ ) and of L
[S]
k (χ, τ ) +

S
[S]
k (χ, τ ) for k = 23 in Figure 1.13 and for k = 32 in Figure 1.14.

Error plots . To validate the size of the error term predicted in Corollary 1.9,
we fix τ = 0.5, consider the range 0.5 ≤ χ ≤ 1.5 corresponding to a line segment
contained in S, and construct a grid Gk on this interval with step size δχ = (4M)−1

Licensed to Univ of Cincinnati.  Prepared on Sun Aug 11 17:40:58 EDT 2024for download from IP 132.174.253.141.



1.10. NUMERICAL ILLUSTRATION OF THE RESULTS 31

Figure 1.13. Comparison of the exact solution ψk(Mχ,Mτ )

(dots) with the approximation L
[S]
k (χ, τ ) + S

[S]
k (χ, τ ) (solid curve)

for k = 23, at τ = 0.5 for 0.25 < χ < 1.75. Left panel: real parts,
right panel: imaginary parts.

Figure 1.14. Comparison of the exact solution ψk(Mχ,Mτ )

(dots) with the approximation L
[S]
k (χ, τ ) + S

[S]
k (χ, τ ) (solid curve)

for k = 32, at τ = 0.5 for 0.25 < χ < 1.75. Left panel: real parts,
right panel: imaginary parts.

starting at the left endpoint χ = 0.5. We then again compute the absolute errors

made in approximating the fundamental rogue waves ψk(Mχ,Mτ ) with L
[S]
k (χ, τ )+

S
[S]
k (χ, τ ) measured in the sup-norm over the grid Gk, for k ranging over the set

K := {16, 32, 48, 64, 80, 96}:
(1.91)

E
[S]
k := sup

χ∈Gk

∣

∣

∣
ψk(Mχ,Mτ )−

(

L
[E]
k (χ, τ ) + S

[S]
k (χ, τ )

)∣

∣

∣
, k ∈ K, τ = 0.5.

We plot ln(E
[S]
k ) versus ln(k) in Figure 1.15 and perform linear regression, which

yields the best-fit line ln(E
[S]
k ) = −0.366203 − 1.01873 ln(k) with R-squared value

of 0.995771. The slope of this line recovers approximately the exponent −1 in the
error predicted in Corollary 1.9.

Interference pattern. We now illustrate how Corollary 1.10 accurately predicts
the complicated wave pattern seen in the plots in Figure 1.4 for (χ, τ ) ∈ S. Although
Corollary 1.10 applies to more general solutions, in keeping with the setting we
restrict attention to special case of the fundamental rogue-wave solutions. Thus,
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32 1. INTRODUCTION

Figure 1.15. Plot of ln(E
[S]
k ) versus ln(k) (diamond markers) for

k ∈ K. The dashed line is the best-fit line for the plotted data set.

we compute the following M -dependent unions of level curves inside S in the (χ, τ )-
plane:

Ma =
⋃

j∈Z

{(χ, τ ) ∈ S : φa(χ, τ ;M) = −π

2
+ 2πj},(1.92)

Mb =
⋃

j∈Z

{(χ, τ ) ∈ S : φb(χ, τ ;M) = −π

2
+ 2πj},(1.93)

so that sin(φa(χ, τ ;M)) = −1 for (χ, τ ) ∈ Ma and sin(φb(χ, τ ;M)) = −1 for
(χ, τ ) ∈ Mb. Accordingly, the claim is that the intersection points of Ma and Mb

locate the amplitude peaks formed by |ψk(Mχ,Mτ )|2. To verify that this is the
case, we fix the box [0.2, 1.2] × [0.2, 0.8] ⊂ S and plot |ψk(Mχ,Mτ )|2 and the set
of points Ma ∪Mb. Figure 1.16 illustrates this formation as it is described.

Figure 1.16. Monochrome density plot of |ψk(Mχ,Mτ )|2 and
plots of the unions of level curvesMa (red contours) and Mb (cyan
contours) for values of k = 4, 8, 16. The brighter colors correspond
to larger amplitude, and hence the white spots are where the peaks
are formed. Left panel: k = 4, center panel: k = 8, right panel:
k = 16.
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CHAPTER 2

Far-field asymptotic behavior in the domain C

In this chapter we prove Theorem 1.5. Our analysis is driven by the sign chart
of Re(iϑ(λ;χ, τ )) in the λ-plane. The function λ �→ Re(iϑ(λ;χ, τ )) is odd with
respect to Schwarz reflection λ �→ λ∗. It follows that the whole real λ-axis is a
component of the zero level curve Re(iϑ(λ;χ, τ )) = 0, so all three critical points
lie on the zero level. Since each critical point is simple when (χ, τ ) ∈ C, from each
of them a unique arc of the zero level curve emanates locally into the upper half-
plane with a vertical tangent. From (1.27) one sees easily that as χ > 0 holds in
C, Re(iϑ(λ;χ, 0)) is negative (resp., positive) for sufficiently large λ in the upper
(resp., lower) half-plane; on the other hand Re(iϑ(λ;χ, τ )) is always positive (resp.,
negative) near λ = i (resp., near λ = −i). From this and the fact that Re(iϑ(λ;χ, τ ))
is harmonic away from λ = ±i it follows that when τ = 0 the two arcs of the zero
level curve emanating into the upper half-plane from λ = a(χ, 0) and λ = b(χ, 0)
actually coincide and close around the singularity at λ = i. This structure persists
under perturbation for τ 
= 0, as the arc of the zero level curve emanating into
the upper half-plane from the newly-born large critical point must tend to λ = ∞
vertically without intersecting the arc we denote by Γ+ = Γ+(χ, τ ) joining a(χ, τ )
and b(χ, τ ) in the upper half-plane. Therefore, for all (χ, τ ) ∈ C, the zero level
curve of λ �→ Re(iϑ(λ;χ, τ )) is the disjoint union R � Γ+ � Γ− � �+ � �−, where
�+ denotes the unbounded arc in the upper half-plane emanating from the third
critical point that is large when τ 
= 0 is small (we take �+ = ∅ when τ = 0) and
Γ− and �− are the Schwarz reflections of Γ+ and �+ respectively.

2.1. Steepest descent deformation of the Riemann-Hilbert problem

Since Γ+ ∪ Γ− is a simple closed curve with the points λ = ±i in its interior,
we use this curve as Σ◦ in the formulation of Riemann-Hilbert Problem 2. As Σ◦
has clockwise orientation, we assume that Γ+ is oriented from a to b while Γ− is
oriented from b to a in the lower half-plane. In the jump condition (1.29) for the
matrix S(λ;χ, τ,Q−s,M) equivalent to P(λ;x, t,Q−s,M) by (1.28), we factor the
matrix Q−s, s = ±1, as

(2.1) Q−s =

⎧

⎪

⎪

⎪

⎪

⎪

«

⎪

⎪

⎪

⎪

⎪

¬

2
1
2σ3

[

1 1
2s

0 1

][

1 0

−s 1

]

, λ ∈ Γ+,

2−
1
2σ3

[

1 0

− 1
2s 1

][

1 s

0 1

]

, λ ∈ Γ−.

Based on these two factorizations, we define a new unknown denoted by W(λ) =
W(λ;χ, τ,Q−s,M) and related to S(λ;χ, τ,Q−s,M) by first introducing “lens”
domains L± and R± to the left and right respectively of Γ± (so thin as to exclude

33
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34 2. FAR-FIELD ASYMPTOTIC BEHAVIOR IN THE DOMAIN C

the points ±i and to support a fixed sign of Re(iϑ(λ;χ, τ ))) and we let Ω± denote
the domain between R± and the real line. See Figure 2.1, left panel. Then, we

Figure 2.1. Left: for (χ, τ ) = (1, 0.145) ∈ C, the regions in the
λ-plane where Re(iϑ(λ;χ, τ )) < 0 (shaded) and Re(iϑ(λ;χ, τ )) > 0
(unshaded), and the curve Σ◦ = Γ+ ∪ Γ−. The jump contour Σc

for ϑ(λ;χ, τ ) is indicated with a red dashed line terminating at
the endpoints λ = ±i. Critical points of ϑ(λ;χ, τ ) are shown with
black dots. Also shown are the “lens” regions L± and R± lying
to the left and right respectively of Γ±, and the domains Ω± lying
between R± and the real axis and containing the points λ = ±i.
Right: the jump contour for W(λ).

define W(λ) by

(2.2) W(λ) := S(λ;χ, τ,Q−s,M)

[

1 0

s e2iMϑ(λ;χ,τ) 1

]

, λ ∈ L+,

(2.3) W(λ) := S(λ;χ, τ,Q−s,M)2
1
2σ3

[

1 1
2s e

−2iMϑ(λ;χ,τ)

0 1

]

, λ ∈ R+,

(2.4) W(λ) := S(λ;χ, τ,Q−s,M)2
1
2σ3 , λ ∈ Ω+,

(2.5) W(λ) := S(λ;χ, τ,Q−s,M)2−
1
2σ3 , λ ∈ Ω−,

(2.6) W(λ) := S(λ;χ, τ,Q−s,M)2−
1
2σ3

[

1 0
− 1

2s e
2iMϑ(λ;χ,τ) 1

]

, λ ∈ R−,

(2.7) W(λ) := S(λ;χ, τ,Q−s,M)

[

1 −s e−2iMϑ(λ;χ,τ)

0 1

]

, λ ∈ L−,

and finally

(2.8) W(λ) := S(λ;χ, τ,Q−s,M), λ ∈ C \ L+ ∪R+ ∪ Ω+ ∪ Ω− ∪R− ∪ L−.

Then it is easy to check that W(λ) may be defined for λ ∈ Γ+ ∪ Γ− to be analytic
there, so that W(λ) is analytic in the complement of the jump contour C+

L ∪C+
R ∪
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2.2. PARAMETRIX CONSTRUCTION 35

I ∪ C−
R ∪ C−

L shown in Figure 2.1, right panel. The jump conditions satisfied by
W(λ) on the arcs of this jump contour are then:

(2.9) W+(λ) = W−(λ)

[

1 0

−s e2iMϑ(λ;χ,τ) 1

]

, λ ∈ C+
L ,

(2.10) W+(λ) = W−(λ)

[

1 1
2s e

−2iMϑ(λ;χ,τ)

0 1

]

, λ ∈ C+
R ,

(2.11) W+(λ) = W−(λ)2
σ3 , λ ∈ I,

(2.12) W+(λ) = W−(λ)

[

1 0
− 1

2s e
2iMϑ(λ;χ,τ) 1

]

, λ ∈ C−
R , and

(2.13) W+(λ) = W−(λ)

[

1 s e−2iMϑ(λ;χ,τ)

0 1

]

, λ ∈ C−
L .

It follows from the sign chart of Re(iϑ(λ;χ, τ )) as shown in Figure 2.1 that as
n → +∞, the jump matrix for W(λ) is an exponentially small perturbation of the
identity everywhere on the jump contour except on the interval I = [a, b] and in
neighborhoods of its endpoints.

2.2. Parametrix construction

To deal with those jump matrices that are not near-identity, we first construct
an outer parametrix Ẇout(λ) by setting

(2.14) Ẇout(λ) :=

(

λ− b(χ, τ )

λ− a(χ, τ )

)−ipσ3

, p :=
ln(2)

2π
> 0, λ ∈ C \ I.

Here, the power function is the principal branch, making Ẇout(λ) analytic in the

indicated domain. Furthermore it is clear that Ẇout
+ (λ) = Ẇout

− (λ)2σ3 holds for
λ ∈ I, so the jump condition in (2.11) is satisfied exactly by the outer parametrix,

which also tends to the identity as λ → ∞. However, Ẇout(λ) is discontinuous
near the endpoints of I, making the outer parametrix a poor model for W(λ) near
these points.

We can construct inner parametrices near λ = a, b that locally satisfy the jump
conditions for W(λ) exactly. Let Da(δ) and Db(δ) be disks of radius δ centered at
λ = a, b respectively, where δ > 0 is sufficiently small but independent of n. We
first define conformal coordinates fa(λ;χ, τ ) and fb(λ;χ, τ ) in these disks by setting
(2.15)
fa(λ;χ, τ )

2 = 2[ϑa(χ, τ )− ϑ(λ;χ, τ )] and fb(λ;χ, τ )
2 = 2[ϑ(λ;χ, τ )− ϑb(χ, τ )],

where ϑa(χ, τ ) := ϑ(a(χ, τ );χ, τ ) and ϑb(χ, τ ) := ϑ(b(χ, τ );χ, τ ), and then taking
analytic square roots in each case so that the inequalities f ′

a(a(χ, τ );χ, τ ) < 0
and f ′

b(b(χ, τ );χ, τ ) > 0 both hold. This is possible because a and b are simple
critical points of ϑ(λ;χ, τ ), with ϑ′′

a(χ, τ ) := ϑ′′(a(χ, τ );χ, τ ) < 0 and ϑ′′
b (χ, τ ) :=

ϑ′′(b(χ, τ );χ, τ ) > 0. In fact, one has the formulæ

(2.16) f ′
a(a(χ, τ );χ, τ ) = −

√

−ϑ′′
a(χ, τ ) and f ′

b(b(χ, τ );χ, τ ) =
√

ϑ′′
b (χ, τ ).
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36 2. FAR-FIELD ASYMPTOTIC BEHAVIOR IN THE DOMAIN C

Next, define M -independent holomorphic matrix valued functions in Da(δ) and
Db(δ) by

(2.17) Ha(λ) :=

(

fa(λ;χ, τ )

a(χ, τ )− λ

)−ipσ3

(b(χ, τ )− λ)−ipσ3(iσ2), λ ∈ Da(δ)

and

(2.18) Hb(λ) :=

(

fb(λ;χ, τ )

λ− b(χ, τ )

)ipσ3

(λ− a(χ, τ ))ipσ3 , λ ∈ Db(δ).

Note that in both cases, the diagonal prefactor is an analytic function nonvanishing
in the relevant disk for δ sufficiently small. In particular,

Ha(a(χ, τ )) = (−f ′
a(a(χ, τ );χ, τ ))

−ipσ3 (b(χ, τ )− a(χ, τ ))−ipσ3(iσ2)

= (−ϑ′′
a(χ, τ ))

− 1
2 ipσ3 (b(χ, τ )− a(χ, τ ))−ipσ3(iσ2)

(2.19)

and

Hb(b(χ, τ )) = f ′
b(b(χ, τ );χ, τ )

ipσ3(b(χ, τ )− a(χ, τ ))ipσ3

= ϑ′′
b (χ, τ )

1
2 ipσ3(b(χ, τ )− a(χ, τ ))ipσ3,

(2.20)

where on the second line in each case we used (2.16). Letting ζa,b = M
1
2 fa,b(λ;χ, τ )

denote rescalings of the conformal coordinates, we then define the inner paramet-
rices by setting

Ẇa(λ) := M− 1
2 ipσ3 e−iMϑa(χ,τ)σ3 i

1
2 (1−s)σ3Ha(λ)(2.21)

×U(ζa)(iσ2)
−1i−

1
2 (1−s)σ3 eiMϑa(χ,τ)σ3 , λ ∈ Da(δ)

and

Ẇb(λ) := M
1
2 ipσ3 e−iMϑb(χ,τ)σ3 i

1
2 (1−s)σ3Hb(λ)(2.22)

×U(ζb)i
− 1

2 (1−s)σ3 eiMϑb(χ,τ)σ3 , λ ∈ Db(δ).

Here the factors to the left of U(ζa,b) in each case are analytic on the relevant disk
and therefore have no effect on the jump conditions, and the matrix function U(ζ)
is defined in terms of parabolic cylinder functions as the solution of [7, Riemann-
Hilbert Problem 5] (for example; a development of the solution of this problem is
given in [21, Appendix A] taking τ = 1 in the notation of that reference). The
main properties of U(ζ) that we need to refer to here are

• U(ζ) is analytic for | arg(ζ)| < 1
4π,

1
4π < | arg(ζ)| < 3

4π, and 3
4π <

| arg(ζ)| < π (five sectors);
• U(ζ) takes continuous boundary values from each of the five sectors re-
lated by jump conditions U+(ζ) = U−(ζ)VPC(ζ), where VPC(ζ) is de-

fined in terms of the exponentials e±iζ2

on the five complementary oriented
boundary rays as shown in [7, Figure 9];

• U(ζ) has uniform asymptotics in all directions of the complex plane given
by

(2.23) U(ζ)ζ ipσ3 = I+
1

2iζ

[

0 ³
−´ 0

]

+

[

O(ζ−2) O(ζ−3)
O(ζ−3) O(ζ−2)

]

, ζ → ∞,
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2.3. SMALL-NORM PROBLEM FOR ERROR & LARGE-M EXPANSION 37

where

(2.24) ³ :=
2

3
4

√
2π

Γ(ip)
e

1
4 iπ e2πip

2

=

√

ln(2)

π
ei(

1
4π+2πp2−arg(Γ(ip))), ´ := −³∗.

In particular, the analyticity and jump conditions satisfied by U(ζ) imply that

the inner parametrices Ẇa(λ) and Ẇb(λ) exactly satisfy the jump conditions for
W(λ) within their respective disks of definition (here we assume that the jump
contours for W(λ) within each disk have been deformed to agree with preimages
under λ �→ ζa,b of the straight rays across which U(ζ) has jump discontinuities).

A global parametrix is then constructed from the outer and inner parametrices
as follows:

(2.25) Ẇ(λ) :=

⎧

⎪

«

⎪

¬

Ẇa(λ), λ ∈ Da(δ),

Ẇb(λ), λ ∈ Db(δ),

Ẇout(λ), λ ∈ C \ (I ∪Da(δ) ∪Db(δ)).

2.3. Small-norm problem for the error and large-M expansion

We now compare the (unknown) matrix W(λ) = W(λ;χ, τ,Q−s,M) with its
global parametrix by defining the error as

(2.26) F(λ) := W(λ)Ẇ(λ)−1.

Since the parametrix is an exact solution of the Riemann-Hilbert jump conditions
for W(λ) within the disks Da,b(δ) and across the part of I = [a, b] exterior to these
disks, F(λ) can be extended to an analytic function of λ ∈ C with the exception
of the arcs of C±

L and C±
R lying outside of the disks Da,b(δ), and the boundaries

∂Da,b(δ), which we take to have clockwise orientation. Because δ is fixed as M →
+∞, and since Ẇout(λ) is independent of M , there is a positive constant ν > 0
such that F+(λ) = F−(λ)(I+ O( e−νM)) holds uniformly on the jump contour for
F(λ) except on the circles ∂Da,b(δ). On the circles, we calculate the jump matrix
for F(λ) as follows:

(2.27) F+(λ) = F−(λ) · Ẇa,b(λ)Ẇout(λ)−1, λ ∈ ∂Da,b(δ),

becauseW(λ) is continuous across ∂Da,b(δ). Now we use the fact that by comparing

the definition (2.14) of the outer parametrix Ẇout(λ) with the definitions (2.17)–
(2.18) of Ha(λ) and Hb(λ), we have

(2.28) Ẇout(λ) e−iMϑa(χ,τ)σ3 i
1
2 (1−s)σ3(iσ2)

= M− 1
2 ipσ3 e−iMϑa(χ,τ)σ3 i

1
2 (1−s)σ3Ha(λ)ζ−ipσ3

a , λ ∈ Da(δ) \ I

and

(2.29) Ẇout(λ) e−iMϑb(χ,τ)σ3 i
1
2 (1−s)σ3

= M
1
2 ipσ3 e−iMϑb(χ,τ)σ3 i

1
2 (1−s)σ3Hb(λ)ζ−ipσ3

b , λ ∈ Db(δ) \ I.

Therefore, using (2.21) and (2.23) and the fact that ζa = M
1
2 fa(λ;χ, τ ) while

fa(λ;χ, τ ) is bounded away from zero on ∂Da(δ) for δ sufficiently small independent
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38 2. FAR-FIELD ASYMPTOTIC BEHAVIOR IN THE DOMAIN C

of M ,

F+(λ) = F−(λ)M
− 1

2 ipσ3 e−iMϑa(χ,τ)σ3 i
1
2 (1−s)σ3Ha(λ)(2.30)

·
(

I+
1

2iM
1
2 fa(λ;χ, τ )

[

0 ³
−´ 0

]

+

[

O(M−1) O(M− 3
2 )

O(M− 3
2 ) O(M−1)

])

·Ha(λ)−1i−
1
2 (1−s)σ3 eiMϑa(χ,τ)σ3M

1
2 ipσ3 , λ ∈ ∂Da(δ).

Likewise, using (2.22) and the fact that ζb = M
1
2 fb(λ;χ, τ ) with fb(λ;χ, τ ) bounded

away from zero on ∂Db(δ),

F+(λ) = F−(λ)M
1
2 ipσ3 e−iMϑb(χ,τ)σ3 i

1
2 (1−s)σ3Hb(λ)(2.31)

·
(

I+
1

2iM
1
2 fb(λ;χ, τ )

[

0 ³
−´ 0

]

+

[

O(M−1) O(M− 3
2 )

O(M− 3
2 ) O(M−1)

])

·Hb(λ)−1i−
1
2 (1−s)σ3 eiMϑb(χ,τ)σ3M− 1

2 ipσ3 , λ ∈ ∂Db(δ).

In particular, it follows that F+(λ) = F−(λ)(I + O(M− 1
2 )) holds uniformly on

the compact jump contour for F(λ), which otherwise is analytic and tends to I

as λ → ∞. By small-norm theory1 for such Riemann-Hilbert problems, it follows

that F−(·) = I+O(M− 1
2 ) holds in the L2 sense on the jump contour, in the limit

M → +∞.

2.4. Asymptotic formula for q(Mχ,Mτ ;Q−s,M) for (χ, τ ) ∈ C
Beginning with (1.30) and using the facts that S(λ;χ, τ,Q−s,M) = W(λ) =

W(λ;χ, τ,Q−s,M) and Ẇ(λ) = Ẇout(λ) both hold for |λ| sufficiently large, we
obtain the exact formula

q(Mχ,Mτ ;Q−s,M) = 2i lim
λ→∞

λW12(λ)

= 2i lim
λ→∞

λ
[

F11(λ)Ẇ
out
12 (λ) + F12(λ)Ẇ

out
22 (λ)

]

.
(2.32)

Since Ẇout(λ) is a diagonal matrix tending to I as λ → ∞, this formula simplifies
to

(2.33) q(Mχ,Mτ ;Q−s,M) = 2i lim
λ→∞

λF12(λ).

If VF(λ) denotes the jump matrix for F(λ), i.e., F+(λ) = F−(λ)VF(λ) holds on
the jump contour ΣF, then it follows from the Plemelj formula that

(2.34) F(λ) = I+
1

2πi

∫

ΣF

F−(η)(VF(η)− I)

η − λ
dη, λ ∈ C \ ΣF,

and therefore
(2.35)

q(Mχ,Mτ ;Q−s,M) = − 1

π

∫

ΣF

[

F11−(η)V
F
12(η) + F12−(η)(V

F
22(η)− 1)

]

dη.

1Small-norm theory applies to Riemann-Hilbert problems for which the jump matrix is uni-
formly close to the identity. It is based on the formulation of a Riemann-Hilbert problem as an
equivalent system of singular integral equations. In the small-norm setting the linear operator
that must be inverted to solve this system is a small perturbation of the identity operator and the
inversion is carried out by means of a convergent Neumann series. When the size of the difference

between the jump matrix and the identity is a small parameter, the Neumann series also functions
as an asymptotic expansion. See [9, Section 8] or [12, Appendix B].
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Since V F
22(·)− 1 = O(M−1) holds uniformly on ΣF, as ΣF is compact we also have

V F
22(·)− 1 = O(M−1) in L2(ΣF). Using that F12−(·) = O(M− 1

2 ) in L2(ΣF) as well,
by Cauchy-Schwarz,

(2.36) q(Mχ,Mτ ;Q−s,M) = − 1

π

∫

ΣF

F11−(η)V
F
12(η) dη +O(M− 3

2 ).

A similar argument allows F11−(η) to be replaced with 1 at the cost of an error
term of the same order. Indeed, taking a boundary value on ΣF in (2.34) gives for
ϕ(λ) := F11−(λ)− 1 the integral equation

(2.37) ϕ(λ)− 1

2πi

∫

ΣF

ϕ(η)(V F
11(η)− 1)

η − λ−
dη = f(λ), λ ∈ ΣF,

where

(2.38) f(λ) :=
1

2πi

∫

ΣF

V F
11(η)− 1

η − λ−
dη +

1

2πi

∫

ΣF

F12−(η)V F
21(η)

η − λ−
dη, λ ∈ ΣF.

The small-norm theory is fundamentally based on the fact that the Cauchy projec-
tion operator

(2.39) m(λ) �→ 1

2πi

∫

ΣF

m(η) dη

η − λ−
, λ ∈ ΣF

is bounded on L2(ΣF) with norm depending only on the geometry of the contour
ΣF, which is independent of any large parameter. Since V F

11(·) − 1 = O(M−1)
in L∞(ΣF) it follows easily from (2.37) that ϕ(·) = O(f(·)) in L2(ΣF) as M →
∞. Likewise, from (2.38) we see that f(·) = O(V F

11(·) − 1) + O(F12−(·)V F
21(·)) in

L2(ΣF). Since V F
11(·) − 1 = O(M−1) in L∞(ΣF), compactness of ΣF implies that

V F
11(·) − 1 = O(M−1) in L2(ΣF). Also, since V F

21(·) = O(M− 1
2 ) in L∞(ΣF) while

F12−(·) = O(M− 1
2 ) in L2(ΣF), we consequently have F12−(·)V F

21(·) = O(M−1) in
L2(ΣF) as well. Therefore ϕ(·) = F11−(·) − 1 = O(M−1) in L2(ΣF). As V F

12(·) =
O(M− 1

2 ) in L∞(ΣF) and hence also in L2(ΣF) it then follows by Cauchy-Schwarz
that

(2.40) q(Mχ,Mτ ;Q−s,M) = − 1

π

∫

ΣF

V F
12(η) dη +O(M− 3

2 ).

The dominant contribution to the integral comes from ∂Da(δ)∪∂Db(δ) where V
F
12(·)

is proportional to M− 1
2 , while contributions from the rest of ΣF are uniformly

exponentially small. Therefore, we may modify the integration contour to consist
of just two small circles (for a different error term of the same order):

(2.41) q(Mχ,Mτ ;Q−s,M) = − 1

π

∫

∂Da(δ)∪∂Db(δ)

V F
12(η) dη +O(M− 3

2 ).

Now, using the jump conditions (2.30)–(2.31) and the fact that Ha(·) is off-diagonal
while Hb(·) is diagonal, one easily finds that

(2.42) V F
12(η) =

M−ip e−2iMϑa(χ,τ)(−1)
1
2 (1−s)

2iM
1
2 fa(η;χ, τ )

´Ha
12(η)

2+O(M− 3
2 ), η ∈ ∂Da(δ),

(2.43) V F
12(η) =

M ip e−2iMϑb(χ,τ)(−1)
1
2 (1−s)

2iM
1
2 fb(η;χ, τ )

³Hb
11(η)

2 +O(M− 3
2 ), η ∈ ∂Db(δ).
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40 2. FAR-FIELD ASYMPTOTIC BEHAVIOR IN THE DOMAIN C

Therefore, since fa,b(·;χ, τ ) are analytic functions with simple zeros at a and b
respectively, a residue calculation gives

(2.44) q(Mχ,Mτ ;Q−s,M) =
(−1)

1
2 (1−s)

M
1
2

[

M−ip e−2iMϑa(χ,τ)
´Ha

12(a(χ, τ ))
2

f ′
a(a(χ, τ );χ, τ )

+M ip e−2iMϑb(χ,τ)
³Hb

11(b(χ, τ ))
2

f ′
b(b(χ, τ );χ, τ )

]

+O(M− 3
2 ).

Since s = ±1, we then use (2.16), (2.19)–(2.20), and (2.24) to obtain

(2.45) q(Mχ,Mτ ;Q−s,M) =
s

M
1
2

√

ln(2)

π

[

eiφ
e−2iMϑa(χ,τ)(−ϑ′′

a(χ, τ ))
−ip

(−ϑ′′
a(χ, τ ))

1
2

+ e−iφ e−2iMϑb(χ,τ)ϑ′′
b (χ, τ )

ip

ϑ′′
b (χ, τ )

1
2

]

+O(M− 3
2 ),

where, recalling the value of p from (2.14), a real angle φ is defined by

φ := − ln(2)

2π
ln(M)− ln(2)

π
ln(b(χ, τ )− a(χ, τ ))(2.46)

− ln(2)2

2π
− 1

4
π + arg

(

Γ

(

i ln(2)

2π

))

.

We may further observe that the numerator of each of the fractions in square
brackets above has unit modulus, so upon identifying the angles of those phase
factors the proof of Theorem 1.5 is complete, with a standard argument to supply
the local uniformity of the error estimate for (χ, τ ) in compact subsets of C (which
can include points on the positive χ-axis).

2.5. Simplification for τ = 0

The further simplification mentioned at the end of Section 1.8.1, so that (χ, τ ) ∈
C with τ = 0 means 0 < χ < 2, is accomplished by noting that the phase function
ϑ(λ;χ, 0) defined by (1.27) is an odd function of λ for each χ ∈ (0, 2), and we recall
that the critical points λ = a, b in this case are given by (1.35):

(2.47) b(χ, 0) =

√

2

χ
− 1, a(χ, 0) = −b(χ, 0).

A computation then shows that

(2.48)
ϑb(χ, 0) = ϑ(b(χ, 0);χ, 0) = χ

√

2

χ
− 1 + π − 2 tan−1

(
√

2

χ
− 1

)

,

ϑa(χ, 0) = −ϑb(χ, 0),

and that

(2.49)
ϑ′′
b (χ, 0) = ϑ′′(b(χ, 0);χ, 0) = χ2

√

2

χ
− 1,

ϑ′′
a(χ, 0) = −ϑ′′

b (χ, 0).

Therefore, in this special case, the leading term denoted L
[C]
k (χ, τ ) in (1.50) reduces

for τ = 0 and 0 < χ < 2 to (1.51).
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CHAPTER 3

Properties of h(λ;χ, τ ) for (χ, τ ) ∈ E ∪ S

3.1. Unique determination of h′(λ;χ, τ ) for (χ, τ ) ∈ E ∪ S
Here we show how (χ, τ ) ∈ E ∪ S determines a unique function h′(λ;χ, τ ) of the

form (1.44) that satisfies the residue and asymptotic conditions (1.41) and (1.42)
respectively.

We first use (1.42) with (1.44) to explicitly eliminate A(χ, τ ) and B(χ, τ )2 in
favor of u(χ, τ ) and v(χ, τ ):

A(χ, τ ) =
u(χ, τ )− χ

2τ
,

A(χ, τ )2 +B(χ, τ )2 =
3u(χ, τ )2

4τ2
− v(χ, τ )

τ
+ 2− χu(χ, τ )

τ2
+

χ2

4τ2
.

(3.1)

Then, the residue conditions (1.41) become (−2τ ± iu(χ, τ ) + v(χ, τ ))R(±i;χ, τ ) =
−2. Imposing instead the squares of these conditions1 one arrives at two complex-
conjugate equations, which amount to two real equations by taking real and imag-
inary parts. The real part equation reads R = 0, where

R := 3u4 − 3u2v2 − 4χu3 + 4τv3 + 4χuv2(3.2)

+ χ2u2 − χ2v2 − 8χτuv + 8τ2u2 − 20τ2v2

+ 4χ2τv + 32τ3v − 16τ4 + 16τ2 − 4χ2τ2,

and the imaginary part equation reads I1I2 = 0, where

(3.3) I1 := u2 − χu− 2τv + 4τ2 and I2 := 3uv − 4τu− χv + 2χτ.

Note that for τ = 0,

R|τ=0 = (u+ v)(u− v)(3u− χ)(u− χ),(3.4)

I1|τ=0 = (u− χ)u,

and I2|τ=0 = (3u− χ)v,

so one solution is to choose u(χ, 0) = χ and v(χ, 0) = 0. In order to apply the
implicit function theorem to continue this solution to τ 
= 0, it is necessary to
discard the factor I1 and enforce only the conditions R = 0 and I2 = 0. Then a
calculation shows that the Jacobian is

(3.5) det

[

Ru Rv

I2u I2v

]∣

∣

∣

∣

τ=0,u=χ,v=0

= 4χ4,

1Later, getting the signs right for the residues is accomplished by choosing the location of
the branch cut Σg in relation to the points λ = ±i. See Remark 3.2.

41
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42 3. PROPERTIES OF h(λ;χ, τ) FOR (χ, τ) ∈ E ∪ S

which is nonzero for χ > 2. Moreover, the equation I2 = 0 can be used to explicitly
eliminate v by

(3.6) I2 = 0 ⇔ v = 2τ
2u− χ

3u− χ
.

With v eliminated, the equation R = 0 reads P (u;χ, τ ) = 0, where P (u;χ, τ ) is the
septic polynomial

P (u;χ, τ ) := 81u7 − 189χu6 + (162χ2 + 72τ2)u5 − (66χ2 + 120τ2)χu4(3.7)

+ (13χ4 + 56χ2τ2 + 16τ4 + 432τ2)u3

− (χ4 + 8χ2τ2 + 16τ4 + 432τ2)χu2

+ 144χ2τ2u− 16χ3τ2.

Note that P (u;χ, 0) = (u− χ)(3u− χ)4u2, so if χ > 0, u(χ, 0) = χ is a simple root
hence continuable to τ > 0 (sufficiently small, given χ > 0) by the implicit function
theorem. In the limit τ ↓ 0 we can compute as many terms in the Taylor expansion
of u(χ, τ ) about u(χ, 0) = χ as we like; in particular it is easy to see that

(3.8) u(χ, τ ) = χ− 8τ2

χ3
+O(τ4), τ ↓ 0, χ > 2,

which implies via (3.6) that

(3.9) v(χ, τ ) = τ − 4τ3

χ4
+O(τ5), τ ↓ 0, χ > 2.

From (3.1) we then also find that

(3.10) A(χ, τ ) = −4τ

χ3
+O(τ3) and B(χ, τ )2 = 1− 4

χ2
+O(τ2), τ ↓ 0, χ > 2.

In the special case that τ = 0 and χ > 2, it follows that u(χ, 0) = χ, v(χ, 0) = 0,
A(χ, 0) = 0 and B(χ, 0)2 = 1 − 4/χ2 < 1. We claim that this solution can be
uniquely continued not just locally near τ = 0 but also to the entire unbounded
exterior region E as well as through its common boundary with the bounded region
S into that entire region. We have the following result, the proof of which can be
found in Appendix B.

Proposition 3.1. Let (χ, τ ) ∈ E ∪ S. Then P (u;χ, τ ) has a unique real root
of odd multiplicity, denoted u = u(χ, τ ) with u(0, τ ) = 0 for τ > 0 and u(χ, 0) = χ
for χ > 2. There exists a value τ1 > 0 such that except for χ = 0 and possibly
three or fewer points2 (χ, τ ) with χ > 0 and τ = τ1, u(χ, τ ) is the only real root of
P (u;χ, τ ) and it is simple.

Remark 3.2. In the case τ = 0 and χ > 2, Σg is an arc connecting the two
points λ = ±iB(χ, 0). If we take Σg to be the purely imaginary straight-line segment
connecting these points, then from the prescribed large-λ asymptotic behavior of
R(λ;χ, 0) we find that R(±i;χ, 0) = ±2i/χ, from which it follows directly via the

2The proof given in Appendix B.2 guarantees that the real root of u �→ P (u;χ, τ) with odd

multiplicity is simple almost everywhere in E ∪ S, and shows that the only possible points other
than χ = 0 where the root could have higher multiplicity have to occur for a specific value of τ
and there are at most three such points. However numerical calculations described in Remark B.3
give strong evidence that there are no exceptional points at all, i.e., the unique real root of
u �→ P (u;χ, τ) with odd multiplicity is in fact simple for all (χ, τ) ∈ E ∪ S.
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3.2. CRITICAL POINTS OF h′(λ;χ, τ) FOR (χ, τ) ∈ E ∪ S 43

formula (1.44) that the residue conditions (1.41) hold, so the signs of the residues
which had been conflated in squaring the residue conditions are indeed correctly
resolved with the indicated choice of Σg. To ensure that this successful resolution
is maintained upon continuation of the solution from τ = 0 it is then sufficient that
Σg deform continuously with (χ, τ ) without ever contacting the poles λ = ±i. This
is feasible because the endpoints A(χ, τ )± iB(χ, τ ) lie in the left half-plane for all
(χ, τ ) ∈ E ∪ S with χ > 0 and τ > 0; indeed from (3.1), A(χ, τ ) = 0 holds if and
only if u(χ, τ ) = χ and P (χ;χ, τ ) = 128τ2χ3 which vanishes only on the coordinate
axes. Therefore A(χ, τ ) has one sign on the interior of E ∪ S, and by (3.10) we see
that A(χ, τ ) < 0. Note that when χ ↓ 0 for given τ > 0, the proof of Proposition 3.1
shows that B(χ, τ )2 tends to a value strictly greater than 1 while A(χ, τ ) → 0, so
in this limiting situation we should choose Σg to lie in the left half-plane except for
its endpoints.

We are now in a position to show that, as claimed in Section 1.7, B(χ, τ )2 > 0
holds for all (χ, τ ) ∈ E ∪ S ∪ (∂E ∩ ∂S) and B(χ, τ )2 = 0 holds on the common
boundary of the union with C. Indeed, expressing B2 explicitly in terms of u, χ, and
τ using (3.1) and (3.6), one finds that B2 = 0 implies 3u3−4χu2+(4τ2+χ2)u = 0.
The resultant between this equation and P (u;χ, τ ) vanishes on the open quadrant
(χ, τ ) ∈ R>0 × R>0 exactly where (1.32) holds.

3.2. Critical points of h′(λ;χ, τ ) for (χ, τ ) ∈ E ∪ S
Observe that while the coefficients u(χ, τ ) and v(χ, τ ) in the quadratic fac-

tor in the numerator of h′(λ;χ, τ ) defined in (1.44) depend real-analytically on
(χ, τ ) ∈ (R≥0 × R≥0) \ C, the quadratic discriminant vanishes to first order along
two curves in this domain so the roots undergo bifurcation upon crossing these
curves. Eliminating v via (3.6), the quadratic discriminant u2 − 8τv is seen to
vanish only if 3u3 − χu2 − 32τ2u + 16χτ2 = 0. The resultant of this cubic poly-
nomial with P (u;χ, τ ) vanishes for (χ, τ ) ∈ R>0 × R>0 exactly where D(χ, τ ) :=
H10(χ, τ ) + H8(χ, τ ) + H6(χ, τ ) + H4(τ ) = 0, in which the Hj are homogeneous
polynomials

H10(χ, τ ) := −(8τ2 − χ2)(100τ2 + χ2)4,

H8(χ, τ ) := 2χ8 + 1040χ6τ2 + 1741728χ4τ4 − 125516800χ2τ6 + 730880000τ8,

H6(χ, τ ) := χ6 + 504χ4τ2 + 3103488χ2τ4 + 67627008τ6,

H4(τ ) := 1492992τ4.

(3.11)

There is one unbounded arc in the first quadrant where this condition holds (see
the curve denoted �trig in Figure 1.3) and it is governed far from the origin by the
highest-order homogeneous terms H10(χ, τ ) ≈ 0; this arc is therefore asymptotic

to the line χ =
√
8τ (the dotted line in Figure 1.3). The cusp point (χ, τ ) =

(χ�, τ �) (see (1.36)) on the boundary of C is a non-smooth point on the locus
D(χ, τ ) = 0 because the gradient vector vanishes there as well. In fact, setting
(χ, τ ) = (χ� +∆χ, τ � +∆τ ), one computes that

(3.12) D(χ, τ ) =
3948901875

256

(

2√
3
∆τ −∆χ

)2

+O((∆χ2 +∆τ2)
3
2 ).
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44 3. PROPERTIES OF h(λ;χ, τ) FOR (χ, τ) ∈ E ∪ S

The leading terms describe two curves tangent to the line ∆χ = 2√
3
∆τ , and along

this line the cubic correction terms are proportional to ∆τ3 by a negative coefficient.
Therefore the two curves both emanate from the cusp point (∆χ,∆τ ) = (0, 0)
along this tangent line in the direction ∆τ > 0, entering the exterior of C from the
cusp point. Since D(0, τ ) = 2048(1 − τ2)τ4(625τ2 + 27)2, an arc along which this
condition holds exits the quadrant (χ, τ ) ∈ R>0 × R>0 on the τ -axis at the point
(χ, τ ) = (0, 1). This is the arc separating S from E , and is shown as a blue curve
in Figure 1.1.

3.3. Construction of g(λ;χ, τ ) when Σg ∩ Σc = ∅
For the analysis when (χ, τ ) ∈ S to be presented in Chapter 5 below, we will use

a g-function with the property that its branch cut is disjoint from Σc (by choice of
Σc). Indeed, note that according to the central panel of Figure 3.1 below showing
the zero level curve of Re(ih(λ;χ, τ )) for (χ, τ ) ∈ S it is possible to choose Σc

connecting λ = ±i to avoid the level curve except where it must cross R. On the
other hand, a general principle is that whenever possible one should choose the
branch cut for g to lie on a zero level curve of Re(ih).

Since h′(λ;χ, τ ) is now well-defined for all (χ, τ ) ∈ E ∪ S, we have g′(λ;χ, τ ) =
h′(λ;χ, τ ) − ϑ′(λ;χ, τ ) which has removable singularities at λ = ±i according to
(1.41) and hence is an analytic function for λ ∈ C\Σg with, according to (1.42), the
asymptotic behavior g′(λ;χ, τ ) = O(λ−2) as λ → ∞. Since g′(λ;χ, τ ) is integrable
at λ = ∞, the contour integral

(3.13) g(λ;χ, τ ) :=

∫ λ

∞
g′(η;χ, τ ) dη

is independent of path in the domain C \ Σg and defines the unique antiderivative
analytic in the same domain that satisfies the condition g(∞;χ, τ ) = 0. It is
easy to check that g(λ∗;χ, τ ) = g(λ;χ, τ )∗ holds for each λ ∈ Σg and (χ, τ ) ∈
E ∪ S. Obtaining g(λ;χ, τ ) from (3.13) is a bit of a subtle calculation, because the
integrability at η = ∞ and η = ±i relies on cancellations arising from the equations
satisfied by the parameters u, v, A,B. Another approach is to assume that Σg is
determined by solving those equations, and then to note that g(λ;χ, τ ) is a function
analytic for λ ∈ C \ Σg with g(λ;χ, τ ) = O(λ−1) as λ → ∞ and whose boundary
values on Σg satisfy

g+(λ;χ, τ ) + g−(λ;χ, τ ) = h+(λ;χ, τ ) + h−(λ;χ, τ )− 2ϑ(λ;χ, τ )

= 2κ(χ, τ )− 2ϑ(λ;χ, τ ), λ ∈ Σg,
(3.14)

for some integration constant κ(χ, τ ) (because the sum of boundary values of h
is constant along Σg). This formula (3.14) assumes that ϑ(λ;χ, τ ) is analytic on
the subset Σg of the jump contour for S(λ;χ, τ,G,M). As the jump contour for
ϑ(λ;χ, τ ) is Σc, we are assuming that the latter is contained in the interior of the
Jordan curve Σ◦, which guarantees that Σg ∩ Σc = ∅. Another situation, in which
Σ◦ is deformed into a dumbbell-shaped jump contour with a Schwarz-symmetric
neck that is necessarily a subset of Σc, will be required to prove Theorem 1.7. We
will describe how the procedure needs to be modified for that case in Section 3.4.

Returning to (3.14), to determine the constant κ(χ, τ ) and simultaneously ob-
tain g(λ;χ, τ ) without using (3.13), we represent g(λ;χ, τ ) in the form g(λ;χ, τ ) =
R(λ;χ, τ )k(λ;χ, τ ), from which it follows that k(λ;χ, τ ) is analytic for λ ∈ C \ Σg,
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with bounded boundary values except at the branch points λ = A± iB where it is
only required that the product R(λ;χ, τ )k(λ;χ, τ ) is bounded. We also require that
k(λ;χ, τ ) = O(λ−2) as λ → ∞, and that the boundary values taken by k(λ;χ, τ )
along Σg are related by

(3.15) k+(λ;χ, τ )− k−(λ;χ, τ ) =
2κ(χ, τ )− 2ϑ(λ;χ, τ )

R+(λ;χ, τ )
, λ ∈ Σg,

as implied by (3.14). It follows that k(λ;χ, τ ) is necessarily given by the Plemelj
formula:

(3.16) k(λ;χ, τ ) =
1

iπ

∫

Σg

κ(χ, τ )− ϑ(η;χ, τ )

R+(η;χ, τ )(η − λ)
dη, λ ∈ C \ Σg.

It is not hard to see that this formula automatically gives the condition that
R(λ;χ, τ )k(λ;χ, τ ) is bounded at the branch points λ = A ± iB. However the
condition k(λ;χ, τ ) = O(λ−2) as λ → ∞ remains to be enforced, and this will
determine the integration constant κ(χ, τ ). Indeed, the coefficient of the leading
term proportional to λ−1 in the Laurent expansion of k(λ;χ, τ ) about λ = ∞ must
vanish, i.e.,

(3.17)

∫

Σg

κ(χ, τ )− ϑ(λ;χ, τ )

R+(λ;χ, τ )
dλ = 0.

Note that letting L denote any clockwise-oriented loop surrounding the branch cut
Σg of R(λ;χ, τ ), a residue computation at λ = ∞ where R(λ;χ, τ ) = λ + O(1)
shows that

(3.18)

∫

Σg

dλ

R+(λ;χ, τ )
=

1

2

∮

L

dλ

R(λ;χ, τ )
= −iπ.

This being nonzero shows that κ(χ, τ ) will indeed be determined by the condition
(3.17). Then,

(3.19)

∫

Σg

ϑ(λ;χ, τ )

R+(λ;χ, τ )
dλ = I1(χ, τ ) + I2(χ, τ ),

where

(3.20) I1(χ, τ ) :=

∫

Σg

χλ+ τλ2

R+(λ;χ, τ )
dλ and I2(χ, τ ) := i

∫

Σg

log(B(λ))

R+(λ;χ, τ )
dλ.

A similar residue calculation using two more terms in the large-λ expansion of
R(λ;χ, τ ), specifically that R(λ;χ, τ )−1 = λ−1 +Aλ−2 + (A2 − 1

2B
2)λ−3 +O(λ−4)

shows that

(3.21) I1(χ, τ ) = −iπ(χA+ τ (A2 − 1
2B

2)), A = A(χ, τ ), B2 = B(χ, τ )2.

Now assuming that the loop L excludes the branch cut Σc of the logarithm and
that L′ is a counter-clockwise oriented contour that encircles Σc but that excludes
Σg, we use the fact that the integrand for I2 is integrable at λ = ∞ to obtain

(3.22) I2(χ, τ ) =
1

2
i

∮

L

log(B(λ))

R(λ;χ, τ )
dλ =

1

2
i

∮

L′

log(B(λ))

R(λ;χ, τ )
dλ.

Then, collapsing L′ to both sides of Σc, where R(λ;χ, τ ) is analytic but the bound-
ary values of the logarithm differ by 2πi,

(3.23) I2(χ, τ ) = π

∫

Σc

dλ

R(λ;χ, τ )
,
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where we recall that Σc is a Schwarz-symmetric arc oriented from −i to i. Therefore,
I2(χ, τ ) is purely imaginary and is computable in terms of A(χ, τ ) and B(χ, τ )2 via
hyperbolic functions. We have therefore obtained a formula for the integration
constant κ(χ, τ ) in the form (1.57) written in Section 1.8.3. According to (3.16)
and g(λ;χ, τ ) = R(λ;χ, τ )k(λ;χ, τ ) we have (evaluating the term proportional to
κ(χ, τ ) by residues):

(3.24) g(λ;χ, τ ) = κ(χ, τ )− R(λ;χ, τ )

iπ

∫

Σg

ϑ(η;χ, τ ) dη

R+(η;χ, τ )(η − λ)
.

3.4. Construction of g(λ;χ, τ ) when Σg ⊂ Σc

On the other hand, for our analysis in the case (χ, τ ) ∈ E to be presented in
Chapter 4, we will choose the branch cut Σg to be a subset of Σc because as can be
seen from the left and right panels of Figure 3.1, Σc necessarily intersects the zero
level curve of Re(ih(λ;χ, τ )) at points λ ∈ C \ R. In this case, some modification
of the preceding construction of g(λ;χ, τ ) is needed.

Indeed, in this situation the phase function ϑ(λ;χ, τ ) defined in (1.27) takes
two distinct boundary values at each point of Σg, so instead of (3.14) the condition
that the sum of boundary values of h(λ;χ, τ ) is constant along Σg now reads

g+(λ;χ, τ ) + g−(λ;χ, τ ) = h+(λ;χ, τ ) + h−(λ;χ, τ )− ϑ+(λ;χ, τ )− ϑ−(λ;χ, τ )

= 2γ(χ, τ )− ϑ+(λ;χ, τ )− ϑ−(λ;χ, τ ), λ ∈ Σg ⊂ Σc,

(3.25)

where the constant value of h+ + h− is now denoted 2γ(χ, τ ). As before, we write
g(λ;χ, τ ) = R(λ;χ, τ )k(λ;χ, τ ) and find that the analogue of (3.16) reads

(3.26) k(λ;χ, τ ) =
1

iπ

∫

Σg

γ(χ, τ )− 1
2ϑ+(η;χ, τ )− 1

2ϑ−(η;χ, τ )

R+(η;χ, τ )(η − λ)
dη, λ ∈ C \ Σg,

where γ(χ, τ ) is to be chosen to enforce the condition analogous to (3.17):

(3.27)

∫

Σg

γ(χ, τ )− 1
2ϑ+(λ;χ, τ )− 1

2ϑ−(λ;χ, τ )

R+(λ;χ, τ )
dλ = 0.

By residue calculations, this can be written in the form

(3.28) γ(χ, τ ) = χA(χ, τ ) + τ (A(χ, τ )2 − 1
2B(χ, τ )2)− 1

iπ
I2(χ, τ ),

where now I2(χ, τ ) is given by a modification of the formula in (3.20):

(3.29) I2(χ, τ ) := i

∫

Σg

1
2 log+(B(λ)) + 1

2 log−(B(λ))

R+(λ;χ, τ )
dλ.

Taking L to be a clockwise-oriented loop passing through the endpoints A± iB of
Σg and enclosing Σg but with the two arcs of Σc \ Σg in its exterior, and taking
L′ to be a pair of counterclockwise-oriented loops each enclosing one of the arcs of
Σc \ Σg and passing through the corresponding endpoint of Σg, we again arrive at
the identities (3.22). Then collapsing the loops of L′ to both sides of the arcs of
Σc \ Σg we obtain

(3.30) I2(χ, τ ) = π

∫

Σc\Σg

dλ

R(λ;χ, τ )
,
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3.5. STRUCTURE OF THE ZERO LEVEL CURVE Re(ih(λ;χ, τ)) = 0 47

leading to the analogue of (1.57):

(3.31) γ(χ, τ ) = χA+ τ (A2 − 1
2B

2) + i

∫

Σc\Σg

dλ

R(λ;χ, τ )
.

This is equivalent to the form written in (1.54) in Section 1.8.2.

3.5. Structure of the zero level curve Re(ih(λ;χ, τ )) = 0

A consequence of the choice of integration constant to ensure that g(λ;χ, τ ) → 0
as λ → ∞ is that both g and h have even Schwarz symmetry for all (χ, τ ) ∈ E ∪ S:
(3.32) g(λ∗;χ, τ )∗ = g(λ;χ, τ ) and h(λ∗;χ, τ )∗ = h(λ;χ, τ ), (χ, τ ) ∈ E ∪ S.
It follows that Re(ih(λ;χ, τ )) = 0 holds for all λ ∈ R, λ 
∈ Σg. We also have Lemma
3.3.

Lemma 3.3. For all (χ, τ ) ∈ E ∪ S, Re(ih(A± iB;χ, τ )) = 0, where A± iB =
A(χ, τ )± iB(χ, τ ) are the complex-conjugate endpoints of Σg.

Proof. Let λR ∈ R with λR 
∈ Σg. Since h(λR;χ, τ ) is purely real,

Re(ih(A+ iB;χ, τ )) = Re

(

i

∫ A+iB

λR

h′(λ;χ, τ ) dλ

)

=
1

2
i

∫ A+iB

λR

h′(λ;χ, τ ) dλ− 1

2
i

[

∫ A+iB

λR

h′(λ;χ, τ ) dλ

]∗

,

(3.33)

where due to (1.41) the path of integration L : λR → A + iB is arbitrary in the
upper half plane, except that it is chosen so that the pole at λ = i does not lie
between L and Σg. Using the even Schwarz symmetry of h′(λ;χ, τ ) and a contour
integral reparametrization,

[

∫ A+iB

λR

h′(λ;χ, τ ) dλ

]∗

=

∫ A+iB

λR

h′(λ;χ, τ )∗ dλ∗

=

∫ A+iB

λR

h′(λ∗;χ, τ ) dλ∗

= −
∫ λR

A−iB

h′(λ;χ, τ ) dλ,

(3.34)

where in the final integral the path of integration is L∗ but with opposite orientation.
Combining these results, and taking into account that h′(λ;χ, τ ) changes sign across
Σg, we have

(3.35) Re(ih(A+ iB;χ, τ )) =
1

4
i

∮

O

h′(λ;χ, τ ) dλ,

where O is a simple closed contour enclosing Σg but excluding λ = ±i, the orienta-
tion of which depends on whether λR lies to the left or right of the point where Σg

intersects the real axis. Using (1.41), without changing the value of the integral we
may replace O by another contour surrounding Σg with the same orientation but
now also enclosing λ = ±i. Since there are no longer any singularities of h′(λ;χ, τ )
outside of O, we may evaluate the integral over O by residues at λ = ∞. Using
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(1.42) one sees that the residue of h′(λ;χ, τ ) at λ = ∞ vanishes, so we conclude that
Re(ih(A+ iB;χ, τ )) = 0. Using (3.32) then gives also Re(ih(A− iB;χ, τ )) = 0. �

This result implies that the level curve Re(ih(λ;χ, τ )) = 0 does not depend
substantially on the choice of branch cut Σg. Indeed, the differential ih

′(λ;χ, τ ) dλ
can be extended from λ ∈ C \ Σg to the hyperelliptic Riemann surface R of the
equation R2 = (λ − A)2 + B2 just by adding a second copy of C \ Σg on which
R(λ;χ, τ ) is replaced with −R(λ;χ, τ ). Since R has genus zero and hence has trivial
homology, and since the residues of h′(λ;χ, τ ) (see (1.41)–(1.42)) are imaginary, the
real part of an antiderivative of ih′(λ;χ, τ ) dλ is well defined up to a constant as a
harmonic function on R with the four points corresponding to λ = ±i omitted. By
Lemma 3.3, if the constant of integration is determined by fixing the base point of
integration to be one of the two branch points, the real part vanishes at both branch
points and on the principal sheet of R this function coincides with Re(ih(λ;χ, τ ))
while on the auxiliary sheet it coincides with −Re(ih(λ;χ, τ )). It follows that the
projection from each sheet of R to C of the zero level is exactly the same. Since
the choice of branch cut Σg for R(λ;χ, τ ) only affects the value of Re(ih(λ;χ, τ ))
up to a sign, the zero level curve is essentially independent of the location of Σg

(technically, Re(ih(λ;χ, τ )) is undefined on Σg, but the zero level curve can be
extended unambiguously to Σg).

As noted above, the zero level set Re(ih(λ;χ, τ )) = 0 always contains the
real axis as a proper subset, as well as the branch points λ = A ± iB. Since
ih(λ;χ, τ ) = iϑ(λ;χ, τ ) + ig(λ;χ, τ ) = iϑ(λ;χ, τ ) + O(λ−1) = iχλ + iτλ2 + O(λ−1)
as λ → ∞, for τ 
= 0 in E ∪ S there is exactly one Schwarz-symmetric pair of arcs of
the zero level set that are asymptotically vertical, one in each half-plane. All other
arcs of the level set in C \ R are bounded. These arcs are necessarily “horizontal”
trajectories of the rational quadratic differential3 h′(λ;χ, τ )2 dλ2, i.e., curves along
which h′(λ;χ, τ )2 dλ2 > 0. By Lemma 3.3, some of the arcs of the zero level set are
so-called critical trajectories, i.e., those emanating from zeros of h′(λ;χ, τ )2. By
Jenkins’s three-pole theorem [17, Theorem 3.6] and the basic structure theorem
[17, Theorem 3.5], the union of critical trajectories of h′(λ;χ, τ )2 dλ2 has empty
interior and divides the complex λ-plane into a finite number of domains. Two of
these domains, one in each half-plane, are so-called circle domains each containing
one of the poles λ = ±i and each having at least one of the zeros of h′(λ;χ, τ )2 on
its boundary. Furthermore, from each of the simple roots λ = A± iB of h′(λ;χ, τ )2

emanate locally exactly three critical trajectories, and from each of the double roots
of h′(λ;χ, τ )2 (i.e., the roots of 2τλ2 + u(χ, τ )λ+ v(χ, τ )) emanate locally exactly
four critical trajectories.

Suppose first that (χ, τ ) ∈ Eχ ∪ S. Then the double roots of h′(λ;χ, τ ) (two
for τ 
= 0 and one for τ = 0) are real, and therefore two of the four trajectories
emanating from each coincide with intervals of R (that are contained in the level set
Re(ih(λ;χ, τ )) = 0, and the closure of the union of which is exactly R). In this case,
by Lemma 3.3 all critical trajectories are included in the level set Re(ih(λ;χ, τ )) = 0.
The level curves entering the upper and lower half-planes vertically from λ = ∞
for τ 
= 0 can only terminate at one of the roots of h′(λ;χ, τ )2. These trajectories

3The following calculations rely on several results from geometric function theory involving
trajectories of quadratic differentials. Aside from the basic references [17] and [25], the “user’s
guide” in [20, Appendix B] is a particularly readable account of this theory and its practical
application.
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3.5. STRUCTURE OF THE ZERO LEVEL CURVE Re(ih(λ;χ, τ)) = 0 49

either terminate at one of the real double roots, or at the conjugate pair of simple
roots λ = A± iB.

• If they terminate at one of the two real double roots, then the non-real
trajectories emanating from the other real double root can only terminate
at the simple roots λ = A± iB. It follows that the two additional trajec-
tories emanating from each of these simple roots must coincide and form
a closed curve in each half-plane. By Teichmüller’s lemma [25, Theorem
14.1], this curve must be the boundary of the circle domain containing the
pole λ = ±i. If τ = 0 and hence there are no unbounded arcs of the level
set in the open upper and lower half-planes, then by the same arguments
the non-real trajectories emanating from the unique real double root ter-
minate at the simple roots λ = A± iB, and the remaining two trajectories
from each of these coincide and enclose the poles at λ = ±i. The zero level
Re(ih(λ;χ, τ )) = 0 consists of the real line, a Schwarz-symmetric pair of
arcs connecting a real double root with the conjugate pair of simple roots
λ = A ± iB, a Schwarz-symmetric pair of loops joining each simple root
λ = A ± iB to itself and enclosing the poles at λ = ±i, and (if τ 
= 0)
a Schwarz-symmetric pair of unbounded arcs emanating from the second
real double root and tending vertically to λ = ∞. This topological con-
figuration of the zero level set holds on the domain Eχ (as one can see
from the limiting case of τ = 0, where the zero level set acquires addi-
tional Schwarz reflection symmetry in the imaginary axis). See Figure 3.1,
left-hand panel.

Figure 3.1. Zero level curves of Re(ih(λ;χ, τ )). Left: (χ, τ ) =
(2.5, 0.7) ∈ Eχ. Center: (χ, τ ) = (2, 0.8) ∈ S. Right: (χ, τ ) =
(2, 1.2) ∈ Eτ . In all three plots, the red points are the poles λ = ±i,
and λ0 = A+ iB.

• If they terminate at the conjugate pair of simple roots λ = A± iB, then
the remaining two trajectories emanating from each simple root terminate
at the two real double roots, and the boundary of the circle domain in
each half-plane consists of three distinct trajectories, one of which is the
interval of the real axis between the two real double roots and is common
to the boundaries of both circle domains. (The other apparent possibility,
that the two additional trajectories emanating from λ = A± iB coincide
and that the two trajectories emanating into each half-plane from the two
real double roots also coincide, can be ruled out by Teichmüller’s lemma
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since two closed curves formed by critical trajectories would appear in
each half-plane, only one of which can contain a pole.) The zero level set
Re(ih(λ;χ, τ )) = 0 consists of the real line, a Schwarz-symmetric pair of
arcs from each of the two real double roots to the conjugate pair of simple
roots, and a Schwarz-symmetric pair of unbounded arcs emanating from
the conjugate pair of simple roots and tending vertically to λ = ∞. This
topological configuration of the zero level set holds on the domain S (as
one can see from the limiting case of χ = 0, where again the zero level set
acquires additional Schwarz reflection symmetry in the imaginary axis).
See Figure 3.1, center panel.

Next suppose that (χ, τ ) ∈ Eτ . Then the double roots of h′(λ;χ, τ )2 form
a conjugate pair that we denote by λ = C ± iD. By Lemma 3.3, the simple
roots λ = A± iB are on the zero level of Re(ih(λ;χ, τ )) and therefore at most one
trajectory from each can be unbounded. If none of the three trajectories emanating
from λ = A ± iB is unbounded, then at least one of them must terminate at
λ = C ± iD implying that Re(ih(C ± iD;χ, τ )) = 0 and hence the unbounded
arc of the level curve in each half-plane terminates at this point as well. If it is
exactly one trajectory from λ = A ± iB that terminates at λ = C ± iD, then the
other two coincide forming a loop, and the remaining two bounded trajectories
emanating from the latter must coincide forming a second loop; however only one
of these loops can contain the pole at λ = ±i so the existence of both is ruled out
by Teichmüller’s lemma. If it is exactly two trajectories from λ = A ± iB that
terminate at λ = C ± iD, then the third trajectory would have to be unbounded
contradicting the assumption that all trajectories from A ± iB are bounded. If
all three trajectories from λ = A ± iB terminate at λ = C ± iD, then we again
form two domains bounded by trajectories only one of which can contain a pole
leading to a contradiction with Teichmüller’s lemma. We conclude that exactly
one of the trajectories emanating from each simple root λ = A± iB is unbounded.
It then follows that the other two trajectories emanating from λ = A ± iB must
coincide. Indeed, otherwise they must both terminate at the double root λ = C±iD
in the same half-plane from which we learn that Re(ih(C ± iD;χ, τ )) = 0 which
implies that neither of the remaining two trajectories from λ = C ± iD can be
unbounded or terminate at A± iB, so they must coincide. It is then apparent that
each half-plane contains a domain bounded by the two curves connecting A ± iB
with C ± iD and a domain bounded by the trajectory joining C ± iD to itself;
however the pole λ = ±i can only lie in one of these two domains, so the existence
of the other leads to a contradiction with Teichmüller’s lemma. The zero level set
Re(ih(λ;χ, τ )) = 0 is then the disjoint union of three components: the real line
and a Schwarz-symmetric pair of components each consisting of a loop trajectory
joining λ = A± iB to itself and surrounding λ = ±i and an unbounded trajectory
emanating from λ = A± iB. In this case, the double roots λ = C± iD do not lie on
the zero level of Re(ih(λ;χ, τ )), and the level set is not connected. See Figure 3.1,
right-hand panel.
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CHAPTER 4

Far-Field Asymptotic Behavior

of Rogue Waves in the Domain E

In this chapter, we prove Theorem 1.7. Since that result is specialized to
the case of fundamental rogue waves of order k ∈ Z>0 for which G = Q−s with
s = (−1)k and M = 1

2k + 1
4 (assumptions that are essential to the proof), in this

chapter we will write S(k)(λ;χ, τ ) = S(λ;χ, τ,Q−s,M).

4.1. Deformation to a dumbbell-shaped contour

When (χ, τ ) ∈ E , we will find it useful to begin by replacing the Jordan jump
contour Σ◦ for S(k)(λ;χ, τ ) with a dumbbell-shaped contour consisting of a closed
loop Γ+ in the upper half-plane surrounding the point λ = i in the clockwise sense,
its reflection Γ− in the real axis (also oriented in the clockwise sense), and a “neck”
N consisting of an upward-oriented arc against the left side of the branch cut Σc

for ϑ(λ;χ, τ ) and a downward-oriented arc against the right side of the same cut.
Combining these two jump conditions with the jump discontinuity of the function
ϑ(λ;χ, τ ) across the central arc Σc of the neck, we can write a single jump condition
for S(k)(λ;χ, τ ) across N , which we take to be oriented in the upward direction. For
this calculation, we assume that initially the Jordan curve Σ◦ contains Γ+∪N ∪Γ−

in its interior and we introduce a substitution by setting

(4.1) S̃(k)(λ;χ, τ ) := S(k)(λ;χ, τ ) e−iMϑ(λ;χ,τ)σ3Q−s eiMϑ(λ;χ,τ)σ3 ,

for λ between Σ◦ and Γ+∪N∪Γ−, and we set S̃(k)(λ;χ, τ ) := S(k)(λ;χ, τ ) elsewhere,
i.e., in the exterior of Σ◦ and in the interior of Γ+ and of Γ−. Dropping the tilde,
the jump contour for S(k)(λ;χ, τ ) becomes Γ+ ∪N ∪ Γ−. The jump condition for
S(k)(λ;χ, τ ) across Γ+ and Γ− reads exactly the same as the original jump condition
(1.29) across Σ◦. To compute the jump of the redefined S(k)(λ;χ, τ ) across N , we
start from its definition and using the fact that ϑ(λ;χ, τ ) takes distinct boundary

values on N from either side we get S
(k)
+ (λ;χ, τ ) = S

(k)
− (λ;χ, τ )V for λ ∈ N , where

V = e−iMϑ−(λ;χ,τ)σ3Qs eiMϑ−(λ;χ,τ)σ3 e−iMϑ+(λ;χ,τ)σ3Q−s eiMϑ+(λ;χ,τ)σ3

=
1

2

[

1 + e2iM(ϑ+(λ;χ,τ)−ϑ−(λ;χ,τ)) s
(

e−2iMϑ+(λ;χ,τ) − e−2iMϑ−(λ;χ,τ)
)

−s
(

e2iMϑ+(λ;χ,τ) − e2iMϑ−(λ;χ,τ)
)

1 + e−2iM(ϑ+(λ;χ,τ)−ϑ−(λ;χ,τ))

]

.

(4.2)

51
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52 4. ASYMPTOTIC BEHAVIOR OF ROGUE WAVES IN DOMAIN E

But by (1.27) we have ϑ+(λ;χ, τ ) − ϑ−(λ;χ, τ ) = −2π. Since M = 1
2k + 1

4 for
k ∈ Z>0, this easily reduces to

S
(k)
+ (λ;χ, τ ) = S

(k)
− (λ;χ, τ )

[

0 s e−2iMϑ+(λ;χ,τ)

−s e2iMϑ+(λ;χ,τ) 0

]

= S
(k)
− (λ;χ, τ )

[

0 −s e−2iMϑ−(λ;χ,τ)

s e2iMϑ−(λ;χ,τ) 0

]

, λ ∈ N.

(4.3)

Remark 4.1. The fact that the jump matrix on N is off-diagonal is a conse-
quence of the quantization of M > 0 via M = 1

2k + 1
4 , k ∈ Z>0, and the choice of

“core” matrix G = Q−s for s = (−1)k. More generally, if we express M ≥ 0 in the
modular form M = 1

2k + r with k ∈ Z≥0 and 0 ≤ r < 1
2 , then for G = Q−s with

s = ±1 arbitrary we obtain

(4.4) S+(λ;χ, τ,Q
−s,M) = S−(λ;χ, τ,Q

−s,M) e−iMϑ−(λ;χ,τ)σ3Z eiMϑ+(λ;χ,τ)σ3 ,

λ ∈ N

in place of (4.3), where Z is the constant matrix

(4.5) Z :=

[

(−1)k cos(2πr) s(−1)ki sin(2πr)
s(−1)ki sin(2πr) (−1)k cos(2πr)

]

.

It is then clear that the only values of M ≥ 0 for which Z is off-diagonal are those
corresponding to rogue waves. This is the reason why fundamental rogue waves
behave differently for (χ, τ ) ∈ E than other solutions obtained from Riemann-
Hilbert Problem 2 for different parameters as described in Section 1.3, such as the
high-order multiple-pole solitons for which M ∈ 1

2Z≥0. The latter solutions are
special once again, in that they are precisely the solutions for which Z is diagonal
(in fact Z = (−1)kI). In the general case, all four entries of Z are nonzero and
hence available for use as pivots in matrix factorizations, and this distinguishes the
asymptotic behavior on E from both special cases as described in Section 1.9.

Next, we explain how the contours Γ+ and N should be chosen (recall that Γ−

is the Schwarz reflection of Γ+ with clockwise orientation). Recall from Section 3.5
that as (χ, τ ) ranges over E , there exists a simple closed curve surrounding the
point λ = i and passing through the point λ = A + iB such that all roots of
2τλ2 + uλ + v = 0 are in the exterior of this curve, and importantly, such that
h′(λ;χ, τ ) dλ is purely real along the curve. In other words, the circle domain for
the rational quadratic differential h′(λ;χ, τ )2 dλ2 containing the pole λ = i (reality
of the residue due to the condition (1.41) guarantees that this point is indeed
contained in a circle domain) has only the critical point λ = A+iB on its boundary.
We take the boundary curve, which is a critical trajectory for h′(λ;χ, τ )2 dλ2, to be
the loop Γ+. Then we choose N to be any Schwarz-symmetric arc from λ = A− iB
to λ = A + iB that lies in the exterior of both loops Γ+ ∪ Γ−. Later we will fix
its direction near the endpoints of N . See the left-hand panels of Figures 4.1–4.2.
Note that the difference between the case (χ, τ ) ∈ Eχ shown in Figure 4.1 and the
case (χ, τ ) ∈ Eτ shown in Figure 4.2 is that on Eχ we choose the contour N to lie on
the zero level curve of Re(ih(λ;χ, τ )) while on Eτ it is not possible to do so because
λ0 and λ∗

0 lie on disjoint components of the level curve. Compare the left-hand and
right-hand panels of Figure 3.1.

Licensed to Univ of Cincinnati.  Prepared on Sun Aug 11 17:40:58 EDT 2024for download from IP 132.174.253.141.



4.2. INTRODUCTION OF g AND STEEPEST DESCENT DEFORMATION 53

Figure 4.1. Left: for (χ, τ ) = (2.5, 0.7) ∈ Eχ, the regions in the
λ-plane where Re(ih(λ;χ, τ )) < 0 (shaded) and Re(ih(λ;χ, τ )) > 0
(unshaded), and the modified jump contour Γ+ ∪ N ∪ Γ−. The
jump contour Σc for ϑ(λ;χ, τ ) consists of the union of N and the
dashed red arcs terminating at λ = ±i (red dots). Critical points
of h(λ;χ, τ ) are shown with black dots. Also shown are the “lens”
regions L± and R± lying to the left and right respectively of Γ±.
Right: the jump contour for W(k)(λ;χ, τ ). Note that for (χ, τ ) ∈
Eχ we may choose the branch cut N = Σg (highlighted in orange)
to coincide with a level curve of Re(ih(λ;χ, τ )) and with this choice
Re(ih(λ;χ, τ )) is a continuous function with the exception of the
points λ = ±i.

4.2. Introduction of g and steepest descent deformation

of the Riemann-Hilbert problem

Now with the contours Γ± and N set up in this way, we introduce the g-
function via the transformation (1.38) taking S(k)(λ;χ, τ ) to T(k)(λ;χ, τ ). We
assume that the Schwarz-symmetric arc Σg where g(λ;χ, τ ) fails to be analytic
coincides with N , which in turn is a sub-arc of Σc. Therefore, we need the version
of the construction of g(λ;χ, τ ) described in Section 3.4. Recalling from (3.25) that
h+(λ;χ, τ )+h−(λ;χ, τ ) = 2γ(χ, τ ) for λ ∈ Σg = N , where γ(χ, τ ) is a real quantity

given by (3.31) we obtain from (4.3) the jump condition for T(k)(λ;χ, τ ) along N
in the form

(4.6) T
(k)
+ (λ;χ, τ ) = T

(k)
− (λ;χ, τ )

[

0 i e−2iMγ(χ,τ)

i e2iMγ(χ,τ) 0

]

, λ ∈ N.

We next take advantage of the fact that Re(ih(λ;χ, τ )) = 0 on Γ± to transform
T(k)(λ;χ, τ ) explicitly into W(k)(λ;χ, τ ) by a substitution based on the same ele-
mentary factorization (2.1) used in Chapter 2. Let Ω± denote small disks centered
at λ = ±i and enclosed by Γ± respectively, let R± denote the interior of Γ± with
the closure of Ω± excluded, and let L± denote lens-shaped regions on the exterior
of Γ± as shown in the left-hand panels of Figures 4.1–4.2. Then, we make the
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Figure 4.2. As in Figure 4.1 but now for (χ, τ ) = (2.0, 1.2) ∈ Eτ .
In this case a pair of real critical points of h(λ;χ, τ ) on Eχ have
merged and split into a conjugate pair that is necessarily on a
nonzero level of Re(ih(λ;χ, τ )). The consequence is that it is no
longer possible on Eτ to choose the branch cut N = Σg to be
a level curve of Re(ih(λ;χ, τ )) which therefore experiences a jump
discontinuity across the cut. We illustrate this fact in this figure by
taking N as a somewhat arbitrary union of straight line segments
instead of any natural trajectory of h′(λ;χ, τ )2 dλ2. Crucially, this
issue plays no role in the subsequent analysis, because it is never
necessary to factor the jump matrix carried by N .

following definition (compare with (2.2)–(2.7)):

(4.7) W(k)(λ;χ, τ ) := T(k)(λ;χ, τ )

[

1 0
s e2iMh(λ;χ,τ) 1

]

, λ ∈ L+,

(4.8) W(k)(λ;χ, τ ) := T(k)(λ;χ, τ )2
1
2σ3

[

1 1
2s e

−2iMh(λ;χ,τ)

0 1

]

, λ ∈ R+,

(4.9) W(k)(λ;χ, τ ) := T(k)(λ;χ, τ )2
1
2σ3 , λ ∈ Ω+,

(4.10) W(k)(λ;χ, τ ) := T(k)(λ;χ, τ )2−
1
2σ3 , λ ∈ Ω−,

(4.11)

W(k)(λ;χ, τ ) := T(k)(λ;χ, τ )2−
1
2σ3

[

1 0
− 1

2s e
2iMh(λ;χ,τ) 1

]

, λ ∈ R−, and

(4.12) W(k)(λ;χ, τ ) := T(k)(λ;χ, τ )

[

1 −s e−2iMh(λ;χ,τ)

0 1

]

, λ ∈ L−,

and elsewhere thatT(k)(λ;χ, τ ) is defined we setW(k)(λ;χ, τ ) := T(k)(λ;χ, τ ). One
can check that W(k)(λ;χ, τ ) can be defined on Γ± to be analytic there. Taking into
account that e±2iMh(λ;χ,τ) has jump discontinuities across arcs N± within the an-
nular domains R±, the jump contour for W(k)(λ;χ, τ ) is as shown in the right-hand
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panels of Figures 4.1–4.2. The jump conditions satisfied by W(k)(λ;χ, τ ) are then
the following. Firstly, since W(k)(λ;χ, τ ) = T(k)(λ;χ, τ ) holds for both boundary
values taken along N , the same jump condition (4.6) holds for W(k)(λ;χ, τ ) also.
Next, comparing with (2.9)–(2.10) and (2.12)–(2.13), we have

(4.13) W
(k)
+ (λ;χ, τ ) = W

(k)
− (λ;χ, τ )

[

1 0
−s e2iMh(λ;χ,τ) 1

]

, λ ∈ C+
L ,

(4.14) W
(k)
+ (λ;χ, τ ) = W

(k)
− (λ;χ, τ )

[

1 1
2s e

−2iMh(λ;χ,τ)

0 1

]

, λ ∈ C+
R ,

(4.15) W
(k)
+ (λ;χ, τ ) = W

(k)
− (λ;χ, τ )

[

1 0
− 1

2s e
2iMh(λ;χ,τ) 1

]

, λ ∈ C−
R , and

(4.16) W
(k)
+ (λ;χ, τ ) = W

(k)
− (λ;χ, τ )

[

1 s e−2iMh(λ;χ,τ)

0 1

]

, λ ∈ C−
L .

Finally, for λ ∈ N± we compute

(4.17) W
(k)
+ (λ;χ, τ ) = W

(k)
− (λ;χ, τ )

[

1 1
2s
(

e−2iMh+(λ;χ,τ) − e−2iMh−(λ;χ,τ)
)

0 1

]

,

λ ∈ N+,

and

(4.18) W
(k)
+ (λ;χ, τ ) = W

(k)
− (λ;χ, τ )

[

1 0
− 1

2s
(

e2iMh+(λ;χ,τ) − e2iMh−(λ;χ,τ)
)

1

]

,

λ ∈ N−.

Then, since for λ ∈ N±, g(λ;χ, τ ) has no jump discontinuity and ϑ+(λ;χ, τ ) −
ϑ−(λ;χ, τ ) = −2π, and since M = 1

2k + 1
4 for k ∈ Z>0, these simplify to

(4.19) W
(k)
+ (λ;χ, τ ) = W

(k)
− (λ;χ, τ )

[

1 i e−iM(h+(λ;χ,τ)+h−(λ;χ,τ))

0 1

]

, λ ∈ N+,

and

(4.20) W
(k)
+ (λ;χ, τ ) = W

(k)
− (λ;χ, τ )

[

1 0

i eiM(h+(λ;χ,τ)+h−(λ;χ,τ)) 1

]

, λ ∈ N−.

4.3. Parametrix construction

From the sign structure of Re(ih(λ;χ, τ )) as indicated with shading in Fig-
ures 4.1–4.2, it is then clear that the jump matrices are exponentially small pertur-
bations of the identity matrix except when λ ∈ N = Σg and in small neighborhoods
of the branch points λ = A ± iB. To deal with these, we first construct an outer
parametrix denoted Ẇ(k),out(λ;χ, τ ) designed to solve the jump condition (4.6) for
λ ∈ Σg exactly, to be analytic for λ ∈ C\Σg, and to tend to the identity as λ → ∞.
This is easily accomplished simply by diagonalization of the constant jump matrix,
the eigenvalues of which are ±i. All solutions of the jump condition (4.6) have
singularities at the endpoints of Σg, and we select the unique solution with the
mildest rate of growth at these two points:

(4.21) Ẇ(k),out(λ;χ, τ ) := e−iMγ(χ,τ)σ3Qy(λ;χ, τ )σ3Q−1 eiMγ(χ,τ)σ3 ,
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56 4. ASYMPTOTIC BEHAVIOR OF ROGUE WAVES IN DOMAIN E

where Q is the matrix defined in (1.3), and where y(λ;χ, τ ) is the function analytic
for λ ∈ C \ Σg determined by the conditions

(4.22) y(λ;χ, τ )4 =
λ− λ0(χ, τ )

λ− λ0(χ, τ )∗
, and y(λ;χ, τ ) → 1 as λ → ∞.

Note that the only dependence on M enters via the oscillatory factors e±iMγ(χ,τ)σ3 ,
so the outer parametrix Ẇ(k),out(λ;χ, τ ) is bounded as M → ∞, provided that λ
is bounded away from λ0(χ, τ ) and λ0(χ, τ )

∗.
Next, we let Dλ0

(δ) and Dλ∗

0
(δ) = Dλ0

(δ)∗ be disks of small radius δ inde-
pendent of M centered at λ = λ0(χ, τ ) = A(χ, τ ) + iB(χ, τ ) and λ = λ0(χ, τ )

∗

respectively. Since h′(λ;χ, τ ) vanishes like a square root as λ → λ0(χ, τ ) and
h+(λ0(χ, τ );χ, τ ) + h−(λ0(χ, τ );χ, τ ) = 2γ(χ, τ ), there is a univalent function
fλ0

(λ;χ, τ ) defined on Dλ0
(δ) with fλ0

(λ0(χ, τ );χ, τ ) = 0 such that

(4.23) fλ0
(λ;χ, τ )3 = −(h+(λ;χ, τ ) + h−(λ;χ, τ )− 2γ(χ, τ ))2, λ ∈ Dλ0

(δ),

in which the sum of boundary values of h is analytically continued from N+ to
Dλ0

(δ) \N by means of the identity h+(λ;χ, τ )− h−(λ;χ, τ ) = −2π for λ ∈ N+.
Moreover, the univalent solution of (4.23) and the jump contours N ∩ Dλ0

(δ),
N+ ∩ Dλ0

(δ), and C+
L ∩ Dλ0

(δ) can be chosen so that λ ∈ N ∩ Dλ0
(δ) implies

fλ0
(λ;χ, τ ) < 0, λ ∈ N+ ∩ Dλ0

(δ) implies fλ0
(λ;χ, τ ) > 0, and λ ∈ C+

L ∩ Dλ0
(δ)

implies that either arg(fλ0
(λ;χ, τ )) = 2

3π or arg(fλ0
(λ;χ, τ )) = − 2

3π. Define a

matrix X(k)(λ;χ, τ ) within Dλ0
(δ) by

(4.24) X(k)(λ;χ, τ ) := W(k)(λ;χ, τ ) e−iMγ(χ,τ)σ3 e
1
4 iπσ3 , λ ∈ Dλ0

(δ).

Then, using again M = 1
2k + 1

4 for k ∈ Z>0, the jump conditions satisfied by

X(k)(λ;χ, τ ) can be written in a simple form, in terms of the variable (rescaled

conformal coordinate on Dλ0
(δ)) ζ := M

2
3 fλ0

(λ;χ, τ ):

(4.25) X
(k)
+ (λ;χ, τ ) = X

(k)
− (λ;χ, τ )

[

1 e−ζ
3
2

0 1

]

, arg(ζ) = 0,

(4.26) X
(k)
+ (λ;χ, τ ) = X

(k)
− (λ;χ, τ )

[

1 0

− eζ
3
2 1

]

, arg(ζ) = ± 2
3π, and

(4.27) X
(k)
+ (λ;χ, τ ) = X

(k)
− (λ;χ, τ )

[

0 −1
1 0

]

, arg(−ζ) = 0,

where for uniformity all four rays are taken to be oriented away from the origin
in the ζ-plane. There exists a unique matrix function A(ζ) with the following
properties:

• A(ζ) is analytic for 0 < | arg(ζ)| < 2
3π and 2

3π < | arg(ζ)| < π (four
sectors);

• A(ζ) takes continuous boundary values from each sector satisfying the
same jump conditions written in (4.25)–(4.27);

• A(ζ) has uniform asymptotics in all directions of the complex plane given
by

(4.28) A(ζ) e−
1
4 iπσ3Q e

1
4 iπσ3ζ−

1
4σ3 =

[

1 +O(ζ−3) O(ζ−1)
O(ζ−2) 1 +O(ζ−3)

]

, ζ → ∞,

where Q is the matrix defined in (1.3).

Licensed to Univ of Cincinnati.  Prepared on Sun Aug 11 17:40:58 EDT 2024for download from IP 132.174.253.141.



4.4. ASYMPTOTIC FORMULA FOR ψk(Mχ,Mτ) FOR (χ, τ) ∈ E 57

It is well-known that the unique solution of these Riemann-Hilbert conditions can
be written explicitly in terms of Airy functions, and the reader can find a com-
plete development of the solution in [10, Appendix B]. Next, we define the matrix
function
(4.29)

H(λ;χ, τ ) := eiMγ(χ,τ)σ3Ẇ(k),out(λ;χ, τ ) e−iMγ(χ,τ)σ3Qfλ0
(λ;χ, τ )−

1
4σ3 e

1
4 iπσ3

and note that it follows from the definition of the conformal map λ �→ fλ0
(λ;χ, τ )

and the definition (4.21) of Ẇ(k),out(λ;χ, τ ) that H(λ;χ, τ ) is analytic for λ ∈
Dλ0

(δ) and is independent of M . We use H(λ;χ, τ ) and A(ζ) to define an inner
parametrix on Dλ0

(δ) as follows:

(4.30) Ẇ(k),λ0(λ;χ, τ ) := e−iMγ(χ,τ)σ3H(λ;χ, τ )M− 1
6σ3

×A(M
2
3 fλ0

(λ;χ, τ )) e−
1
4 iπσ3 eiMγ(χ,τ)σ3 , λ ∈ Dλ0

(δ).

It is easy to check that Ẇ(k),λ0(λ;χ, τ ) takes continuous boundary values that
satisfy exactly the same jump conditions within Dλ0

(δ) as do those of W(k)(λ;χ, τ )

itself. Also, since ζ is large of size M
2
3 when λ ∈ ∂Dλ0

(δ),

Ẇ(k),λ0(λ;χ, τ )Ẇ(k),out(λ;χ, τ )−1

= e−iMγ(χ,τ)σ3H(λ;χ, τ )M− 1
6σ3A(ζ) e−

1
4 iπσ3Q e

1
4 iπσ3ζ−

1
4σ3M

1
6σ3

×H(λ;χ, τ )−1 eiMγ(χ,τ)σ3

= e−iMγ(χ,τ)σ3H(λ;χ, τ )

[

1 +O(ζ−3) O(M− 1
3 ζ−1)

O(M
1
3 ζ−2) 1 +O(ζ−3)

]

H(λ;χ, τ )−1 eiMγ(χ,τ)σ3

= I+O(M−1), λ ∈ ∂Dλ0
(δ).

(4.31)

Since the matrix W(k)(λ;χ, τ ) satisfies W(k)(λ∗;χ, τ ) = σ2W
(k)(λ;χ, τ )∗σ2, we

may define a second inner parametrix for λ ∈ Dλ∗

0
(δ) to respect this symmetry.

We combine the inner and outer parametrices into a global parametrix by setting
(4.32)

Ẇ(k)(λ;χ, τ ) :=

⎧

⎪

«

⎪

¬

Ẇ(k),λ0(λ;χ, τ ), λ ∈ Dλ0
(δ),

σ2Ẇ
(k),λ0(λ∗;χ, τ )∗σ2, λ ∈ Dλ∗

0
(δ),

Ẇ(k),out(λ;χ, τ ), λ ∈ C \ (Dλ0
(δ) ∪Dλ∗

0
(δ) ∪ Σg).

4.4. Error analysis and asymptotic formula

for ψk(Mχ,Mτ ) for (χ, τ ) ∈ E
As in Section 2.3, we define an error matrix to compare W(k)(λ;χ, τ ) with its

global parametrix defined in (4.32):

(4.33) F(k)(λ;χ, τ ) := W(k)(λ;χ, τ )Ẇ(k)(λ;χ, τ )−1.

This matrix can be considered to be analytic in λ except on a contour ΣF consisting
of the union of (i) those arcs of the jump contour for W(k)(λ;χ, τ ) other than Σg

outside the disks Dλ0
(δ) and Dλ∗

0
(δ) and (ii) the disk boundaries ∂Dλ0

(δ) and

∂Dλ∗

0
(δ), which we take to have clockwise orientation. Also, F(k)(λ;χ, τ ) takes

continuous boundary values on ΣF from each connected component of C \ ΣF,
and F(k)(λ;χ, τ ) → I as λ → ∞. Because δ > 0 is held fixed as M → ∞ and
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58 4. ASYMPTOTIC BEHAVIOR OF ROGUE WAVES IN DOMAIN E

because the outer parametrix is uniformly bounded on arcs of type (i), there is a

constant ν > 0 such that on those arcs we have the uniform estimate F
(k)
+ (λ;χ, τ ) =

F
(k)
− (λ;χ, τ )(I+O( e−νM)). On the circular arcs of type (ii), the estimate (4.31) and

its Schwarz reflection guarantee that on those arcs we have the uniform estimate

F
(k)
+ (λ;χ, τ ) = F

(k)
− (λ;χ, τ )(I+O(M−1)). By small-norm theory (see [9, Section 8]

or [12, Appendix B]) it then follows that F
(k)
− (λ;χ, τ ) = I+ O(M−1) holds in the

L2 sense on the union of arcs of types (i) and (ii) as M → +∞. Using the Cauchy

integral representation (2.34) then shows that F(k)(λ;χ, τ ) = I + λ−1F
(k)
1 (χ, τ ) +

O(λ−2) as λ → ∞ where F
(k)
1 (χ, τ ) = O(M−1) holds uniformly for (χ, τ ) in compact

subsets of E .
Using the fact that for |λ| sufficiently large,

S(k)(λ;χ, τ ) = W(k)(λ;χ, τ ) e−iMg(λ;χ,τ)σ3

while Ẇ(k)(λ;χ, τ ) = Ẇ(k),out(λ;χ, τ ), from (1.31) we have the following exact
formula

ψk(Mχ,Mτ ) = 2i e−iMτ lim
λ→∞

λW
(k)
12 (λ;χ, τ ) eiMg(λ;χ,τ)

= 2i e−iMτ lim
λ→∞

λ
[

F
(k)
11 (λ;χ, τ )Ẇ

(k),out
12 (λ;χ, τ )

+F
(k)
12 (λ;χ, τ )Ẇ

(k),out
22 (λ;χ, τ )

]

eiMg(λ;χ,τ).

(4.34)

Since F(k)(λ;χ, τ ) → I, Ẇ(k),out(λ;χ, τ ) → I, and g(λ;χ, τ ) → 0 as λ → ∞, this
simplifies to

(4.35) ψk(Mχ,Mτ ) = 2i e−iMτ lim
λ→∞

λ
[

Ẇ
(k),out
12 (λ;χ, τ ) + F

(k)
12 (λ;χ, τ )

]

.

Using (4.21) and that F
(k)
1 (χ, τ ) = O(M−1), recalling B(χ, τ ) = Im(λ0(χ, τ )) > 0

we obtain

(4.36) ψk(Mχ,Mτ ) = B(χ, τ ) e−iMτ e−2iMγ(χ,τ) + O(M−1),

which completes the proof of Theorem 1.7.
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CHAPTER 5

Far-Field Asymptotic Behavior in the Domain S

In this chapter, we prove Theorem 1.8 and its corollaries. Our analysis is valid
for all M ∈ Z>0, with G = Q−s, s = ±1 in contrast to that in the preceding
chapter. The analysis will be guided by the sign chart of �(ih(λ;χ, τ )), h(λ;χ, τ ) =
g(λ;χ, τ )+ϑ(λ;χ, τ ), which is illustrated for a typical point (χ, τ ) ∈ S in Figure 5.1
below. Recall from the discussion in Chapter 3 that for (χ, τ ) ∈ S, h′(λ;χ, τ )2 has
2 real double roots denoted by a(χ, τ ) < b(χ, τ ), and two simple roots A(χ, τ ) ±
iB(χ, τ ) for which we write λ0(χ, τ ) := A(χ, τ ) + iB(χ, τ ), where B(χ, τ ) > 0,
and we also have A(χ, τ ) < 0 because the endpoints A(χ, τ )± iB(χ, τ ) of Σg, along
which g(λ;χ, τ ) has a jump discontinuity, lie in the left half-plane for all (χ, τ ) in the
interior of S. We recall from the beginning of Section 3.5 that Re(ih(λ;χ, τ )) = 0
holds for all λ ∈ R \ Σg. Therefore, both h−(a(χ, τ );χ, τ ) and h(b(χ, τ );χ, τ ) are
real-valued. We also note the facts

(5.1) h′′
−(a(χ, τ );χ, τ ) < 0 and h′′(b(χ, τ );χ, τ ) > 0,

which follow from the formula (1.44) since τ > 0 and a(χ, τ ), b(χ, τ ) are real roots
of the quadratic in the numerator of (1.44) for (χ, τ ) in the interior of S.

Recall from Section 3.5 that there is a Schwarz-symmetric arc of the zero level
curve of λ �→ �(ih(λ;χ, τ )) that connects λ0(χ, τ ) to λ0(χ, τ )

∗ and passes through
the point a(χ, τ ) ∈ R. We place the branch cut Σg on this curve, denote by
Σ±

g its subarcs that lie in the half-planes C±, and orient Σg from λ∗
0 to λ0. The

other bounded trajectory of the zero level curve in the upper half plane is one
that connects λ0(χ, τ ) to b(χ, τ ). We denote this arc by Γ+ = Γ+(χ, τ ), and its
Schwarz reflection by Γ− = Γ−(χ, τ ), both with downward orientation. We also
set Γ := Γ+ ∪ Γ− ∪ {b(χ, τ )}. We set I := [a(χ, τ ), b(χ, τ )] to denote the only
remaining bounded component of �(ih(λ;χ, τ )) = 0. For the analysis that follows
we take Σ◦ to be the clockwise-oriented loop Σ◦ = Σg ∪ Γ. We choose Σc to be a
Schwarz-symmetric arc that connects the points λ = ±i while passing through the
point λ = 1

2 (a(χ, τ ) + b(χ, τ )), say (any point in (a(χ, τ ), b(χ, τ )) would suffice),
with upward orientation. See the left-hand panel of Figure 5.1 for an illustration
of these arcs.

5.1. Introduction of g and steepest descent deformation

of the Riemann-Hilbert problem

With contours chosen this way, we have Σg ∪ Σc = ∅; therefore, we need the
version of the construction of g(λ;χ, τ ) described in Section 3.3. We introduce the
g-function and the matrix function T(λ;χ, τ,Q−s,M) by the global substitution
(1.38). We let Ω+ denote the domain enclosed by Σ+

g ∪Γ+∪ I which contains λ = i

and Σc ∩ C+, and let Ω− be its Schwarz reflection. We let L±
Σ and L±

Γ (resp., R±
Σ

and R±
Γ ) denote lens-shaped regions lying to the left (resp., right) of Σ±

g and Γ±

59
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60 5. FAR-FIELD ASYMPTOTIC BEHAVIOR IN THE DOMAIN S

Figure 5.1. Left: the initial jump contour and sign chart of
Re(ih(λ;χ, τ )) (shaded for negative, unshaded for positive) for
(χ, τ ) = (2, 0.8) ∈ S, showing also the regions where explicit trans-
formations are made. Right: the resulting jump contour after the
transformations.

with respect to orientation, as depicted in the left-hand panel of Figure 5.1. The
lens-shaped regions are chosen to be so thin as to exclude the points λ = ±i and Σc

while supporting a fixed sign of �(ih(λ;χ, τ )). On Γ±, we will use the two-factor
factorizations of the central factor Q−s, exactly as written in (2.1). However, along
Σg, we will employ the following additional factorizations

(5.2) Q−s =

⎧

⎪

⎪

⎪

⎪

⎪

«

⎪

⎪

⎪

⎪

⎪

¬

2
1
2σ3

[

1 − 1
2s

0 1

][

0 s

−s 0

][

1 −s

0 1

]

, λ ∈ Σ+
g ,

2−
1
2σ3

[

1 0
1
2s 1

][

0 s

−s 0

][

1 0

s 1

]

, λ ∈ Σ−
g .

Taking advantage of the two-factor matrix factorizations (2.1), we define W(λ) =
W(λ;χ, τ,Q−s,M) in the lens-shaped regions surrounding Γ± by:

(5.3) W(λ) := T(λ;χ, τ,Q−s,M)

[

1 0
s e2iMh(λ;χ,τ) 1

]

, λ ∈ L+
Γ ,

(5.4) W(λ) := T(λ;χ, τ,Q−s,M)2
1
2σ3

[

1 1
2s e

−2iMh(λ;χ,τ)

0 1

]

, λ ∈ R+
Γ ,

(5.5) W(λ) := T(λ;χ, τ,Q−s,M)2
1
2σ3 , λ ∈ Ω+,

(5.6) W(λ) := T(λ;χ, τ,Q−s,M)2−
1
2σ3 , λ ∈ Ω−,

(5.7) W(λ) := T(λ;χ, τ,Q−s,M)2−σ3/2

[

1 0
− 1

2s e
2iMh(λ;χ,τ) 1

]

, λ ∈ R−
Γ , and
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(5.8) W(λ) := T(λ;χ, τ,Q−s,M)

[

1 −s e−2iMh(λ;χ,τ)

0 1

]

, λ ∈ L−
Γ .

Note how the definitions above compare with (4.7)–(4.12) which use the same fac-
torizations of Q−s: the regions L± and R± are merely replaced with L±

Γ and R±
Γ ,

respectively. In the lens-shaped regions surrounding Σg on the other hand, we make
use of the factorizations (5.2) and define:

(5.9) W(λ) := T(λ;χ, τ,Q−s,M)

[

1 s e−2iMh(λ;χ,τ)

0 1

]

, λ ∈ L+
Σ ,

(5.10) W(λ) := T(λ;χ, τ,Q−s,M)2
1
2σ3

[

1 − 1
2s e

−2iMh(λ;χ,τ)

0 1

]

, λ ∈ R+
Σ ,

(5.11) W(λ) := T(λ;χ, τ,Q−s,M)

[

1 0
−s e2iMh(λ;χ,τ) 1

]

, λ ∈ L−
Σ , and

(5.12) W(λ) := T(λ;χ, τ,Q−s,M)2−
1
2σ3

[

1 0
1
2s e

2iMh(λ;χ,τ) 1

]

, λ ∈ R−
Σ .

We simply leave W(λ) := T(λ;χ, τ,Q−s,M) elsewhere. It is now easy to see that
W(λ) extends to λ ∈ Γ+ ∪ Γ− as an analytic function, so that W(λ) is analytic
in the complement of the jump contour C+

Σ,L ∪ C+
Σ,R ∪ C−

Σ,L ∪ C−
Σ,R ∪ Σg ∪ I ∪

C+
Γ,L ∪ C+

Γ,R ∪ C−
Γ,L ∪ C−

Γ,R, the arcs of which are depicted in the right-hand panel

of Figure 5.1. Across these arcs W(λ) satisfies the following jump relations:

(5.13) W+(λ) = W−(λ)

[

1 0
−s e2iMh(λ;χ,τ) 1

]

, λ ∈ C+
Γ,L,

(5.14) W+(λ) = W−(λ)

[

1 1
2s e

−2iMh(λ;χ,τ)

0 1

]

, λ ∈ C+
Γ,R,

(5.15) W+(λ) = W−(λ)

[

1 0
− 1

2s e
2iMh(λ;χ,τ) 1

]

, λ ∈ C−
Γ,R, and

(5.16) W+(λ) = W−(λ)

[

1 s e−2iMh(λ;χ,τ)

0 1

]

, λ ∈ C−
Γ,L,

which are again in parallel with the jump conditions (4.13)–(4.16), and

(5.17) W+(λ) = W−(λ)2
σ3 , λ ∈ I,

(5.18) W+(λ) = W−(λ)

[

1 −s e−2iMh(λ;χ,τ)

0 1

]

, λ ∈ C+
Σ,L,

(5.19) W+(λ) = W−(λ)

[

1 − 1
2s e

−2iMh(λ;χ,τ)

0 1

]

, λ ∈ C+
Σ,R,

(5.20) W+(λ) = W−(λ)

[

1 0

s e2iMh(λ;χ,τ) 1

]

, λ ∈ C−
Σ,L, and

(5.21) W+(λ) = W−(λ)

[

1 0
1
2s e

2iMh(λ;χ,τ) 1

]

, λ ∈ C−
Σ,R.
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Finally, along the branch cut Σg we have

(5.22) W+(λ) = W−(λ)

[

0 s e−2iMκ(χ,τ))

−s e2iMκ(χ,τ) 0

]

, λ ∈ Σg = Σ+
g ∪ Σ−

g ,

where 2κ(χ, τ ) is the real constant value of h+(λ;χ, τ )+h−(λ;χ, τ ) for λ ∈ Σg and
κ(χ, τ ) is given in (1.57). It follows from the sign chart of �(ih(λ;χ, τ )) as shown
in Figure 5.1 that all of the jump matrices above except for those supported on
I ∪ Σg tend to the identity matrix exponentially fast as M → +∞ for λ on the
relevant supporting arcs away from the points λ = λ0(χ, τ ), λ0(χ, τ )

∗, a(χ, τ ) and
b(χ, τ ). In sufficiently small neighborhoods of these points, we will construct local
parametrices that satisfy the jump conditions exactly.

5.2. Parametrix construction

5.2.1. Outer parametrix construction. We start with construction of an
outer parametrix denoted Ẇout(λ) := Ẇout(λ;χ, τ,Q−s,M) satisfying exactly the
jump conditions on I and Σg (cf., (5.17) and (5.22)) that do not become asymp-
totically trivial as M → +∞. The procedure follows closely the construction in
[7, Section 4.2.2] and it can be viewed as a combination of the outer parametrices
constructed in Chapter 2 and in Chapter 4 together with a new diagonal factor
which is intrinsic to S. Indeed, the jump condition (5.17) on I is identical for
(χ, τ ) ∈ C and (χ, τ ) ∈ S, hence we employ the outer parametrix (2.14) to write

Ẇout(λ) as

(5.23) Ẇout(λ) = J(λ)

(

λ− a(χ, τ )

λ− b(χ, τ )

)ipσ3

,

where the power function is defined as the principal branch and p > 0 was defined
in (2.14). Then, J(λ) = J(λ;χ, τ,Q−s,M) extends analytically to I, and we will
assume that it is bounded near λ = a(χ, τ ), b(χ, τ ) in particular making it analytic
at λ = b(χ, τ ). Therefore, J(λ) is analytic for λ ∈ C \ Σg and tends to the identity

as λ → ∞. Across Σg, the constant jump condition (5.22) required of Ẇout(λ)
becomes modified for J(λ):

J+(λ) = J−(λ)

(

λ− a(χ, τ )

λ− b(χ, τ )

)ipσ3
[

0 s e−2iMκ(χ,τ)

−s e2iMκ(χ,τ) 0

]

(5.24)

×
(

λ− a(χ, τ )

λ− b(χ, τ )

)−ipσ3

, λ ∈ Σg,
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and we will convert this back into a constant jump condition on Σg alone by intro-
ducing a Szegő function1 K(λ;χ, τ ), which we define by

(5.25) K(λ;χ, τ ) := p log

(

λ− a(χ, τ )

λ− b(χ, τ )

)

+ pR(λ;χ, τ )

∫ b(χ,τ)

a(χ,τ)

dη

R(η;χ, τ )(η − λ)
,

in which the logarithm is taken to be the principal branch, −π < Im(log(·)) < π. It
is straightforward to confirm that K(λ;χ, τ ) has the following properties. Recalling
the definition (1.58) of the constant μ(χ, τ ), K(λ;χ, τ ) = −μ(χ, τ ) + O(λ−1) as
λ → ∞. Despite appearances, K(λ;χ, τ ) does not have a jump across I as is easily
confirmed by comparing the boundary values of the logarithm and using the Plemelj
formula. The apparent singularities at λ = a(χ, τ ), b(χ, τ ) are removable, so the
domain of analyticity for K(λ;χ, τ ) is λ ∈ C \ Σg, and K(λ;χ, τ ) takes continuous
boundary values on Σg, including at the endpoints. These boundary values are
related by the jump condition

(5.26) K+(λ;χ, τ ) +K−(λ;χ, τ ) = 2p log

(

λ− a(χ, τ )

λ− b(χ, τ )

)

, λ ∈ Σg.

One can indeed check that K(λ;χ, τ ) has the alternate representation obtained by
the Plemelj formula:

(5.27) K(λ;χ, τ ) =
R(λ;χ, τ )

2πi

∫

Σg

log

(

η − a(χ, τ )

η − b(χ, τ )

)

2p dη

R+(η;χ, τ )(η − λ)
,

which confirms the properties stated above. The values of K(λ;χ, τ ) at λ =
a(χ, τ ), b(χ, τ ) will be useful in obtaining the asymptotic formula for the solution
q(Mχ,Mτ ;Q−s,M), and they can easily be computed from the representation
(5.27). Using

R(b(χ, τ );χ, τ ) = |b(χ, τ )− λ0(χ, τ )| and

R−(a(χ, τ );χ, τ ) = |a(χ, τ )− λ0(χ, τ )|,
(5.28)

we arrive at the formulæ (1.59)–(1.60) for Ka(χ, τ ) := K−(a(χ, τ );χ, τ ) and for
Kb(χ, τ ) := K(b(χ, τ );χ, τ ) respectively.

Preserving the normalization at infinity, we introduce K(λ;χ, τ ) in the con-

struction of Ẇout(λ) by

(5.29) J(λ) = L(λ) e−i(K(λ;χ,τ)+μ(χ,τ))σ3 .

It then follows that L(λ) = L(λ;χ, τ,Q−s,M) is a matrix function analytic for
λ ∈ C \ Σg that tends to I as λ → ∞, and that satisfies the jump condition

(5.30) L+(λ) = L−(λ)

[

0 s e−2i(Mκ(χ,τ)+μ(χ,τ))

−s e2i(Mκ(χ,τ)+μ(χ,τ)) 0

]

, λ ∈ Σg.

1In his study of orthogonal polynomials on the unit circle with respect to a weight w(θ) > 0,
Szegő defined a function

D(z) := exp

(

1

4π

∫ π

−π

eiθ + z

eiθ − z
ln(w(θ)) dθ

)

analytic for |z| �= 1 [29,30]. See Simon [24, Section 2.4] for historical notes. From the point of
view of the Riemann-Hilbert representation of orthogonal polynomials on the unit circle and its use
in proving theorems in asymptotic analysis of the polynomials and related Toeplitz determinants
such as the Strong Szegő Limit Theorem, the Szegő function can be used to conjugate a certain
model Riemann-Hilbert problem on the unit circle with the aim of reducing the jump matrix to a
constant one [14]. The function e−i(K(λ;χ,τ)+µ(χ,τ)) plays a similar role in our work; see (5.29).
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L(λ) is given by
(5.31)

L(λ) := e−i 14 sπσ3 e−i(Mκ(χ,τ)+μ(χ,τ))σ3Qy(λ;χ, τ )σ3Q−1 ei(Mκ(χ,τ)+μ(χ,τ))σ3 ei
1
4 sπσ3 ,

where y(λ;χ, τ ) is defined in (4.22). This solution clearly relates to (232) in exactly
the same way that (4.21) relates to (4.6) with T replaced by W, and obviously
L(λ) → I as λ → ∞. Combining (5.23), (5.29), and (5.31) completes the construc-

tion of the outer parametrix Ẇout(λ):

(5.32) Ẇout(λ) = L(λ) e−i(K(λ;χ,τ)+μ(χ,τ))σ3

(

λ− a(χ, τ )

λ− b(χ, τ )

)ipσ3

.

Note that the only dependence on M enters via the oscillatory factors e±iMκ(χ,τ)σ3

in L(λ). Thus, Ẇout(λ) = Ẇout(λ;χ, τ,Q−s,M) is bounded as M → +∞, pro-
vided that λ is bounded away from λ0(χ, τ ) and λ0(χ, τ )

∗.
While the outer parametrix exactly satisfies the same jump conditions satisfied

by W(λ) on Σg and I, it is discontinuous near the endpoints of these arcs. Thus,

the problem at hand requires four inner parametrices Ẇa(λ), Ẇb(λ), Ẇλ0(λ), and

Ẇλ∗

0 (λ) to be defined in disks Dλ(δ), centered at the points λ = a(χ, τ ), b(χ, τ ),
λ0(χ, τ ), λ

∗
0(χ, τ ), respectively, where δ = δ(χ, τ ) > 0 is chosen sufficiently small

but independent of M . We take the circular boundaries of these disks to have
clockwise orientation.

5.2.2. Inner parametrix construction near the points a(χ, τ ) and

b(χ, τ ). To define an inner parametrix Ẇb(λ) = Ẇb(λ;χ, τ,Q−s,M) in Db(δ), first
note that the properties of h(λ;χ, τ ) summarized at the beginning of this chapter
imply that h(λ;χ, τ )−h(b(χ, τ );χ, τ ) is an analytic function of λ that vanishes pre-
cisely to second order as λ → b(χ, τ ). We introduce an M -independent conformal
coordinate fb by setting

(5.33) fb(λ;χ, τ )
2 = 2(h(λ;χ, τ )− hb(χ, τ )), λ ∈ Db(δ),

where hb(χ, τ ) := h(b(χ, τ );χ, τ ), and choose the solution with f ′
b(b(χ, τ );χ, τ ) > 0.

To see why this choice is possible, note that repeated differentiation in (5.33) results
in the relation

(5.34) f ′
b(b(χ, τ );χ, τ )

2 = h′′(b(χ, τ );χ, τ ) > 0.

With this choice the arc I ∩ Db(δ) is mapped by λ �→ fb(λ;χ, τ ) locally to the

negative real axis. Then, in the rescaled conformal coordinate ζb := M
1
2 fb, the

jump conditions satisfied by the matrix function

(5.35) Ub(λ) := W(λ)i
1
2 (1−s)σ3 e−iMhb(χ,τ)σ3 , λ ∈ Db(δ)

coincide exactly with those of U(ζ) described right before (2.23) when expressed
in terms of the variable ζ = ζb and the jump contours are locally taken to coincide
with the five rays arg(ζ) = ± 1

4π, arg(ζ) = ± 3
4π, and arg(−ζ) = 0 as shown in

[7, Figure 9]. Therefore, the construction of Ẇb(λ) follows mutatis mutandis that
of the local parametrix near b in Section 2.2. Indeed, replacing ϑb with hb and
taking into account the fact that Ẇout(λ) in this section differs from the outer
parametrix (2.14) in Section 2.2 by multiplication on the left by J(λ), one obtains
(compare with (2.22))

(5.36) Ẇb(λ) := Yb(λ)U(ζb)i
− 1

2 (1−s)σ3 eiMhb(χ,τ)σ3 ,
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where Yb(λ) is the prefactor that is holomorphic in the disk Db(δ) and is given by

(5.37) Yb(λ) := J(λ)M
1
2 ipσ3 e−iMhb(χ,τ)σ3 i

1
2 (1−s)σ3Hb(λ),

in which Hb(λ) is given exactly as in (2.18) with the conformal map fb(λ;χ, τ ) being
based on h as in (5.33) rather than on ϑ as in Chapter 2. Hb(λ) is holomorphic
in the disk Db(δ). It is now easy to verify (by drawing a comparison with the

construction in Section 2.2) that Ẇb(λ) exactly satisfies the jump conditions for
W(λ) in Db(δ). Comparing this parametrix with the outer parametrix (which is
unimodular) on the boundary of Db(δ), we see that

(5.38) Ẇb(λ)Ẇout(λ)−1 = Yb(λ)U(ζb)ζ
ipσ3

b Yb(λ)−1,

and using the asymptotic expansion (2.23) in (5.38) yields the estimate

(5.39) sup
λ∈∂Db(δ)

‖Ẇb(λ)Ẇout(λ)−1 − I‖ = O(M− 1
2 ), M → +∞,

where ‖ · ‖ denotes the matrix norm induced from an arbitrary vector norm on C
2.

Constructing an inner parametrix Ẇa(λ) = Ẇa(λ)(λ;χ, τ,Q−s,M) in the
disk Da(δ) requires a bit more work due to the presence of the cut Σg inside
Da(δ). Note that for λ ∈ Da, h(λ;χ, τ ) comprises two different functions that are
both analytic in the entire disk Da(δ). We will use ± subscripts to denote these
functions: h−(λ;χ, τ ) (resp., h+(λ;χ, τ )) coincides with h(λ;χ, τ ) for λ to the right
(resp., left) of Σg with respect to (upward) orientation. These functions are of
course related by h+(λ;χ, τ ) + h−(λ;χ, τ ) = 2κ(χ, τ ) for λ ∈ Da(δ), where the
(real-valued) constant κ(χ, τ ) is given in (1.57). By analogy, we denote by Da,−(δ)
(resp., Da,+(δ)) the part of Da(δ) that lies to the right (resp., left) of Σg with
respect to orientation. We use the same notational convention for the boundaries
of these half-disks: ∂Da,±(δ) denotes the circular boundary of Da,±(δ) (omitting
Σg).

We base the definition of a conformal mapping on the analytic function λ �→
h−(λ;χ, τ ). Again by the properties of h summarized at the beginning of this
chapter, h−(λ;χ, τ )−h−(a(χ, τ );χ, τ ) vanishes to second order as λ → a(χ, τ ). We
introduce an M -independent conformal coordinate fa by setting

(5.40) fa(λ;χ, τ )
2 = 2(ha(χ, τ )− h−(λ;χ, τ )), λ ∈ Da(δ),

where ha(χ, τ ) := h−(a(χ, τ );χ, τ ), and choose the solution with f ′
a(a(χ, τ );χ, τ ) <

0. This is again possible as one obtains by repeated differentiation in (5.40) the
relation

(5.41) f ′
a(a(χ, τ );χ, τ )

2 = −h′′
−(a(χ, τ );χ, τ ) > 0,

see (5.1). With this choice, the arc I ∩Da(δ) is mapped by λ �→ fa(λ;χ, τ ) locally

to the negative real axis. In the rescaled conformal coordinate ζa := M
1
2 fa, the

jump conditions satisfied by the piecewise-defined matrix function

(5.42) Ua(λ) := W(λ)i
1
2 (1−s)σ3

×
{

iσ3 e−iMha(χ,τ)σ3(iσ2), λ ∈ Da,−(δ),

e−iMκ(χ,τ)σ3(−iσ2) e
iMκ(χ,τ)σ3 iσ3 e−iMha(χ,τ)σ3(iσ2), λ ∈ Da,+(δ)

coincide exactly with those of U(ζ) described right before (2.23) again when ex-
pressed in terms of the variable ζ = ζa and the jump contours are locally taken
to coincide with the five rays arg(ζ) = ± 1

4π, arg(ζ) = ± 3
4π, and arg(−ζ) = 0 as
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shown in [7, Figure 9]. In light of the transformation (5.42), for W(λ)Ẇa(λ)−1 to

be analytic in Da(δ) we take the parametrix Ẇa(λ)=Ẇa(λ;χ, τ,Q−s,M) to be of
the form
(5.43)

Ẇa(λ) :=

{

Ya(λ)U(ζa)(−iσ2) e
iMha(χ,τ)σ3(i−σ3)i−

1
2 (1−s)σ3 , λ∈Da,−(δ),

Ya(λ)U(ζa)(−iσ2) e
iMha(χ,τ)σ3(i−σ3)K(χ, τ )i−

1
2 (1−s)σ3 , λ∈Da,+(δ),

where we have set

(5.44) K(χ, τ ) := e−iMκ(χ,τ)σ3(iσ2) e
iMκ(χ,τ)σ3

for brevity in the expressions, and where Ya(λ) is a matrix function that is holo-

morphic in Da(δ), to be determined by requiring Ẇa(λ)Ẇout(λ)−1 = I+ o(1) for
λ ∈ ∂Da(δ) as M → +∞. We note that J(λ) given in (5.23) defines two functions
that are analytic in the entire disk Da(δ), and we again use ± subscripts consistent
with their boundary values taken on Σg to label them: J±(λ) coincides with J(λ)
for λ ∈ Da,±(δ). It follows from (5.23) and (5.43) that for λ ∈ ∂Da,−(δ) we have

(5.45) Ẇa(λ)Ẇout(λ)−1 = Ya(λ)U(ζa)(−iσ2) e
iMha(χ,τ)σ3

× (i−σ3)i−
1
2 (1−s)σ3

(

λ− a(χ, τ )

λ− b(χ, τ )

)−ipσ3

J−(λ)
−1.

On the other hand, the definition (5.23) also yields for λ ∈ Da,−(δ) \ I

(5.46) Ẇout(λ)i
1
2 (1−s)σ3 iσ3 e−iMha(χ,τ)σ3(iσ2)

= J−(λ)i
1
2 (1−s)σ3 iσ3 e−iMha(χ,τ)σ3M− 1

2 ipσ3Ha(λ)ζ−ipσ3
a ,

where Ha(λ) is given exactly by the formula (2.17) except with the different confor-
mal map fa(λ;χ, τ ) whose construction (5.40) is based on h−(λ;χ, τ ) rather than
ϑ(λ;χ, τ ) as in Chapter 2. Ha(λ) is holomorphic in the entire disk Da(δ). Using
(5.46) in (5.45) guides us to choose the prefactor Ya(λ) to be

(5.47) Ya(λ) := J−(λ)M
− 1

2 ipσ3 e−iMha(χ,τ)σ3 i
1
2 (1−s)σ3 iσ3Ha(λ),

which is holomorphic in the entire disk Da(δ) and unimodular. Since Ya(λ) is

now determined, Ẇa(λ) is determined according to (5.43) and it follows that the
mismatch (5.45) between the inner parametrix and the outer parametrix along
∂Da,−(δ) reads:

(5.48) Ẇa(λ)Ẇout (λ)−1 = Ya(λ)U (ζa) ζ
ipσ3
a Ya(λ)−1, λ ∈ ∂Da,−(δ).

However, we have used only the information in the right half-disk Da,R(δ) to con-

struct Ẇa(λ), and one needs to check whether (5.48) actually holds on the entire
disk boundary ∂Da(δ). This can be verified by a direct calculation using the relation
(5.22), and we indeed have

(5.49) Ẇa(λ)Ẇout(λ)−1 = Ya(λ)U(ζa)ζ
ipσ3
a Ya(λ)−1, λ ∈ ∂Da(δ).

By construction, Ẇa(λ) exactly satisfies the jump conditions for Wa(λ) in Da(δ).
Then using the asymptotic expansion (2.23) in (5.49), we obtain the estimate

(5.50) sup
λ∈∂Da(δ)

‖Ẇa(λ)Ẇout(λ)−1 − I‖ = O(M− 1
2 ), M → +∞.
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5.2.3. Inner parametrix construction near the points λ0(χ, τ ) and

λ0(χ, τ )
∗. We now let Dλ0

(δ) and Dλ∗

0
(δ) = Dλ0

(δ)∗ denote disks of small ra-
dius δ independent of M centered at λ = λ0(χ, τ ) and λ = λ0(χ, τ )

∗ respectively.
Recalling that h(λ0(χ, τ );χ, τ ) = κ(χ, τ ) and h′(λ;χ, τ ) vanishes like a square root
as λ → λ0(χ, τ ), a procedure almost exactly like the one following (4.23) in Sec-
tion 4.3 (replacing both of the boundary values h± in (4.23) with h) leads to the

construction of an inner parametrix Ẇλ0(λ) on Dλ0
(δ) in terms of Airy functions

which takes continuous boundary values and satisfies exactly the same jump con-
ditions within Dλ0

(δ) as W(λ). Moreover, across the boundary ∂Dλ0
(δ) this inner

parametrix satisfies

(5.51) sup
λ∈∂Dλ0

‖Ẇλ0(λ)Ẇout(λ)−1 − I‖ = O(M−1), M → +∞.

Since the matrix W(λ) satisfies W(λ∗) = σ2W(λ)∗σ2, we may define as in Sec-
tion 4.3 a second inner parametrix for λ ∈ Dλ∗

0
(δ) to respect this symmetry, which,

of course, satisfies

(5.52) sup
λ∈∂Dλ∗

0

‖Ẇλ∗

0 (λ)Ẇout(λ)−1 − I‖ = O(M−1), M → +∞.

A global parametrix Ẇ(λ) = Ẇ(λ;χ, τ,Q−s,M) is finally constructed by as-
sembling the outer and inner parametrices as follows:
(5.53)

Ẇ(λ) :=

⎧

⎪

⎪

⎪

⎪

⎪

⎪

«

⎪

⎪

⎪

⎪

⎪

⎪

¬

Ẇλ0(λ), λ ∈ Dλ0
(δ),

Ẇλ∗

0 (λ), λ ∈ Dλ∗

0
(δ),

Ẇa(λ), λ ∈ Da(δ),

Ẇb(λ), λ ∈ Db(δ),

Ẇout(λ), λ ∈ C \ (Σg ∪ I ∪Dλ0
(δ) ∪Dλ∗

0
(δ) ∪Da(δ) ∪Db(δ)).

5.3. Small-norm problem

for the error and large-M expansion

To analyze the accuracy of the global parametrix Ẇ(λ) for (χ, τ ) ∈ S, we
define the error

(5.54) F(λ) := W(λ)Ẇ(λ)−1.

As Ẇ(λ) satisfies exactly the same jump conditions asW(λ) inside the disksDλ(δ),
λ = a, b, λ0, λ

∗
0, and on portions of the arcs Σg and I exterior to these disks, F(λ)

can be taken as an analytic function of λ ∈ C with the exception the contour system
ΣF, which consists of the portions of the arcs C±

Γ,L, C
±
Γ,R, C

±
Σ,L, C

±
Σ,R lying outside

the disks Da,b(δ) and Dλ0,λ∗

0
(δ) along with the four disk boundaries ∂Da,b(δ) and

∂Dλ0,λ∗

0
(δ). We denote by VF(λ) the jump matrix for F(λ), which is supported

on ΣF. On the arcs C±
Γ,L, C

±
Γ,R, C

±
Σ,L, C

±
Σ,R outside the four disks, we can express

VF(λ) as

VF(λ) = F−(λ)
−1F+(λ)

= Ẇout(λ)W−(λ)
−1W+(λ)Ẇ

out(λ)−1.
(5.55)

Since Ẇout(λ) remains bounded with unit determinant as M → +∞ and δ is
fixed, there exists a positive constant ν > 0 such that VF(λ)− I = O( e−νM) holds
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uniformly on the jump contour ΣF for F(λ) except on the circles ∂Da,b(δ) and
∂Dλ0,λ∗

0
(δ). On the circles, the jump matrix for F(λ) takes the form:

F+(λ) = F−(λ) · Ẇa,b(λ)Ẇout(λ)−1, λ ∈ ∂Da,b(δ),(5.56)

F+(λ) = F+(λ) · Ẇλ0,λ
∗

0 (λ)Ẇout(λ)−1, λ ∈ ∂Dλ0,λ∗

0
(δ),(5.57)

because W(λ) is continuous across each of the four circles. Recalling the estimates

(5.39) and (5.50), it is seen from (5.56) that VF(λ)− I = O(M− 1
2 ) holds uniformly

on the circles ∂Da,b(δ). Similarly, we see from (5.51)-(5.52) and (5.57) thatVF(λ)−
I = O(M−1) holds uniformly on the circles ∂Dλ0,λ∗

0
(δ). Thus, it follows that

F+(λ) = F−(λ)(I+O(M− 1
2 )) holds uniformly as M → +∞ on the compact jump

contour ΣF. Standard small-norm theory for such Riemann-Hilbert problems (see

[9, Section 8] or [12, Appendix B]) implies that F−(λ) = I+O(M− 1
2 ) holds in the

L2 sense on ΣF, in the limit M → +∞.

5.4. Asymptotic formula for q(x, t;Q−s,M)
and fundamental rogue waves for (χ, τ ) ∈ S

We note that for the matrix function W(λ) = W(λ;χ, τ,Q−s,M)

(5.58) W(λ) = T(λ) = S(λ) eiMg(λ;χ,τ)σ3

holds for |λ| sufficiently large; therefore, from (1.30) we have the formula

(5.59) q(Mχ,Mτ ;Q−s,M) = 2i lim
λ→∞

(

λW12(λ) e
iMg(λ;χ,τ)

)

.

On the other hand, we see from the definitions (5.53) and (5.54) that

(5.60) W(λ) = F(λ)Ẇout(λ)

also holds for |λ| sufficiently large; therefore, (5.59) is expressed as:

(5.61) q(Mχ,Mτ ;Q−s,M) = 2i lim
λ→∞

(

λF11(λ)Ẇ
out
12 (λ) + λF12(λ)Ẇ

out
22 (λ)

)

.

Now Ẇout(λ) tends to the identity as λ → ∞, and from (5.54) so does F(λ).
Therefore,

(5.62) q(Mχ,Mτ ;Q−s,M) = 2i lim
λ→∞

(

λẆ out
12 (λ) + λF12(λ)

)

.

Recalling that K(λ;χ, τ ) + μ(χ, τ ) = O(λ−1) as λ → ∞, it is easily seen from the
definitions (5.31) and (5.32) that

(5.63) 2i lim
λ→∞

λẆ out
12 (λ) = B(χ, τ ) e−2i(Mκ(χ,τ)+μ(χ,τ)+ 1

4 sπ) = L
[S]
s (χ, τ ;M),

producing the leading term for q(Mχ,Mτ ;Q−s,M) given in (1.67).
It now remains to compute the contribution in (5.61) coming from λF12(λ;χ, τ )

as λ → ∞. Formulating the jump condition for F(λ) in the form F+ − F− =
F−(VF − I) and using the fact that F(λ) → I as λ → ∞, we obtain from the
Plemelj formula the same representation as in (2.34) for F(λ). It then follows that
F(λ) has the Laurent series expansion which is convergent for sufficiently large |λ|:
(5.64)

F(λ) = I− 1

2πi

∞
∑

m=1

λ−m

∫

ΣF

F−(η)(V
F(η)− I)ηm−1 dη, |λ| > |ΣF| := sup

·∈ΣF

|η|.
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We obtain from this expansion the integral representation

(5.65) lim
λ→∞

λF12(λ) = − 1

2πi

{
∫

ΣF

(F11−(η)− 1)V F

12(η) dη

+

∫

ΣF

V F

12(η) dη +

∫

ΣF

F12−(η)(V
F

22(η)− 1) dη

}

.

We recall that F(λ)−I = O(M− 1
2 ) in the L2 sense and VF(λ)−I = O(M− 1

2 ) in the
L∞ sense on ΣF, in the limit M → +∞. As the L1 norm is subordinate to the L2

norm on the compact contour ΣF, direct application of Cauchy-Schwarz inequality
shows that the first and the last integrals in (5.65) are both of size O(M−1) as
M → +∞. Combining this fact with (5.63) in the formula (5.62) and recalling

from (1.67) the definition of L
[S]
s (χ, τ ;M) yields

(5.66)

q(Mχ,Mτ ;Q−s,M) = L
[S]
s (χ, τ ;M)− 1

π

∫

ΣF

V F

12(η) dη +O(M−1), M → +∞.

Note that V F

12(λ) is O(M−1) on the circles ∂Dλ0,λ∗

0
(δ) as M → +∞ and it is

O( e−νM) on the portions of the arcs C±
Γ,L, C

±
Γ,R, C

±
Σ,L, C

±
Σ,R lying outside the four

disks, whereas V F

12(λ) is O(M− 1
2 ) on the circles ∂Da,b(δ). Therefore, the same

formula as above holds with a different error of the same size when the integration
contour ΣF is replaced with ∂Da(δ) ∪ ∂Db(δ):

(5.67)

q(Mχ,Mτ ;Q−s,M) = L
[S]
s (χ, τ ;M)− 1

π

∫

∂Da(δ)∪∂Db(δ)

V F

12(η) dη +O(M−1),

M → +∞.

Using the asymptotic expansion (2.23) in the formulæ (5.38) and (5.49) and recalling

that VF(λ) = Ẇa,b(λ)Ẇout(λ)−1 for λ ∈ ∂Da,b(δ), we see that

(5.68) V F

12(λ) =
1

2iM
1
2

(

³Y a,b
11 (λ)2 + ´Y a,b

12 (λ)2

fa,b(λ;χ, τ )

)

+O(M−1), M → +∞,

λ ∈ ∂Da,b(δ).

The definition (5.37) for Yb(λ) together with the fact that Hb(λ) is a diagonal
matrix directly gives

Y b
11(λ)

2 = sL11(λ)
2 e−2i(K(λ;χ,τ)+μ(χ,τ)) e−2iMhb(χ,τ)M ip(5.69)

× (λ− a(χ, τ ))2ip
(

fb(λ;χ, τ )

λ− b(χ, τ )

)2ip

,

Y b
12(λ)

2 = sL12(λ)
2 e2i(K(λ;χ,τ)+μ(χ,τ)) e2iMhb(χ,τ)M−ip(5.70)

× (λ− a(χ, τ ))−2ip

(

fb(λ;χ, τ )

λ− b(χ, τ )

)−2ip

,

where to arrive at the latter formula we have used s = ±1. Similarly, the definition
(5.47) for Ya(λ), this time together with the fact that Ha(λ) is off-diagonal and
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with perhaps more tedious arithmetic gives

Y a
11(λ)

2 = −sL−,12(λ)
2 e2i(K−(λ;χ,τ)+μ(χ,τ)) e2iMha(χ,τ)M ip(5.71)

× (b(χ, τ )− λ)2ip
(

a(χ, τ )− λ

fa(λ;χ, τ )

)−2ip

,

Y a
12(λ)

2 = −sL−,11(λ)
2 e−2i(K−(λ;χ,τ)+μ(χ,τ)) e−2iMha(χ,τ)M−ip(5.72)

× (b(χ, τ )− λ)−2ip

(

a(χ, τ )− λ

fa(λ;χ, τ )

)2ip

,

and to obtain the former formula we have again used s = ±1. Here L−(λ) and
K−(λ;χ, τ ) are the functions analytic for λ ∈ Da(δ) coinciding with L(λ) =
L(λ;χ, τ,Q−s,M) and K(λ;χ, τ ), respectively, in Da,−(δ). Thus, with (5.69) and
(5.70), we see from (5.68) that V F

12(λ) on the circle ∂Db(δ) is given by:

V F

12(λ) =
s³M ip e−2iMhb(χ,τ)

2iM
1
2 fb(λ;χ, τ )

L11(λ)
2 e−2i(K(λ;χ,τ)+μ(χ,τ))(λ− a(χ, τ ))2ip

×
(

fb(λ;χ, τ )

λ− b(χ, τ )

)2ip

− s³∗M−ip e2iMhb(χ,τ)

2iM
1
2 fb(λ;χ, τ )

L12(λ)
2 e2i(K(λ;χ,τ)+μ(χ,τ))(λ− a(χ, τ ))−2ip

×
(

fb(λ;χ, τ )

λ− b(χ, τ )

)−2ip

+O(M−1), in L∞(∂Db(δ)) as M → +∞,

(5.73)

where we have used the property ´ = −³∗. Similarly, we see from (5.71) and (5.72)
that V F

12(λ) on the circle ∂Da(δ) is given by:

V F

12(λ) =
−s³M ip e2iMha(χ,τ)

2iM
1
2 fa(λ;χ, τ )

L−,12(λ)
2 e2i(K−(λ;χ,τ)+μ(χ,τ))(b(χ, τ )− λ)2ip

×
(

a(χ, τ )− λ

fa(λ;χ, τ )

)−2ip

+
s³∗M−ip e−2iMha(χ,τ)

2iM
1
2 fa(λ;χ, τ )

L−,11(λ)
2 e−2i(K−(λ;χ,τ)+μ(χ,τ))(b(χ, τ )− λ)−2ip

×
(

a(χ, τ )− λ

fa(λ;χ, τ )

)2ip

+O(M−1) in L∞(∂Da(δ)) as M → +∞.

(5.74)

Note that fb(λ;χ, τ ) in the leftmost factor of (5.73) has a simple zero at λ = b(χ, τ )
and fa(λ;χ, τ ) in the leftmost factor of (5.74) has a simple zero at λ = a(χ, τ ), while
the rest of the factors in (5.73) and (5.74) are holomorphic within the relevant disks.
Recalling the clockwise orientation of the circles ∂Da,b(δ) and using

f ′
a(a(χ, τ );χ, τ ) = − (−h′′

a(χ, τ ))
1
2 := −

√

−h′′
−(a(χ, τ );χ, τ ) < 0,(5.75)

f ′
b(b(χ, τ );χ, τ ) = h′′

b (χ, τ )
1
2 :=

√

h′′(b(χ, τ );χ, τ ) > 0,(5.76)

Licensed to Univ of Cincinnati.  Prepared on Sun Aug 11 17:40:58 EDT 2024for download from IP 132.174.253.141.



5.4. ASYMPTOTIC FORMULÆ FOR (χ, τ) ∈ S 71

a simple residue calculation in (5.73)–(5.74) yields

− 1

π

∫

Da(δ)

V F

12(η) dη =
s

M
1
2 (−h′′

a(χ, τ ))
1
2

(5.77)

×
[

³M ip e2iMha(χ,τ)La,12(χ, τ )
2 e2i(Ka(χ,τ)+μ(χ,τ))Xa(χ, τ )

ip

−³∗M−ip e−2iMha(χ,τ)La,11(χ, τ )
2 e−2i(Ka(χ,τ)+μ(χ,τ))Xa(χ, τ )

−ip
]

+O(M−1)

and

− 1

π

∫

Db(δ)

V F

12(η) dη =
s

M
1
2h′′

b (χ, τ )
1
2

(5.78)

×
[

³M ip e−2iMhb(χ,τ)Lb,11(χ, τ )
2 e−2i(Kb(χ,τ)+μ(χ,τ))Xb(χ, τ )

ip

−³∗M−ip e2iMhb(χ,τ)Lb,12(χ, τ )
2 e2i(Kb(χ,τ)+μ(χ,τ))Xb(χ, τ )

−ip
]

+O(M−1),

where we have set

Xa(χ, τ ) := −(b(χ, τ )− a(χ, τ ))2h′′
a(χ, τ ),

Xb(χ, τ ) := (b(χ, τ )− a(χ, τ ))2h′′
b (χ, τ ),

(5.79)

La(χ, τ ) := L−(a(χ, τ );χ, τ,Q
−s,M),

Lb(χ, τ ) := L(b(χ, τ );χ, τ,Q−s,M),
(5.80)

and used the notation in (1.59) and (1.60). Recalling the definitions of the four
positive modulation factors in (1.66), we obtain from (5.31) the (well-defined) ex-
pressions

(5.81) Lb,11(χ, τ )
2 =

1

2
+

1

4

(

y(b(χ, τ );χ, τ )−2 + y(b(χ, τ );χ, τ )2
)

= m+
b (χ, τ ),

and similarly

Lb,12(χ, τ )
2 = −m+

b (χ, τ ) e
−4i(Mκ(χ,τ)+μ(χ,τ)+ 1

4 sπ),(5.82)

La,11(χ, τ )
2 = m+

a (χ, τ ), and(5.83)

La,12(χ, τ )
2 = −m−

a (χ, τ ) e
−4i(Mκ(χ,τ)+μ(χ,τ)+ 1

4 sπ).(5.84)

Recalling that p = ln(2)
2π and a(χ, τ ) < b(χ, τ ) for (χ, τ ) ∈ S together with the signs

(5.34) and (5.41), we write

M±ip = e±i ln(M) ln(2)
2π ,(5.85)

Xa(χ, τ )
±ip = e±i ln(2)

2π ln(−(b(χ,τ)−a(χ,τ))2h′′

a (χ,τ)), and(5.86)

Xb(χ, τ )
±ip = e±i ln(2)

2π ln((b(χ,τ)−a(χ,τ))2h′′

b (χ,τ)).(5.87)

Now substituting (5.81)–(5.87) along with (2.24) for ³ in (5.77) and (5.78) yields

(5.88) − 1

π

∫

∂Da(δ)∪∂Db(δ)

V F

12(η) dη = S
[S]
s (χ, τ ;M) +O(M−1), M → +∞,

in which S
[S]
s (χ, τ ;M) is the sub-leading term defined in (1.68). Substituting (5.88)

back in (5.67) finishes the proof of Theorem 1.8.
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Remark 5.1. In practice, one needs to evaluate the derivatives h′′
a(χ, τ ) =

h′′
−(a(χ, τ );χ, τ ) and h′′

b (χ, τ ) = h′′(b(χ, τ );χ, τ ) to use the approximation given in
Theorem 1.8. These can be computed in a straightforward manner from (1.44) and
using (5.28):

h′′(b(χ, τ );χ, τ ) =
2τ (b(χ, τ )− a(χ, τ ))

b(χ, τ )2 + 1
|b(χ, τ )− λ0(χ, τ )|,(5.89)

h′′
−(a(χ, τ );χ, τ ) =

−2τ (b(χ, τ )− a(χ, τ ))

a(χ, τ )2 + 1
|a(χ, τ )− λ0(χ, τ )|.(5.90)

5.5. Wave-theoretic interpretation of the asymptotic formula

for q(Mχ,Mτ ;Q−s,M) in S
In this section we prove Corollary 1.11. As we will be working in a relative

perturbation regime of the leading term in the large-M asymptotic expansion of
q(Mχ,Mτ ;Q−s,M), we compare with the formula (1.70) and write the leading
term in the form

(5.91) L
[S]
s (χ, τ ;M) = −isB(χ, τ ) e−2iφ(χ,τ ;M).

We then fix (χ0, τ0) ∈ S, and write χ = χ0 + ∆χ and τ = τ0 + ∆τ . Noting that
∆χ = M−1∆x and ∆τ = M−1∆t, and recalling the assumptions ∆x = O(1) and
∆t = O(1), it is easy to see that the phase φ(χ, τ ;M) (see (1.71)) admits the
following Taylor series expansion about (χ, τ ) = (χ0, τ0)

φ(χ, τ ;M) = Mκ(χ0, τ0) + κχ(χ0, τ0)∆x+ κτ (χ0, τ0)∆t+O(M−1∆x2)

+O(M−1∆x∆t) +O(M−1∆t2) + μ(χ0, τ0) +O(M−1∆x)

+O(M−1∆t)

= φ(χ0, τ0;M) + κχ(χ0, τ0)∆x+ κτ (χ0, τ0)∆t+O(M−1), M → +∞,

(5.92)

which implies

(5.93) e−2iφ(χ,τ ;M) = e−2iφ(χ0,τ0;M) ei(ξ0∆x−Ω0∆t) +O(M−1), M → +∞,

in which real local wavenumber ξ0 and real local frequency Ω0 are defined in (1.76)–
(1.77). On the other hand, Taylor expansion of B(χ, τ ) in (5.91) around the same
point (χ0, τ0) gives

(5.94) B(χ, τ ) = B(χ0, τ0) +O(M−1), M → +∞.

Combining (5.93) and (5.94) in (5.91) yields the expansion

(5.95) L
[S]
s (χ0+M−1∆x, τ0 +M−1∆t;M) = Q(∆x,∆t)+O(M−1), M → +∞,

valid uniformly for (∆x,∆t) bounded, where Q(∆x,∆t) is given in (1.74). We
proceed in a similar manner and obtain Taylor series expansions of the terms in
the sub-leading term in (1.70) around the same fixed point (χ0, τ ) ∈ S. Recall the
definitions (1.71) of the symmetrical phases φa and φb. For bounded (∆x,∆t) as
before, we have

φa(χ, τ ;M) = φa(χ0, τ0;M) +
(

Φ[S]
a,χ(χ0, τ0) + 2κχ(χ0, τ0)

)

∆x(5.96)

+
(

Φ[S]
a,χ(χ0, τ0) + 2κτ (χ0, τ0)

)

∆t+O(M−1).
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Substituting (1.62) in this expression and recalling the definitions (1.76)–(1.77) for
the real local wavenumber ξa and real local frequency Ωa gives

(5.97) e±iφa(χ,τ ;M) = e±iφa(χ0,τ0;M) e±i(ξa∆x−Ωa∆t) +O(M−1), M → +∞.

An identical calculation for the phase φb(χ, τ ;M) gives

(5.98) e±iφb(χ,τ ;M) = e±iφb(χ0,τ0;M) e±i(ξb∆x−Ωb∆t) +O(M−1), M → +∞.

On the other hand, for the amplitude factors in (1.70) we have the expansions

m±
a (χ, τ )F

[S]
a (χ, τ ) = m±

a (χ0, τ0)F
[S]
a (χ0, τ0) +O(M−1),(5.99)

m±
b (χ, τ )F

[S]
b (χ, τ ) = m±

b (χ0, τ0)F
[S]
b (χ0, τ0) +O(M−1).(5.100)

Using (5.97)–(5.100) in the sub-leading term S
[S]
s (χ, τ ;M) written in the form

(1.70), taking into account the overall multiplicative factor M− 1
2 in (1.70) for the

error terms in (5.97)–(5.100), and factoring out Q(∆x,∆t) to express the sub-
leading term as a relative perturbation results in the expansion (1.73), which proves
the first statement in Corollary 1.11.

To show thatQ(∆x,∆t) is a plane-wave solution of (1.78), we need the following
lemma concerning the partial derivatives gχ(λ;χ, τ ) and gτ (λ;χ, τ ).

Lemma 5.2. The partial derivatives gχ(λ;χ, τ ) and gτ (λ;χ, τ ) are given for
(χ, τ ) ∈ S by

gχ(λ;χ, τ ) = A(χ, τ )− λ+R(λ;χ, τ ),(5.101)

gτ (λ;χ, τ ) = A(χ, τ )2 − 1

2
B(χ, τ )2 − λ2 + (A(χ, τ ) + λ)R(λ;χ, τ ).(5.102)

Also, the partial derivatives κχ(χ, τ ) and κτ (χ, τ ) are given by

κχ(χ, τ ) = A(χ, τ ),(5.103)

κτ (χ, τ ) = A(χ, τ )2 − 1

2
B(χ, τ )2.(5.104)

Proof. As λ0(χ, τ ) is a real analytic function of χ and τ for (χ, τ ) ∈ S, it
follows from Morera’s theorem that gχ(λ;χ, τ ) and gτ (λ;χ, τ ) are functions that
are analytic for λ ∈ C \ Σg. Recall the definition of ϑ(λ;χ, τ ) from (1.27), and
also recall that g(λ;χ, τ ) behaves like the sum of a constant and the product of

(λ − λ0)
3
2 with an analytic function in a neighborhood of λ0 in C \ Σg (with the

same behavior near λ∗
0 by symmetry). Now it is seen from (3.14) that gχ can be

obtained as the function analytic for λ ∈ C \ Σg satisfying the jump condition

(5.105) gχ+(λ;χ, τ ) + gχ−(λ;χ, τ ) = 2κχ(χ, τ )− 2ϑχ(λ;χ, τ ), λ ∈ Σg,

that is bounded at the endpoints λ = λ0(χ, τ ), λ0(χ, τ )
∗ and is normalized as

gχ(λ;χ, τ ) = O(λ−1) as λ → ∞. Similarly, gτ can be obtained as the function
analytic in the same domain satisfying the jump condition

(5.106) gτ+(λ;χ, τ ) + gτ−(λ;χ, τ ) = 2κτ (χ, τ )− 2ϑτ (λ;χ, τ ), λ ∈ Σg,

and that is again bounded at the endpoints and normalized as gτ (λ;χ, τ ) = O(λ−1)
as λ → ∞. It is easy to see that the unique functions satisfying the analyticity,
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jump conditions, and boundedness conditions alone are

gχ(λ;χ, τ ) = κχ(χ, τ )− λ+R(λ;χ, τ ), λ ∈ C \ Σg,(5.107)

gτ (λ;χ, τ ) = κτ (χ, τ )− λ2 + (A(χ, τ ) + λ)R(λ;χ, τ ), λ ∈ C \ Σg,(5.108)

for instance by writing gχ and gτ as R(λ;χ, τ ) times an unknown function in (5.105)
and (5.106) and solving the resulting jump conditions for the new unknowns by
a Cauchy integral that can be evaluated by residues. Enforcing the heretofore
neglected normalization conditions by using the expansion R(λ;χ, τ ) = λ−A(χ, τ )+
1
2B(χ, τ )2λ−1 + O(λ−2) as λ → ∞ in (5.107) and (5.108) results in the formulæ
(5.103) and (5.104). �

Remark 5.3. Since κ(χ, τ ) is a smooth function of both variables, its first
order partial derivatives with respect to χ and τ commute, which in light of the
expressions (5.103) and (5.104) implies the partial differential equation

(5.109)
∂A

∂τ
=

∂

∂χ
(A2 − 1

2B
2).

Similarly, taking the coefficients c(χ)(χ, τ ) and c(τ)(χ, τ ) of the (leading) term pro-
portional to λ−1 in gχ(λ;χ, τ ) and gτ (λ;χ, τ ) respectively, we obtain the consistency

relation c
(χ)
τ = c

(τ)
χ which is equivalent to the partial differential equation

(5.110)
∂

∂τ
B2 =

∂

∂χ
(2AB2).

Under the identifications ρ = B2 and U = −2A, the two equations (5.109)–(5.110)
are equivalent to the dispersionless nonlinear Schrödinger system (or genus-zero
Whitham system) written in (1.86). As a 2×2 quasilinear system, it can be written
in Riemann invariant (diagonal) form; in particular, the variables λ0 = A+ iB and
λ∗
0 = A− iB are Riemann invariants for this system, in terms of which it becomes

λ0,τ +
(

− 3
2λ0 − 1

2λ
∗
0

)

λ∗
0,χ = 0

λ∗
0,τ +

(

− 1
2λ0 − 3

2λ
∗
0

)

λ∗
0,χ = 0.

(5.111)

Since κ(χ, τ ) and γ(χ, τ ) differ by a constant according to (1.81), this proves Corol-
lary 1.13.

Substituting (5.103) and (5.104) in (1.76) and (1.77), we see that

ξ0 = −2A(χ0, τ0),(5.112)

Ω0 = 2A(χ0, τ0)
2 −B(χ0, τ0)

2.(5.113)

Using these expressions and noting from (1.74) that |A| = B(χ0, τ0), it is straight-
forward to show that the wavenumber ξ0, the frequency Ω0, and the modulus |A|
of the complex amplitude for Q(∆x,∆t) satisfy the nonlinear dispersion relation

(5.114) Ω0 − 1
2ξ

2
0 + |A|2 = 0.

This proves that Q(∆x,∆t) is a plane-wave solution of (1.78).
We will now prove that each of the functions pa(∆x,∆t) and pb(∆x,∆t) in the

expansion (1.73) defines a solution of the linearization (1.79) of (1.78) about the
plane-wave solution Q(∆x,∆t). Observe that the expansion (1.73) is of the form
(A.1) in the treatment given in Appendix A and hence gives a relative perturbation
expansion of Q(∆x,∆t) for M � 1. We let ra,b(∆x,∆t) and sa,b(∆x,∆t) denote
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the real and imaginary parts of pa,b(∆x,∆t), respectively. For convenience and
brevity in the calculations to come, we set

(5.115) Z±
a,b := ±F

[S]
a,b (χ0, τ0)m

±
a,b(χ0, τ0).

Then ra,b(∆x,∆t) and sa,b(∆x,∆t) are expressed in terms of these quantities as

ra,b(∆x,∆t) =
Z−
a,b − Z+

a,b

B(χ0, τ0)
sin (φa,b(χ0, τ0;M) + ξa,b∆x− Ωa,b∆t) ,(5.116)

sa,b(∆x,∆t) =
Z−
a,b + Z+

a,b

B(χ0, τ0)
cos (φa,b(χ0, τ0;M) + ξa,b∆x− Ωa,b∆t) .(5.117)

In view of Appendix A, to prove that pa(∆x,∆t) and pb(∆x,∆t) solve (1.79), it suf-
fices to show that the pairs (ra(∆x,∆t), sa(∆x,∆t)) and (rb(∆x,∆t), sb(∆x,∆t))
satisfy (A.4) (written in the variables (∆x,∆t) instead of (x, t)). Suppressing
the dependencies on the fixed point (χ0, τ0) for brevity, it is easy to see using
|A|2 = B2 = B(χ0, τ0)

2 that (ra,b(∆x,∆t), sa,b(∆x,∆t)) satisfies (A.4) if and only
if

(

ξ2a,b + 2(ξ0ξa,b − Ωa,b)
)

Z+
a,b +

(

ξ2a,b − 2(ξ0ξa,b − Ωa,b)
)

Z−
a,b = 0,(5.118)

(

ξ2a,b + 2(ξ0ξa,b − Ωa,b)− 4B2
)

Z+
a,b +

(

−ξ2a,b + 2(ξ0ξa,b − Ωa,b) + 4B2
)

Z−
a,b = 0.

(5.119)

Note that (5.118)–(5.119) constitute two homogeneous systems of linear equations
for (Z+

a,b, Z
−
a,b), one for each choice of subscript a, b. These systems have nontrivial

solutions if and only if they are singular, which amount to the conditions

(5.120) 4(ξ0ξa,b − Ωa,b)
2 = ξ2a,b

(

ξ2a,b − 4B2
)

.

Again recalling that B2 = |A|2, these are precisely two instances of the linearized
dispersion relation (A.7) to be satisfied by the pairs (ξa,b,Ωa,b) of relative local
wavenumbers and frequencies. We will first show that the conditions (5.120) hold,
and then show that the pairs (Z+

a,b, Z
−
a,b) lie in the (nontrivial) nullspaces of the

coefficient matrices for the systems (5.118)–(5.119). To prove (5.120), we refer
back to Lemma 5.2 and use the expression (5.101) for gχ(λ;χ, τ ) together with
ϑχ(λ;χ, τ ) = λ and (5.103) in the definitions (1.76) of ξa,b to see that

(5.121) ξa = −2R−(a(χ0; τ0);χ0, τ0) and ξb = −2R(b(χ0; τ0);χ0, τ0).

Similarly, using the expression (5.102) for gτ (χ, τ ) together with ϑτ (λ;χ, τ ) = λ2

and (5.103) in the definitions (1.77) of Ωa,b yields

Ωa = 2(A(χ0, τ0) + a(χ0, τ0))R−(a(χ0; τ0);χ0, τ0),

Ωb = 2(A(χ0, τ0) + b(χ0, τ0))R(b(χ0; τ0);χ0, τ0).
(5.122)

Now, to show that (5.120) holds, we recall the definition of ξ0 in (1.76), and use
(5.121) and (5.122) to observe that

4(ξ0ξa − Ωa)
2 = 4

(

4A(χ0, τ0)R(a(χ0, τ0);χ0, τ0)

− 2(A(χ0, τ0) + a(χ0, τ0))R−(a(χ0, τ0);χ0, τ0)
)2

= 16R−(a(χ0, τ0);χ0, τ0)
2 (a(χ0, τ0)−A(χ0, τ0))

2 .

(5.123)
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Next, the right-hand side of (5.120) reads

ξ2a
(

ξ2a − 4B(χ0, τ0)
2
)

= 4R−(a(χ0, τ0);χ0, τ0)
2

×
(

4R−(a(χ0, τ0);χ0, τ0)
2 − 4B(χ0, τ0)

2
)

= 16R−(a(χ0, τ0);χ0, τ0)
2 (a(χ0, τ0)−A(χ0, τ0))

2
,

(5.124)

since R(λ;χ, τ )2 = (λ− A(χ, τ ))2 + B(χ, τ )2. The identities (5.123)–(5.124) prove
that the linearized dispersion relation (5.120) holds for (ξa,Ωa). A completely
analogous calculation having the point b(χ0, τ0) in place of a(χ0, τ0) shows that
(5.120) holds for (ξb,Ωb).

As we have now established that the linear systems (5.118)–(5.119) are both
singular, it remains to show that the pairs of quantities (Z+

a,b, Z
−
a,b) lie in the cor-

responding nullspaces. To do so, it suffices to verify that (5.118) holds. Using

the definitions (1.66) in (5.115) and noting that F
[S]
a (χ0, τ0) and F

[S]
b (χ0, τ0) are

nonzero, it is seen that verifying (5.118) amounts to showing that

cos(arg(a(χ0, τ0)− λ0(χ0, τ0))) =
−2(ξ0ξa − Ωa)

ξ2a
,(5.125)

cos(arg(b(χ0, τ0)− λ0(χ0, τ0))) =
−2(ξ0ξb − Ωb)

ξ2b
.(5.126)

However, according to (5.112), (5.121), and (5.122), we obtain for the right-hand
side of the purported identities (5.125)–(5.126) that

−2(ξ0ξa − Ωa)

ξ2a
=

a(χ0, τ0)−A(χ0, τ0)

R−(a(χ0, τ0);χ0, τ0)
,(5.127)

−2(ξ0ξb − Ωb)

ξ2b
=

b(χ0, τ0)−A(χ0, τ0)

R(b(χ0, τ0);χ0, τ0)
.(5.128)

Since R−(a(χ0, τ0);χ0, τ0) and R(b(χ0, τ0);χ0, τ0) are both positive, while a(χ0, τ0)
and b(χ0, τ0) are real and A(χ0, τ0) = Re(λ0(χ0, τ0)), we see that the identities
(5.125)–(5.126) indeed both hold:

−2(ξ0ξa − Ωa)

ξ2a
=

Re(a(χ0, τ0)− λ0(χ0, τ0))

|a(χ0, τ0)− λ0(χ0, τ0)|
= cos(arg(a(χ0, τ0)− λ0(χ0, τ0))),

(5.129)

−2(ξ0ξb − Ωb)

ξ2b
=

Re(b(χ0, τ0)− λ0(χ0, τ0))

|b(χ0, τ0)− λ0(χ0, τ0)|
= cos(arg(b(χ0, τ0)− λ0(χ0, τ0))).

(5.130)

Thus, we have shown that (Z+
a , Z−

a ) and (Z+
b , Z−

b ) are non-trivial solutions of the
linear homogeneous systems (5.118)–(5.119). This implies that pa(∆x,∆t) and
pb(∆x,∆t) are solutions of (1.79).

Remark 5.4. Requiring instead any of the individual plane waves

(∆x,∆t) �→ iF
[S]
a (χ0, τ0)

B(χ0, τ0)
m±

a (χ0, τ0) e
±iφa(χ0,τ0;M) e±i(ξa∆x−Ωa∆t) or

(∆x,∆t) �→ iF
[S]
b (χ0, τ0)

B(χ0, τ0)
m±

b (χ0, τ0) e
±iφb(χ0,τ0;M) e±i(ξb∆x−Ωb∆t)

(5.131)
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in (1.75) to be solutions of (1.79) forces B(χ0, τ0) = 0, which is a contradiction.
Therefore, one indeed needs to form the combinations pa(∆x,∆t) and pb(∆x,∆t)
as in (1.75).

Finally, we show that the relative wavenumbers ξa,b do not lie in the band of
modulational instability (−2B(χ0, τ0), 2B(χ0, τ0)) in view of the well-known theory
summarized in Appendix A. This result follows from the identities (5.121) in a
straightforward manner. Indeed,

(5.132)
ξ2a = 4 (a(χ0, τ0)−A(χ0, τ0))

2 + 4B(χ0, τ0)
2 > 4B(χ0, τ0)

2,

ξ2b = 4 (b(χ0, τ0)−A(χ0, τ0))
2 + 4B(χ0, τ0)

2 > 4B(χ0, τ0)
2.
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APPENDIX A

Relative Perturbations of Plane Waves

and Linear Instability Bands

In this appendix we consider relative perturbations of a plane-wave solution q =
Q(x, t) := A ei(ξ0x−Ω0t) of the focusing nonlinear Schrödinger equation in the form
(1.20), having complex-valued amplitude A, wavenumber ξ0 ∈ R, and frequency
Ω0 ∈ R necessarily linked by the nonlinear dispersion relation Ω0 − 1

2ξ
2
0 + |A|2 = 0.

Requiring more generally that

(A.1) q(x, t) = Q(x, t)(1 + εp(x, t) + o(ε)), 0 < ε � 1,

also solves (1.20) and formally retaining terms up to o(ε) yields the differential
equation

(A.2) ipt + iξ0px + 1
2pxx|A|2(p+ p∗) = 0,

which is real-linear, but not complex-linear. We split p(x, t) into its real and imag-
inary parts:

(A.3) r(x, t) := 1
2 (p(x, t) + p(x, t)∗) and s(x, t) := −i 12 (p(x, t)− p(x, t)∗),

giving rise to the following system of coupled linear differential equations with
real-valued coefficients for (r, s):

(A.4)
rt + ξ0rx + 1

2sxx = 0,

st + ξ0sx − 1
2rxx − 2|A|2r = 0.

We will now carry out a Fourier analysis to determine the instability bands for rela-
tive perturbations p(x, t) of Q(x, t). To this end, we suppose p(x, t) is a plane-wave
solution of (A.2). For convenience we drop for the moment the reality condition
for (r, s) and work with the ansatz

(A.5)

[

r(x, t)
s(x, t)

]

:=

[

³
´

]

ei(ξx−Ωt)

for some complex constants ³ and ´, and ξ ∈ R, Ω ∈ R. Substituting (A.5) in
(A.4) yields the homogenous linear algebraic system

(A.6)

[

−i(Ω− ξ0ξ) − 1
2ξ

2

− 1
2ξ

2 + 2|A|2 i(Ω− ξ0ξ)

] [

³
´

]

=

[

0
0

]

.

This system has a nontrivial solution (³, ´) if and only if

(A.7) 4(Ω− ξ0ξ)
2 = ξ2

(

ξ2 − 4|A|2
)

,

which is the linearized dispersion relation for the relative wavenumber ξ and the
relative frequency Ω. As ξ, ξ0 ∈ R, we see that �(Ω) 
= 0 if ξ2 < 4|A|2. Therefore,
the plane-wave solutions of (A.4) with relative wavenumbers ξ lying in the band
(−2|A|, 2|A|) exhibit exponential growth in time t > 0. This is the well-known

79
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modulational (or sideband, or Benjamin-Feir) instability of plane-wave solutions
for the focusing nonlinear Schrödinger equation. See [2] and [3].
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APPENDIX B

Proofs of Some Elementary Results

B.1. Symmetries of q(x, t;Q−s,M): Proof of Proposition 1.3

Proof of Proposition 1.3. For this proof, we assume without loss of gen-
erality that Σ◦ is a circle centered at the origin of arbitrary radius r greater than 1
with clockwise orientation. Taking G = Q−s for s = ±1, the jump condition (1.17)
in Riemann-Hilbert Problem 2 for P(λ;x, t) = P(λ;x, t,Q−s,M) can be written as

(B.1) P+(λ;x, t) = P−(λ;x, t) e
−i¸(λ;x,t)σ3B(λ)Mσ3Q−sB(λ)−Mσ3 ei¸(λ;x,t)σ3 ,

where θ(λ;x, t) := λx+ λ2t. Define R(λ;x, t) in terms of P(λ;x, t) by

(B.2) R(λ;x, t) :=

{

−sσ3P(λ;x, t) e−2i¸(λ;x,t)σ3σ1, |λ| < r,

σ3P(λ;x, t)B(λ)2Mσ3σ3, |λ| > r.

R(λ;x, t) is obviously analytic for λ ∈ C \ Σ◦, and since powers of B(λ) tend to
1 as λ → ∞ we have R(λ;x, t) → I as λ → ∞. To compute the jump across the
circle Σ◦, we use the jump condition (1.17) for P(λ;x, t) to obtain, using (1.3) in
the last step,

R+(λ;x, t) = σ3P+(λ;x, t)B(λ)2Mσ3σ3

= σ3P−(λ;x, t) e
−i¸(λ;x,t)σ3B(λ)Mσ3Q−sσ3B(λ)Mσ3 ei¸(λ;x,t)σ3

= −sR−(λ;x, t)σ1 e
i¸(λ;x,t)σ3B(λ)Mσ3Q−sσ3B(λ)Mσ3 ei¸(λ;x,t)σ3

= R−(λ;x, t) e
−i¸(λ;x,t)σ3B(λ)−Mσ3

[

−sσ1Q
−sσ3

]

B(λ)Mσ3 ei¸(λ;x,t)σ3

= R−(λ;x, t) e
−i¸(λ;x,t)σ3B(λ)−Mσ3Q−sB(λ)Mσ3 ei¸(λ;x,t)σ3 .

(B.3)

Now θ(λ;−x, t) = θ(−λ;x, t) and B(λ) = B(−λ)−1. Therefore, we see that
P(λ;−x, t) and R(−λ;x, t) satisfy exactly the same analyticity, jump, and nor-
malization conditions and therefore by uniqueness P(λ;−x, t) = R(−λ;x, t). Thus,

q(−x, t;Q−s,M) = 2i lim
λ→∞

λP12(λ;−x, t)

= 2i lim
λ→∞

λR12(−λ;x, t)

= −2i lim
λ→∞

λR12(λ;x, t)

= 2i lim
λ→∞

λP12(λ;x, t)

= q(x, t;Q−s,M).

(B.4)

81

Licensed to Univ of Cincinnati.  Prepared on Sun Aug 11 17:40:58 EDT 2024for download from IP 132.174.253.141.



82 B. PROOFS OF SOME ELEMENTARY RESULTS

Since B(−λ∗) = B(λ)∗, it is even easier to see that P(λ;x,−t) and P(−λ∗;x, t)∗

solve the same Riemann-Hilbert problem and hence are equal. Therefore

q(x,−t;Q−s,M) = 2i lim
λ→∞

λP12(λ;x,−t)

= 2i lim
λ→∞

λP12(−λ∗;x, t)∗

= −2i lim
λ→∞

[λ∗P12(λ
∗;x, t)]∗

=

[

2i lim
λ→∞

λP12(λ;x, t)

]∗

= q(x, t;Q−s,M)∗.

(B.5)

This completes the proof of Proposition 1.3. �

B.2. Continuation of u(χ, τ ) to E ∪ S: Proof of Proposition 3.1

Proof of Proposition 3.1. Recall the definition (3.7) of the septic polyno-
mial P (u;χ, τ ). We first examine P (u;χ, τ ) near the positive χ and τ axes.

Lemma B.1. Fix χ > 0. Then for τ > 0 sufficiently small there exists a unique
and simple real root of P (u;χ, τ ).

Proof. Since the simple root at u = χ for τ = 0 persists for small τ , we need
to show that the four roots of P (u;χ, 0) near u = 1

3χ and the two roots of P (u;χ, 0)
near u = 0 become complex roots of P (u;χ, τ ) for τ 
= 0 small.

To study the roots of P (u;χ, τ ) near u = 1
3χ, we set u = 1

3χ + ∆u and then
express P (u;χ, τ ) in terms of ∆u:

27P ( 13χ+∆u;χ, τ ) = 2187∆u7 − 243(3χ2 − 8τ2)∆u5 − 162χ3∆u4(B.6)

+ 216τ2(54− 3χ2 + 2τ2)∆u3

− 144χ3τ2∆u2 − 144χ2τ4∆u− 32χ3τ4.

For small τ , the dominant balance in which ∆u is also small is ∆u = τζ for a new
unknown ζ = O(1) as τ → 0. Then we find that we can divide by τ4 for τ 
= 0 and
obtain

(B.7) 27τ−4P ( 13χ+ τζ;χ, τ ) = −2χ3(9ζ2 + 4)2 +O(τ ), τ → 0, τ 
= 0.

So, to leading order, we have double purely imaginary roots at ζ = ± 2
3 i, which can

split apart at higher order in τ . This shows that the four roots of P (u;χ, τ ) near
u = 1

3χ for small τ have nonzero imaginary parts.
To study the roots of P (u;χ, τ ) near u = 0 we observe that the dominant

balance in P (u;χ, τ ) = 0 in which u and τ are both small for χ > 0 fixed occurs
with u = τζ with new unknown ζ = O(1) as τ → 0. Dividing by τ2 after the
substitution yields
(B.8)
τ−2P (τζ;χ, τ ) = −(χ5+8χ(54+χ2)τ2+16χτ4)ζ2−16χ3+O(τ ), τ → 0, τ 
= 0.

So, to leading order, we have a purely imaginary pair of simple roots at ζ = ±4iχ−1.
This shows that the two roots of P (u;χ, τ ) near u = 0 for small τ have nonzero
imaginary parts. �

Lemma B.2. Fix τ > 0. Then for χ > 0 sufficiently small there exists a unique
and simple real root of P (u;χ, τ ).
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Proof. It is easy to see that since P (u; 0, τ ) = u3(81u4 + 72τ2u2 + 432τ2 +
16τ4), for all τ > 0, P (u; 0, τ ) has a triple root at u = 0 and no other real roots. To
unfold the triple root for small χ, set u = χζ and assume that the new unknown
ζ is bounded as χ ↓ 0. Thus one finds that one may divide by χ3 for χ 
= 0 and
obtain

(B.9) χ−3P (χζ;χ, τ ) = P0(ζ; τ ) +O(χ2), χ ↓ 0, χ 
= 0,

where P0 is a cubic polynomial in ζ:

(B.10) P0(ζ; τ ) := (432τ2 + 16τ4)ζ3 − (432τ2 + 16τ4)ζ2 + 144τ2ζ − 16τ2.

The discriminant of P0(ζ; τ ) is proportional to 27τ12 + τ14 which vanishes for no
τ > 0. Therefore as τ varies between τ = 0 and τ = +∞, the root configuration of
P0(ζ; τ ) (i.e., three real roots or one real root with a complex-conjugate pair with
nonzero imaginary part) persists for all τ > 0. In the limit τ → ∞, the dominant
terms in P0(ζ; τ ) are 16τ4(ζ3 − ζ2), so there is one real root near ζ = 1 and two
small roots of size ζ = O(τ−1). We may write ζ = τ−1ζ1 to separate them:

(B.11) P0(τ
−1ζ1; τ ) = −16τ2(ζ21 + 1) +O(τ ), τ → ∞,

so ζ1 = ±i + O(τ−1) as τ → ∞. Therefore, P0(ζ; τ ) has a unique simple real root
denoted ζ(τ ) and a conjugate pair of complex roots for all τ > 0. It is easy to see
that

(B.12) ζ(τ ) =
1

3
+O(τ2), τ ↓ 0 and ζ(τ ) = 1 +O(τ−2), τ ↑ ∞.

Since neither P0(
1
3 ; τ ) = − 32

27τ
4 nor P0(1; τ ) = 128τ2 can vanish for any τ > 0, it

then follows that 1
3 < ζ(τ ) < 1 holds for all τ > 0. This proves that the triple root

of P (u; 0, τ ) originates in the limit χ ↓ 0 as the collision of a conjugate pair of roots
and a real simple root having the expansion

(B.13) u(χ, τ ) = χζ(τ ) + O(χ3), χ ↓ 0, τ > 0.

Since the remaining quartet of complex roots of P (u;χ, τ ) for χ = 0 remains com-
plex for small χ, the proof is finished. �

It then follows via the definition (3.6) of v(χ, τ ) in terms of u(χ, τ ) that

(B.14) v(χ, τ ) = 2τ
2ζ(τ )− 1

3ζ(τ )− 1
+O(χ2), χ ↓ 0, τ > 0,

and then from (3.1),

(B.15) A(χ, τ ) = O(χ) and B(χ, τ )2 =
2ζ(τ )

3ζ(τ )− 1
+O(χ2), χ ↓ 0, τ > 0.

Note that B(0, τ )2 > 1 for all τ > 0, and that B(0, τ )2 → 1 as τ ↑ +∞ while
B(0, τ )2 → +∞ as τ ↓ 0.

By Lemma B.1 and Lemma B.2, P (u;χ, τ ) has a unique simple real root u =
u(χ, τ ) for (χ, τ ) in the open first quadrant near each of the coordinate axes. Next
we show that this situation persists throughout (R>0 × R>0) \ C by studying the
resultant δ(χ, τ ) of P (u;χ, τ ) and P ′(u;χ, τ ) with respect to u, a polynomial in
(χ, τ ) the zero locus of which detects repeated roots u of P (u;χ, τ ). We consider
the renormalized resultant

(B.16) δR :=
δ(χ, τ )

cτ16χ6
,
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where c := 539122498937926189056 is a constant that factors out of δ(χ, τ ) along
with the product τ16χ6. The renormalized resultant δR is even in χ and τ and so
can be expressed as

(B.17)

δR(X,T ) =16X7 + 304TX6 + 24T (98T + 1011)X5

+ T (9488T 2 − 380376T − 19683)X4

+ 64T 2(332T 2 − 18009T + 57645)X3

+ 384T 2(68T 3 − 2553T 2 + 159246T − 59049)X2

+ 16384T 3(T − 54)(T + 27)2X + 4096T 3(T + 27)4,

where X = χ2 and T = τ2. Since we have already shown that P (u;χ, τ ) has a
unique and simple real root for (χ, τ ) near the coordinate axes, we can study the
equation δR(χ2, τ2) = 0 rather than δ(χ, τ ) = 0. If, as (χ, τ ) is taken out of one or
the other region near the axes where it is known that P (u;χ, τ ) has a unique real
and simple root, P (u;χ, τ ) does not acquire any repeated roots then in particular it
does not acquire any repeated real roots and hence the number of real roots cannot
change.

Therefore, it suffices to show that the renormalized resultant δR(χ2, τ2) does
not vanish in the unbounded region (χ, τ ) ∈ (R+ × R+) \ C. With this goal in
mind, we view δR(X,T ) as a polynomial in X with coefficients polynomial in T .
Then it is easy to see that for T = τ2 sufficiently large, all of the coefficients of
powers of X in δR(X,T ) are positive, so there are no nonnegative roots X ≥ 0 of
δR(X,T ). Looking on the T -axis, we see that δR(0, T ) = 4096T 3(T + 27)4, which
does not vanish for any T = τ2 > 0. Therefore, as τ is decreased, the only way
a positive value of X > 0 for which δR(X,T ) = 0 can occur is if first there is a
positive repeated root, i.e., a positive value X > 0 for which both δR(X,T ) = 0 and
δRX(X,T ) = 0. Setting to zero the resultant of the latter two polynomial equations
with respect to X gives the condition on T = τ2 for which there exist repeated
roots X (possibly negative or complex) of δR(X,T ). This condition factors as:

(B.18) T 16(T + 27)5(243T + 1)3(64T − 27)3Q5(T )
2 = 0,

where Q5(T ) is a quintic polynomial:

Q5(T ) := 663552T 5 + 954511200T 4 + 829508109289T 3 − 14696124806763T 2

(B.19)

+ 82617806699739T − 205891132094649.

For T = τ2 > 0, the first three factors on the left-hand side of (B.18) are nonzero,
and the fourth factor vanishes exactly for T = T � := (τ �)2, i.e., for τ = ±τ �, where
τ � is defined in (1.36). So it remains to determine whether Q5(T ) = 0 holds for
any T > 0. In fact Q5(0) 
= 0 and Q5(T

�) 
= 0 by direct computation, so we will
apply the theory of Sturm sequences (see Definition C.1) to count the number of
real roots T in the intervals (0, T �) and (T �,+∞). We thus obtain the following
sign sequences at the points T = 0, T = T � = (τ �)2, and T = ∞:

Ξ[Q5](0) = (−,+,+,−,−,+),

Ξ[Q5](T
�) = (−,+,+,−,−,+),

Ξ[Q5](+∞) = (+,+,−,−,−,+).

(B.20)
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Since #(Ξ[Q5](0)) − #(Ξ[Q5](T
�)) = 3 − 3 = 0, by Sturm’s theorem (see The-

orem C.2) Q5(T ) has no real root in [0, T �]. We also see that #(Ξ[Q5](T
�)) −

#(Ξ[Q5](+∞)) = 3 − 2 = 1, which similarly proves that there exists exactly one
real root of Q5(T ) in the interval (T �,+∞); we denote it by T1. One can easily
check numerically that T1 ≈ 10.232235 > T �, which gives τ1 :=

√
T1 ≈ 3.198786. So

as T decreases from T = +∞, the first possible bifurcation point at which positive
solutions X of δR(X,T ) = 0 might appear is T = T1.

Next, one checks directly that δR(X,T �) factors as the product of a quintic
polynomial in X with strictly positive coefficients and (16X − 81)2. Referring to
(1.36), this means that X� = (χ�)2 is a positive double root of X �→ δR(X,T �), and
that there are no other positive roots. We now show that this double root splits
into a pair of real simple roots as T decreases from T � and into a pair of complex-
conjugate simple roots as T increases from T �. Indeed, if we write X = X� +∆X
and T = T � + ∆T for ∆X and ∆T small, then the dominant terms in δR(X,T )
are those homogeneous in (∆X,∆T ) of degree 2 and these terms turn out to be
proportional to a perfect square: (∆X−4∆T )2. Therefore ∆X = 4∆T +o(∆T ) as
∆T → 0. To split the double root present for ∆T = 0 therefore requires continuing
the calculation to higher order; for this purpose we write X = X�+∆X with ∆X =
4∆T + ζ and discover that the dominant terms in δR(X,T ) are now proportional
to 3645ζ2 + 8192∆T 3. Setting these to zero gives distinct real solutions for ζ only
if ∆T < 0. This perturbative analysis proves that near T = T � there only exist
positive real solutions X of δR(X,T ) = 0 for T ≤ T �, and these roots satisfy

(B.21) X = X� + 4(T − T �)±
√

8192
3645 (T

� − T )
3
2 + o((T � − T )

3
2 ), T ↑ T �.

Then, since we have already shown that there can be no repeated roots of X �→
δR(X,T ) for T � < T < T1, there are no positive roots X at all for T in this range.
Therefore, for T > T �, only for T = T1 is it possible for there to be any positive
roots X of X �→ δR(X,T ), and no such root can be simple. Since δR(X,T1)
is a polynomial in X of degree 7, for this special value of T = T1 there are at
most finitely many positive and necessarily repeated roots X = Xi > 0, i ≤ 3,
corresponding to χi =

√
Xi. Numerically, one sees that in fact the only repeated

root of X �→ δR(X,T1) (recall that this map must have one or more repeated
roots, possibly negative real or complex, by choice of T1) is a positive number
X = X1 ≈ 31.8597 corresponding to χ1 =

√
X1 ≈ 5.64444 and that there are no

other positive roots.
Finally, we consider the range T < T �. The two simple roots of X �→ δR(X,T )

with the expansions (B.21) cannot coalesce, nor can any new roots appear, for
0 < T < T � as has already been shown. We will show that the two simple roots
with the expansions (B.21) are contained within the domain C for all T ∈ (0, T �).
To show this, we look for simultaneous solutions of the condition (1.32) describing
the boundary of C, expressed as a polynomial condition in (X,T ), and δR(X,T ) = 0
by computing the resultant with respect to X. The latter resultant is proportional
to T 9(64T−27)6Q9(T ) where Q9(T ) is a ninth-degree polynomial having the Sturm
sign sequences

(B.22) Ξ[Q9](0) = Ξ[Q9](T
�) = (+,+,+,−,−,+,+,−,+,+)

from which it follows by Sturm’s theorem that there are no values of T ∈ (0, T �)
for which roots X of X �→ δR(X,T ) can coincide with points of the boundary of
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C. It therefore remains to determine whether the expansions (B.21) give values of
X that lie in the interior of C. But near (X,T ) = (X�, T �) a similar local analysis
of the condition (1.32) as already performed for the condition δR(X,T ) = 0 shows
that (1.32) only has real solutions X for T ≤ T � and that these solutions have the
expansions

(B.23) X = X� + 4(T − T �)±
√

8192
729 (T � − T )

3
2 + o((T � − T )

3
2 ), T ↑ T �.

For T �−T small and positive, the interior of C lies between these latter two curves.
Comparing with (B.21) we then see that locally the roots X of X �→ δR(X,T )
are indeed contained within C, and this necessarily persists throughout the whole
interval T ∈ (0, T �).

Therefore, the only points (χ, τ ) ∈ R>0 × R>0 in the exterior of C where the
resultant δ(χ, τ ) of P (u;χ, τ ) and P ′(u;χ, τ ) vanishes are (χi, τ1), i ≤ 3. Since by
Lemmas B.1 and B.2 it is known that P (u;χ, τ ) has a unique real and simple root
for points (χ, τ ) in the exterior sufficiently close to the coordinate axes, and since
complex-conjugate roots of P (u;χ, τ ) are prevented from bifurcating onto the real
axis under continuation in (χ, τ ) unless δ(χ, τ ) vanishes, it follows that P (u;χ, τ )
has a unique real and simple root for all (χ, τ ) in the part of the open first quadrant
exterior to C with the possible exception of only the points (χi, τ1), i ≤ 3. For these
exceptional isolated points it can in principle happen that one or more complex-
conjugate pairs of roots of P (u;χ, τ ) coalesce on the real axis, but these are either
roots of even multiplicity or in the case of a collision with the simple root they may
add an even number to its multiplicity.

Letting u(χ, τ ) denote the unique real root of odd multiplicity, we extend u(χ, τ )
to the coordinate axes within (R>0×R>0)\C by continuity: u(0, τ ) = 0 for τ > 0 and
u(χ, 0) = χ for χ > 2. Note that u(0, τ ) is non-simple root of P (u; 0, τ ), but u(χ, 0)
is a simple root of P (u;χ, 0). This completes the proof of Proposition 3.1. �

Remark B.3. As pointed out earlier, numerics suggest that there is only one
positive value of χ = χ1 for which there are repeated roots of P (u;χ, τ ) for τ = τ1.
In other words, numerics strongly indicate that there is at most one point (χ1, τ1) in
E ∪ S at which the root u = u(χ, τ ) might have higher odd multiplicity. However,
numerical calculations also show that there are two repeated roots of P (u;χ1, τ1)
forming a complex-conjugate pair, which would imply that P (u;χ1, τ1) also has just
one real root and it is simple. Numerics therefore cast doubt upon the existence of
any point (χ, τ ) ∈ E ∪ S at which u(χ, τ ) is not a simple root of u �→ P (u;χ, τ ).
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APPENDIX C

Some Useful Facts About Polynomials

with Real Coefficients

We remind the reader that the discriminant ∆f of a polynomial f(z) = anz
n+

an−1z
n−1 + · · · + az + a0, n ≥ 1, an 
= 0, with roots (counted with multiplicity)

ξ1, ξ2, . . . , ξn ∈ C can be expressed as

(C.1) ∆f = a2n−2
n

∏

1≤j<k≤n

(ξj − ξk)
2 .

We assume that the coefficients ak, k = 1, . . . , n of the polynomial f are real in the
rest of this appendix. In this case, the representation (C.1) provides information
about the number of non-real roots of f . Since the non-real roots of f come in
complex conjugate pairs, it is seen from (C.1) that ∆f > 0 if and only if f has all
distinct real roots or the number of non-real roots are a multiple of 4. On the other
hand, in case n ≥ 2, ∆f < 0 if and only if the number of non-real roots of f is
2 mod(4).

The following method is useful for obtaining information about the real roots of
a univariate polynomial f(z). We first give a definition ([26], see also [27, Section
1.3]).

Definition C.1 (Sturm sequence). Given a polynomial f(z) of degree n, define
polynomials fk(z), k = 0, 1, 2, . . . by

f0(z) := f(z),

f1(z) := f ′(z),

fk(z) := −Rem(fk−2(z), fk−1(z)), for k ≥ 2,

(C.2)

where Rem(fk−2(z), fk−1(z)) denotes the remainder arising in the division of
fk−2(z) by fk−1(z). For sufficiently large k we have fk(z) ≡ 0, so let m be the index
of the last non-trivial polynomial fm(z). The Sturm sequence of f(z) is the finite se-
quence of polynomials (f0(z), f1(z), . . . , fm(z)), where necessarily m ≤ n = deg(f).

We denote by Ξ[f ](a) the sequence of signs of the Sturm sequence of f(z)
evaluated at a point a ∈ R:

(C.3) Ξ[f ](a) := (sign(f0(a)), sign(f1(a)), sign(f2(a)), . . . , sign(fm(a))),

and we let #(Ξ[f ](a)) denote the number of sign variations in Ξ[f ](a), i.e., the
number of sign changes ignoring any zeros when counting. For instance, for f(z) =
4z3 − 6z2 − 18z − 18, we have the Sturm sequence

f0(z) = 4z3 − 6z2 − 18z − 18, f1(z) := 12z2 − 12z − 18,(C.4)

f2(z) := 14z + 21, f3(z) := −27, f4(z) := 0,
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88 C. POLYNOMIALS WITH REAL COEFFICIENTS

and hence at z = 2, for example, we have

(C.5) Ξ[f ](2) = (sign(−46), sign(6), sign(49), sign(−27)) = (−,+,+,−),

which gives #(Ξ[f ](2)) = 2. As a more complicated example, the sign sequence
Ξ[f ](a) = (+,+, 0,+,−, 0,+,+, 0,−) gives #(Ξ[f ](a)) = 3. The following theorem
([26], see also [27, Theorem 1.4]) gives an exact count of real zeros of f(z) weighted
by multiplicity in an interval using #(Ξ[f ](·)).

Theorem C.2 (Sturm’s Theorem). Suppose that a < b and neither a nor b
is a zero of f(z). Then #(Ξ[f ](a)) ≥ #(Ξ[f ](b)), and the number of real zeros,
weighted by multiplicity, of the polynomial f(z) in the interval [a, b] is equal to
#(Ξ[f ](a))−#(Ξ[f ](b)).

The theorem also applies to the case where a = −∞ or b = +∞ by considering
the asymptotic behavior of the polynomials in the Sturm sequence, which amounts
to looking at the signs of the leading coefficients of the polynomials fk(z) in the
Sturm sequence of f .

Another result on the real roots of a polynomial is Theorem C.3 :

Theorem C.3 (Déscartes’ Rule of Signs). Let f(z) = anz
n+an−1z

n−1+ · · ·+
a1z + a0, an 
= 0. The number of positive real roots of f is at most the number
of sign variations in its coefficient sequence (an, an−1, . . . , a1, a0). Moreover, the
number of positive real roots of f differs from the number of sign variations of the
coefficients sequence by an even (nonnegative) integer.
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Université Paris Cité, Paris, France; e-mail: corteel@

berkeley.edu

Probability theory and statistical physics, Jian
Ding, School of Mathematical Sciences, Peking Univer-
sity, Beijing 100871, China; e-mail: dingjian@math.pku.edu.

cn

Probability theory and stochastic analysis, Davar
Khoshnevisan

Probability theory, probabilistic combinatorics,

statistical physics, Eyal Lubetzky, Department of
Mathematics, Courant Institute of Mathematical Sci-
ences, New York University, New York, NY 10012 USA;
e-mail: eyal@courant.nyu.edu

Licensed to Univ of Cincinnati.  Prepared on Sun Aug 11 17:40:58 EDT 2024for download from IP 132.174.253.141.



SELECTED PUBLISHED TITLES IN THIS SERIES

1493 Javier Fernández de Bobadilla and Agust́ın Romano Velázquez, Reflexive
Modules on Normal Gorenstein Stein Surfaces, Their Deformations and Moduli, 2024

1492 Dongxiao Yu, Asymptotic Completeness for a Scalar Quasilinear Wave Equation
Satisfying the Weak Null Condition, 2024

1491 David Beltran, Joris Roos, and Andreas Seeger, Multi-scale Sparse Domination,
2024

1490 Jack Kelly, Homotopy in Exact Categories, 2024

1489 John Bergdall and David Hansen, On p-Adic L-Functions for Hilbert Modular
Forms, 2024

1488 David J. Benson, Modular Representation Theory and Commutative Banach Algebras,
2024

1487 Paul Apisa and Alex Wright, Reconstructing Orbit Closures from their Boundaries,
2024

1486 M. Gekhtman, M. Shapiro, and A. Vainshtein, A Plethora of Cluster Structures
on GLn, 2024

1485 David Ayala, Aaron Mazel-Gee, and Nick Rozenblyum, Stratified
Noncommutative Geometry, 2024

1484 Brandon Doherty, Krzysztof Kapulkin, Zachery Lindsey, and Christian

Sattler, Cubical Models of (∞, 1)-Categories, 2024

1483 Masao Oi, Simple Supercuspidal L-Packets of Quasi-Split Classical Groups, 2024

1482 David Burns and Daniel Macias Castillo, On Refined Conjectures of Birch and
Swinnerton-Dyer Type for Hasse–Weil–Artin L-Series, 2024

1481 Sonja Cox, Martin Hutzenthaler, and Arnulf Jentzen, Local Lipschitz Continuity
in the Initial Value and Strong Completeness for Nonlinear Stochastic Differential
Equations, 2024

1480 Nicolas Burq and Laurent Thomann, Almost Sure Scattering for the One
Dimensional Nonlinear Schrödinger Equation, 2024

1479 Eva Elduque, Christian Geske, Moisés Herradón Cueto, Laurenţiu G. Maxim,
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