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Abstract

We define a state space and a Markov process associated to the stochastic quantisation
equation of Yang-Mills—Higgs (YMH) theories. The state space S is a nonlinear
metric space of distributions, elements of which can be used as initial conditions for
the (deterministic and stochastic) YMH flow with good continuity properties. Using
gauge covariance of the deterministic YMH flow, we extend gauge equivalence ~
to S and thus define a quotient space of “gauge orbits” . We use the theory of
regularity structures to prove local in time solutions to the renormalised stochastic
YMH flow. Moreover, by leveraging symmetry arguments in the small noise limit,
we show that there is a unique choice of renormalisation counterterms such that these
solutions are gauge covariant in law. This allows us to define a canonical Markov
process on £ (up to a potential finite time blow-up) associated to the stochastic YMH
flow.
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1 Introduction

The purpose of this paper is to construct and study the Langevin dynamic associated
to the Euclidean Yang—Mills—Higgs (YMH) measure on the torus T¢, for d = 3. Post-
poning precise definitions to Sect. 1.3, the YMH measure should be the probability
measure formally given by

dit (A, @) ocexp[ — S, (A, )] dAdD, (1.1

where dA (resp. d®) is a formal Lebesgue measure on the space of principal G-
connections on a principal bundle P — T (resp. associated vector bundle V), for G
a compact Lie group with Lie algebra g. The YMH action S,,,,(A, ®) is given by

e 1
Sun(A, ®) d=fde (IFa@P +1a20@P +m2 0@ + S10f)dr . (12)

where Fj is the curvature 2-form of A and d4 denotes the covariant derivative defined
by the connection A. In particular, this includes the pure Yang—Mills (YM) action, in
which the Higgs field @ is absent (i.e., the associated vector bundle has dimension
0).

The YMH action is an important component of the Standard Model Lagrangian,
and the mathematical study of the YMH measure on various manifolds has a long
history. Much work has been done to give a meaning to (1.1) for the pure YM
theory in d = 2, including R? and compact surfaces. These works are primarily
based on an elegant integrability property of 2D YM; a sample list of contributions
is [38, 41, 52, 67, 72, 81]. In the Abelian case G = U (1) on R? the measure (1.1) 1s
essentially a Gaussian measure (e.g. [49]), and [48] and [37] proved convergence of
the U (1) lattice Yang—Mills theory to the continuum theory in d = 3 and d = 4 re-
spectively. Still in the Abelian case, one can also make sense of the full YMH theory
ind =2 [13-15] and d = 3 [64, 65]. A form of ultraviolet stability in finite volume
(i.e. on T¢) was also shown for the pure YM theory in d = 4 using a continuum reg-
ularisation in [71] and in d = 3, 4 using renormalisation group methods on the lattice
in a series of works by Balaban culminating in [2—4]. The above list of works is far
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from exhaustive and we refer to the surveys [26, 62, 69] for further references and
history. We mention that the construction of the pure YM measure in d = 3 and of
the non-Abelian YMH measure in d = 2 (and d = 3), even in finite volume, is open.

In this paper we will always assume that the bundles P and V are trivial. Upon
fixing a global section of P, we can therefore identify a connection A with a g-
valued 1-form and a section of V with a function ®: T¢ — V, where V is a real
finite-dimensional inner product space carrying an orthogonal representation g of G.
We will often drop ¢ from our notation and simply write g¢ for 9(g)¢, and similarly
h¢ for h € g will denote the derivative representation of g on V.

Besides the non-existence of the Lebesgue measure on infinite-dimensional spaces
and the usual divergencies which arise from the non-quadratic terms in an action, a
major problem when trying to give a meaning to (1.1) is the fact that it is (formally)
invariant under the action of an infinite-dimensional group of transformation. Indeed,
assuming for now that all the objects are smooth, a gauge transformation g is an

element g € B> &f C%°(T¢, G) which acts on (A, ®) by

g A=A Ady(4)— (dg)g™'. and g-0=0tEgn. (13

Geometrically, gauge transformations are automorphisms of the principal bundle P,
so (A8, ®&) can be interpreted as representing (A, ®) in a new coordinate system i.e.,
using a different global section of P. An important feature of gauge theory is that all
coordinate systems should give rise to the same physical quantities. In particular, one
can verify that

Sou(A%, D) = S,,.(A, D),

which suggests that u,,, should be invariant under the action of any gauge transfor-
mations g. Since the group of all gauge transformations is infinite-dimensional, such
a measure cannot exist as a bona fide o -additive probability measure.

A potential way to make rigorous sense of (1.1) is through stochastic quantisation,
which was introduced in the physics literature for gauge theories by Parisi—-Wu [78].
In this approach, one aims to construct u.,, as the invariant measure of the Langevin
dynamic associated to the action S,,,,. Formally, this is given by

@A =—d Fy—Bdr®®®) +§,
(1.4)
3P =—dids® —m?® — DD+ ¢,

where dj denotes the adjoint of d4, and B: V® V — g is the unique R-linear form
such that

B ®v),h)g={u,hv)y (1.5)

for all u,v € V and h € g. The noises £ and ¢ are independent space-time white
noises with respect to our metrics, i.e. for & = &;dx;,

E[§ (1, x) ®&(s, y)] =68;6(t —s)8(x — y)Cas,
E[¢(t,x) ® (s, y)] =8 —5)5(x — y)Cov.

(1.6)
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Here Cas € g ®; g is the quadratic Casimir element and Cov € V ®; V is identity map
if we identify V >~ V* using the metric on V. We normalise the Casimir similarly and
note that these covariances satisfy the invariant properties (Ad, ® Ad,)Cas = Cas
and (g ® g)Cov = Cov for every g € G. The dynamic (1.4) is formally invariant in
law under any time-independent gauge transformation g by (1.3), namely, if (A, ®) a
solution to (1.4) then, for any fixed time-independent gauge transformation g we have
that (A%, ®8) solves (1.4) with (§, ¢) replaced by the rotated noise (Adg&, g¢) which
is equal in law. In particular, the bilinear form B satisfies the covariance property
Adg;B(u ® v) = B(gu ® gv).
In spatial coordinates, (1.4) reads

0 A = AA; — 0% A; +[A;.20;A; — %iA; + A}, Aill
+[0jA;, Al —B((3i P+ A P) QD)+ & , (1.7
3®=AD+ (AP +24;0;®+ A0 —m*d — PP+,

for i € [d] ={1,...,d} with the summation over j implicit. A major problem with
this equation is the lack of parabolicity in the equations for A, which is a reflection
of the invariance of the action S,,, under the gauge group. As discussed in [22],
this problem can be circumvented by taking any sufficiently regular time-dependent
O-form w: [0, T] — C*® (Td, g) and consider instead of (1.4) the equation

BA=—dyFa+dao—Bdad®@ D)+ &,
(1.8)
3@ =—dds® — wd—m>d — PP +¢ .

Then, at least formally, solutions to (1.8) are gauge equivalent in law to those of
(1.4) under a time-dependent gauge transformation. To get a parabolic flow for A
in (1.8) a convenient choice of w is w = —d*A = 9;A; which yields the so-called
DeTurck—Zwanziger term [34, 35, 88] in the first equation of (1.8). After making this
choice our main focus will be the stochastic Yang—Mills—Higgs (SYMH) flow which
in coordinates reads

WA =AA; +[Aj,20;A; — ;Aj +[A), Ail]
—B((3;P+AP)®P) +&, (1.9)
P =AD+24;0;0+ A0 —m’D — DD+,

The system (1.9) is formally gauge covariant in the following sense: if (A, ®)
is a solution to (1.9) then, given a time evolving gauge transformation g solving
g log= —d’ (g~ dg), (A8, ®8) solves the same equation with (&, ) replaced by
(Adg€, g¢) which, since g is adapted, is equal in law to (§, ).

1.1 Outline of the paper

In Sects. 1.3 and 1.4 we introduce important notation and summarise the main theo-
rems.
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In Sect. 2 we construct a nonlinear metric space S of distributions which serves
as the state space for SYMH on T>. By using the regularising and gauge covariant
properties of the deterministic YMH flow (with DeTurck—Zwanziger term), we define
regularised gauge-invariant observables on S which have good continuity properties
and show that gauge equivalence ~ extends to S in a canonical way. Furthermore
sufficiently regular gauge transformations g € C¢(T3, G) act on S and preserve ~.
The main idea in the definition of S is to specify how the heat semigroup ¢ — P, X
behaves on elements X € S; the space S is nonlinear because we force control on
quadratic terms of the form P; X - VP; X arising from the most singular terms in (1.9).
In Sect. 3 we show that the stochastic heat equation defines a continuous stochastic
process with values in S.

In Sect. 4 we build on the “basis free” regularity structures framework in [22] to
show that certain symmetries are preserved by BPHZ renormalisation. This is then
used in Sect. 5 to show that SYMH can be renormalised with mass counterterms to
admit local solutions through mollifier approximations, which defines a continuous
stochastic process with values in S (possibly with blow-up).

In Sect. 6 we show that there exists a choice for the mass renormalisation so that
SYMH is genuinely (not only formally) gauge covariant in law. That is, the push-
forwards to O = S/~ of the laws of two solutions (A(z), ®(¢)) and (A(r), ®(r)) to
SYMH for ¢t > 0 with initial conditions (A(0), ®(0)) = (a, $) and (A(0), ®(0)) =
(a¥, ¢¥) respectively are equal (modulo subtleties involving restarting the equation).
This is done through an argument based on preservation of gauge symmetry in the
small noise limit, which is inspired by [12]. In Sect. 7 we show that there exists a
Markov process on the space of “gauge orbits” £, which is unique in a suitable sense
and onto which the solution to SYMH from Sect. 6 projects.

Finally in Appendix A we collect some results concerning modelled distributions
with singular behaviour at t = 0, which allows us to construct solutions to our SPDEs
starting from suitable singular initial conditions. In Appendix B we collect some re-
sults on the deterministic YMH flow which are useful for defining gauge equivalence
~ on S regularised observables. In Appendix C, we extend the well-posedness result
for (A, ®) in Sect. 5 to a coupled (A, @, g) system which is used in Sects. 6 and 7.
In Appendix D we prove that our solution maps are injective in law as functions of
renormalisation constants, which is useful in showing gauge covariance in Sect. 6.

1.2 Related works and open problems

Let us mention several other works related to this one. The idea to use the regular-
ising properties of the deterministic YMH flow to define regularised gauge-invariant
observables for singular gauge fields was advocated in [23, 24] and more recently
in [17, 18]; see also [7, 33, 42, 70, 76] for related ideas in the physics literature.
The results in [17, 18] are closely related to those obtained in Sects. 2 and 3; see
Remarks 2.8, 2.14, and 3.16 for a brief comparison.

In further work, Gross established a solution theory for the YM flow with initial
conditions in H'/2 in [50, 51]. This space is natural since it is scaling critical for the
YM flow in three dimensions. (This is in the sense that it has small-scales scaling
exponent o = —1, so that Au, u - Du and u> all have the same scaling exponent
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546 A.Chandraetal.

o —2 =20 — 1 =3a = —3.) Note however that the solution to the stochastic YM
1
flow does not belong to that space. Instead, it belongs to C~2 7 for any « > 0 (but not

toC™ : ) which, although it is a space of rather badly behaved distributions, has scaling
exponent —% — k which is subcritical for the YM flow. Unfortunately, these spaces

are sufficiently badly behaved so that there do exist vector-valued X € C =2 for which
the map ¢ = P; X ® VP, X fails to be locally integrable at # = O (this does not happen

when u € H %). In fact, there exists no Banach space of distributions supporting the
3D Gaussian free field to which the YM flow extends continuously [31].

There are also number of recent results, from a probability theory perspective, on
lattice gauge theories in d = 3 and d = 4 and their scaling limits. Some works in
this direction include [25] on the YM free energy, [16, 27, 43, 44] on the analysis
of Wilson loops with discrete gauge group and [19, 46] with G = U (1), and [28] on
the confinement problem. See also [84-86] for work on lattice gauge theory using
Langevin dynamics.

The idea of stochastic quantisation was introduced in the physics literature by
Nelson [77] and Parisi—-Wu [78]. With the development of regularity structures [56]
and paracontrolled distributions [55] to solve singular SPDEs (see also [20, 39, 66]),
this idea has been applied to the rigorous construction and study of scalar quantum
fields, especially the @g theory [1, 53, 59, 73, 74]. See also [5, 6, 54] for another
stochastic analytic approach.

We finally mention some earlier works of the authors. In [22] we studied the
Langevin dynamic on for the pure YM measure on T? (though the results therein
carry over without fundamental problems to the YMH theory). Because the equa-
tions in d = 2 are much less singular than in d = 3, we were able to obtain stronger
results with different methods. Namely,

e The state space constructed in [22] was a linear Banach space and came with an
action of a gauge group which determined completely the “gauge equivalence”
relation ~; we do not know here if there exists a gauge group acting on S which
determines ~ (we suspect it does not with the current definitions).

e Gauge covariance of the SYM process in [22] was shown through a direct com-
putation of the renormalisation constants coming from just three stochastic ob-
jects. Here such a computation is infeasible by hand due to the presence of a
large number of logarithmic divergences, which is why we rely on more subtle
symmetry arguments.

e The SYMH (1.9) for d = 2 (and its deterministic version for any d) admits arbi-
trary initial conditions in the Holder—Besov space C" only for n > —1, and the
state space considered in [22] embeds into such a Holder—Besov space. Here S
embeds at best into C7 for n < —%, which causes significant complications in
the short-time analysis. This problem becomes even worse for the multiplica-
tive noise versions of (1.9) considered in Sect. 6 to the extent that we require
a substantial change to the fixed point problem when restarting the equation, in
particular solving for a suitable ‘remainder’, in order to obtain maximal solu-
tions.

We also mention that the first work to study the stochastic quantisation of a gauge
theory using regularity structures is [83] (using a lattice regularisation of T? with G =
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U (1) and a Higgs field), and the first work to give a representation of the YM measure
on T? as a random variable taking values in a (linear) state space of distributional
connections for which certain Wilson loops are defined pathwise is [30]. The state
space in [30] served as the basis for that in [22], and part of the definition of S in the
present work is inspired by these works (see Sects. 2.3 and 2.5).

We close with some open problems. One of the main questions is whether the
Markov process on £ constructed in this paper admits an invariant measure, which
should then be unique due to the strong Feller [57] and full support [S8] properties
of the solution. We do conjecture that such an invariant measure exists, which then
yields a reasonable candidate for the YMH measure on T, Unfortunately, we do not
even know how to show the weaker statement that the Markov process survives for
all times. For the pure YM measure and Langevin dynamic on T?, this question was
recently answered in [32].

Another question is whether one can strengthen or change the construction of
(S,~) in such a way that there exists a topological group & containing &> =
C°°(T3, G) as a dense subgroup, acting on S, having closed orbits, and such that
~ is given by its orbits. For d = 2, it was shown in [22] that (the closure of smooth
functions in) C* (TZ, G), for some « € (%, 1) is such a group; this is both aesthet-
ically pleasing and a tool to simplify a number of arguments. The lack of a nice
gauge group in d = 3, for example, leads to difficulties in studying the topology of
£ (we only know it is separable and completely Hausdorff here as opposed to Polish
in [22]), and complicates the construction of the Markov process on 9.

We finally mention that it would be of interest to extend the results of this paper
to R>, but this problem is entirely open. In fact, this problem is open even in the 2D
setting of [22, 32]. Regarding global-in-time solutions, see the very recent progress
[9] for Abelian-Higgs on T?.

1.3 Notation and conventions

We collect some conventions and notations used throughout the article. Part of this
notation follows [22]. We equip the torus T> = R3/Z3 with the geodesic distance
denoted by |x — y|, and R x T3 the parabolic distance | (7, x) — (s, y)| = /Tt — 5] +
lx — y|. We will tacitly identify T* with the set [—1, 1)°.

Throughout the article we fix a compact Lie group G, with associated Lie algebra
g, endowed with an adjoint invariant metric denoted by (, )y. We will often assume
G to be embedded into a space of matrices. Let V be a real vector space of finite
dimension dimV > 0 endowed with a scalar product (, )y and an orthogonal rep-
resentation ¢ of G. As mentioned before, we often drop @ from our notation and
simply write g¢ = 0(g)¢ and h¢p = o(h)¢p for g € G, h € g, and ¢ € V, where o(h)¢p
is understood as the derivative representation.

Remark 1.1 Even if V is a complex vector space endowed with a Hermitian inner
product (, )y, and the representation of G on V is unitary, we instead view V as a real
vector space with dimgr(V) = 2dimc (V) endowed with the Euclidean inner product
given by Re(, )v and view the representation as an orthogonal representation on V.
In fact, the definition of the YMH action (1.2), the deterministic part of the SPDE
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548 A.Chandraetal.

(1.4) which is its gradient flow, and the definition of white noise in (1.6) all only
depend on Re(, )v and not on Im(, )y.

A “gauge field” A is an equivariant connection on the trivial! principal bundle
P ~T3 x G viewed as a 1-form A = (Ay, A2, A3): T> — g, which determines a
covariant derivative d4 on the associated bundle V =P ®, V T3 x Vby ds® =
do+ AD = (0,0 + A; D) dx; (see e.g. [36, Sect. 2.1.1]). A “Higgs field” is a section
of V, viewed simply as a function ®: T? — V. The curvature of a gauge field A is
the g-valued 2-form (FA)ij = aiAj - ain + [A;, Aj].

A space-time mollifier x is a compactly supported smooth function on R x R?
such that [ x =1 and for every i € {1,2, 3}, x is invariant under x; > —x; along
with (x1, x2, x3) = (X5 (1), X5 (2), X0 (3)) for any permutation o on {1, 2, 3}. x is called
non-anticipative if it is supported in the set {(¢, x) : t > 0}.

Assume that we are given a finite-dimensional normed space (E, | - |) and a metric
space (F, d). For @ € (0, 1], we define as usual

CUF,E)={f: F—>E : | flee & | floo + | flobior <00},

where | f|q-Ho1 def SUPy £y F %}f)&”‘ < oo denotes the Holder seminorm and
| floo =sup,cr | f(x)| denotes the sup norm.

For o > 1, we define C*(T3, E) (resp. C*(R x T3, E)) to be the space of k def
[a] — 1 times differentiable functions (resp. ko-times differentiable in ¢ and k;-times
differentiable in x for all 2kg + k| < k), with («¢ — k)-Holder continuous k-th deriva-
tives.

Fora <O, letr def [ — 17 and we define

def _
CYT*,E)={£ € D'(T*,E) : |Elca = sup sup sup A “|(&, ¥2)| < oo},
re(0,1] yeB’ xeT3

where B’ denotes the set of all smooth functions ¥ € C*°(T?) with |- < 1 and
support in {z € T* : |z| < 1} and where ¥} (y) d=ef)u_3’1//(k—1(y —x)).

For & = 0, we define C° to simply be L°°(T3, E), and use C(T3, E) to denote the
space of continuous functions, both spaces being equipped with the sup norm. For
any o € R, we denote by C%* the closure of smooth functions in C%. We drop E
from the notation whenever it is clear from the context.

If B is a space of g-valued distributions equipped with a (semi-)norm | - |,

then QB denotes the space of g-valued distributional 1-forms A = A; dx; where

A; € B, equipped with the corresponding (semi-)norm |A| &ef 21'3:1 |A;|. When B

is of the form C(T3, g), C% (T3, g), etc., we write simply QC, QC%*, etc. for Q5. For

o € [0, oo], we write &? def Ce(T3, G) and let %€ denote the closure of smooth

functions in B¢, where we understand G as embedded into a space of matrices. We
often call B¢ a gauge group and its elements gauge transformations.

Twe emphasise again that the case of non-trivial bundles is of course very interesting but will not be treated
here.
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In the remainder of the article, unless otherwise stated, we denote E = g3 ®V.
This implies D'(T3, E) ~ QD' @ D'(T?, V) and, for X € D'(T3, E), we write X =
(A, @) for the corresponding decomposition. In particular, the configuration space of
smooth (connection-Higgs) pairs (A, ®) is C®(T3, E).

We similarly combine noises into a single variable § = ((E,-)?zl, ¢), which in view
of (1.6) has covariance E[£ (¢, x) @ £(s, y)] = (¢t — 5)8(x — y)Cov, with

Cov = Cas® @ Cov . (1.10)

Note that E carries a representation of G given for g € G by

def
Esx=((x)_;,y) > gx = (Adgx;)}_;,8y) € E . (1.11)

If g and x are functions (or distributions) with values in G and E respectively, we let
g& denote the above operation pointwise whenever it makes sense.

For X,Y € C°°(T3, E) we write X ~ Y if there exists g € & such that X8 =Y,
where X8 = (A¢, ®¢) is defined in (1.3). Recall that X — X¥ defines a left group
action of &> on C*°(T3, E). We denote by O défCOO(T3, E)/~ the corresponding
quotient space. (The action X > X8 = g « X of &> on C°°(T?, E) should not be
confused with the action of &> on C*°(T?, E) given by (1.11).)

We will often use the following streamlined notation for writing the nonlinear
terms of our equations. Forany X € E and i € {1, 2, 3}, we write X[, € gand X|y €
V to be the projections of X onto the i-th component of X which is a copy of g
and the last component of X which is a copy of V respectively. Given any X € E
and 0X = (01X, 0,X, 03X) € E3, where d; X 1is just a generic element in E (which
does not necessarily mean a derivative in general), and similarly X € E and 84X, we
introduce the shorthand notation X3X, X3 € E defined as

X0X|g, =[A;,20;A; —;A;] —B(3;®® ®), X0X|v=24,0;P,

3 3 s (1.12)
Xl =[A;.[4;, Al]] -B(A®)© D),  X’ly=—|0Pd
where, as above, the summation over j is implicit and we have written
A X, 0,4 20X, o Xy, 9,09, Xy, (1.13)

and A;, d;A;, @, d;® are understood in the analogous way.

Recall the following notation from [22, Sect. 1.5.1]. Given a metric space F, we
extend it with a cemetery state & by setting F=Fu {¢)} and postulating that the
complement of every closed ball in F is a neighbourhood of ¢ in F. We then recall
the definition of the metric space F sol from [22, Sect. 1.5.1], which should be thought
of as the space of continuous trajectories with values in F which can blow up in finite
time but cannot be “reborn”. The purpose of the rather convoluted definition of the
metric of F*° is to guarantee that it is separable and complete (provided that F is).

1.4 Main theorems

We first collect our results on the state space of our 3D stochastic YMH process,
with references to more precise statements in later sections. Here, we will use the
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notation F; for the DeTurck—YMH flow (the solution to (1.9) with £ = ¢ = 0 and the
®|®|? term dropped?) at time 7. Standard parabolic PDE theory shows that this is
well-posed for short times for all initial conditions in C (T3, E) as soon as v > —%.
In other words, writing O, C C" for the set of initial conditions admitting a solution
up to time ¢, these are a decreasing family of open sets with Uze(o, 1O =C". On

the other hand, the projection F; of the DeTurck—-YMH flow onto 9 is globally
well-posed for all initial conditions in C". (This allows for a time-dependent gauge
transformation which doesn’t change the projection of the flow to O but can prevent
it from blowing up, see Appendix B, in particular Corollary B.5.) Recalling that £ =
a> @ V, we can state our results regarding the state space S (see Definition 2.22
below) as follows.

Theorem 1.2 (State space) For every n € (—% — K, —%), where k > 0 is sufficiently
small, there exists a complete (nonlinear) metric space (S, X) of E-valued distribu-
tions satisfying the following properties.

(i) There is a canonical embedding S < C" (T3, E) and there exists v < 0 such that
C‘_’(T3, E) — S densely. Furthermore, S is closed under scalar multiplication
when viewed as a space of distributions. See Lemmas 2.25 and 2.35(ii).

(ii) The deterministic DeTurck—=YMH flow X — F;(X) € C*°(T3, E) extends contin-
uously to the closure of O,y in S for every s, t > 0. It follows that t — F;(X)
is well-posed for every X € S and every sufficiently small t (depending on X)
and the flow on gauge orbits X +— Fi € O®(X) extends continuously to all of
S for every t > 0. One furthermore has

lim ¥(F(X), X)=0  VXeS.
—

See Proposition 2.9 and Lemma 7.8.

(iii) Define the equivalence relation on S by X ~Y & .7:"(X) = ]:'(Y). Then ~ ex-
tends the notion of gauge-equivalence defined for smooth functions. Moreover,
the quotient space O s /~ is a separable completely Hausdorff space. See
Proposition 2.51.

(iv) There exists o € (%, 1) and a continuous left group action 2 x S > (g, X) —
X8 € S for which X ~ X8 and which agrees with the action (1.3) for smooth g
and X. See Proposition 2.28.

(v) There exist v € (0, %) and C, q > 0 such that, for all g € C and X € S, one has
lglev < C(1 4+ Z(X,0) + 2(X8,0))7. See Theorem 2.39.

Remark 1.3 A consequence of Theorem 1.2(iii) is that classical gauge-invariant ob-
servables (Wilson loops, string observables, etc) have “smoothened” analogues de-
fined on O obtained by precomposing the classical observable with F; for some (typ-
ically small) r > 0. These smoothened observables are sufficient to separate points in
9, see Sect. 2.8.

2Dropping the <I>\<I>\2 term is done for purely technical convenience since this allows us to reuse results
from [61] and has no effect on our statements —see Remark 2.10.
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Remark 1.4 The significance of point (v) may seem unclear at this stage. However,
this estimate is crucial in the construction of the Markov process on O in Sect. 7.

Remark 1.5 The definition of the metric ¥ is given in two parts: X(X,Y) =
OX,Y) + IX —Y||. The metric ® is defined in Sect. 2.1 and guarantees conti-
nuity of F; with respect to the initial condition. The norm || - || is defined in Sect. 2.5
and implies point (v). Both metrics come with several parameters, the final values of
which are given at the beginning of Sect. 5.

Fix i.i.d. g-valued white noises (E,-)?Zl on R x T3 and an independent V-valued

space-time white noise ¢ on R x T> and write 3 &ef & x x® along with ¢* o z*x°.
Here x is a mollifier as in Sect. 1.3 and x(z, x) =& > x (¢ 2t,e 'x). For each ¢ €
(0, 1] consider the system of SPDEs on Ry x T3 with i € {1, 2,3}

;A = AA; +[A;,20;A; — 0;Aj +[A}, Aill

—B((3; P+ A;®) ® D)+ CLA; + &,
) 5 . . (1.14)
0P =AP+24;0;0+ AP — PP+ CoP+¢°,

(A0),2(0) =(a.9) €S,

where the summation over j is again implicit, and we fix some choice of (C5, C§, :
e € (0, 1]) with

Ci€Lc(g.9). and CyeLg(V,V).

Here Lg(V, V) (resp. Lg(g, g)) is the space of all the linear operators from V (resp.
g) to itself which commute with the action of G (resp. adjoint action of G). Recall
also that B: V® V — g is the bilinear form determined by (1.5). In view of the
notation introduced in Sect. 1.3, we may also write (1.14) as

WX =AX+X0X+ X2+ (COP®CHX +&°, (1.15)
where for any C € L(g, g) we write C®3 for C® C & C € L(g°, g°).

Remark 1.6 One particular example in our setting is that V) is the adjoint bundle, i.e.
V =g, and G acts on V by adjoint action. In this case, ® is also g-valued and the
bilinear form is simply given by the Lie bracket B(d4® ® &) = —[ds D, P].

Recall the definition of S*°! from Sect. 1.3 (see F5°' below (1.13) for any metric
space F).

Theorem 1.7 (Local existence) Consider any é‘A € Lg (g, 9) and a space-time molli-
fier x. Then there exist (CE,, C5. )ec(o,1] With C:, € Lg(g,9) and Cf, € Lg(V,V)

YMm? Higgs Higgs

and which depend only on x, such that the following statements hold.

30ne would have a term —m2® here in view of (1.2), but we absorb it into the term C(‘;CD.
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(i) The solution (A, @) to the system (1.14) where

CR=Ci+Ca, Co=Cj, —m?
converges in S*' in probability as € — 0.
(i) The limit in item (i) depends only on Ca and not on x.

Remark 1.8 See Theorem 5.1 for a slightly more general version of Theorem 1.7. The
operators Cy and Cy, . will be determined by the BPHZ character that deforms the
canonical lift of £¢ into the BPHZ lift of £°.

While the equation (1.14) does fall under the “blackbox” local existence theory
of [10, 11, 21, 56] and the vectorial regularity structures of [22], this theory does
not directly give us Theorem 1.7. There are three issues we must overcome: (i) we
want our solution to take values in the non-standard state space S, (ii) we want to
start the dynamic from arbitrary, rough (not necessary “modelled”) initial data in S,
and (iii) we must verify that the renormalisation counter-term is given by ((CZ )693 &)

Y™

CE )X for some C¢, € Lg(g,g) and C: € Lg(V, V) which is not obvious from

Higgs Y™ Higgs
the formulae for counterterms provided in [11, 22].

Our next result is about gauge covariance of the limiting solution, provided that
the operator C.‘A is suitably chosen. See [22, Sect. 2.2] for a discussion in the 2D
case (which extends mutatis mutandis to the 3D case) on gauge covariance, and lack
thereof before the limit, from a geometric perspective. To formulate this result, we
consider a gauge transformation g(0) acting on the initial condition (a, ¢) of (A, ®)
asin (1.14), and define a new dynamic (B, V) with initial condition g(0) - (a, ¢) such
that (B, V) = g - (A, ®) for some suitable time-dependent gauge-transformation g.
The transformation g is chosen in such a way as to ensure that (B, V) converges in
law to the solution to SYMH with initial condition g(0) - (a, ¢), provided that Ca is
suitably chosen. The resulting dynamics (B, W) and g satisfy the equations

&B; = AB; +[B;,20;B; — B; + B}, Bl —B((3; ¥ + B;¥) ® V)
+CiBi +Ci(09)g " + & g,
W =AW +2B;0;V + BIW — W[V + CLW + g¢° (1.16)
(%)™ =09;((0;8)g ") +[Bj. (9;8)8 "1,

(B(0), ¥(0) =g(0)+ (a,4), g(0) €82,

Above and for the rest of this section, we let o € (%, 1) be as in Theorem 1.2(iv).
As mentioned above, for this choice of (B, V) and g, one has (B, V) =g« (A, ®)
for any fixed ¢ > 0. Furthermore, g as given by the solutions to (1.16) also solves

g (g =03(g'9;9)+1Aj, g "8l (1.17)

Note that (1.17) with A given as in Theorem 1.7 is also classically ill-posed as ¢ | 0
but can be shown to converge using regularity structures (however, it might blow up
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before A does). Since the products in g » (A, ®) are well defined in the spaces where
convergence takes place, this gives one way of seeing that the solutions to (1.16) also
converge as ¢ |, 0.

For any Ca € L(g, g), let A@A : S — S%! be the solution map taking initial data
(a, ¢) € S to the limiting maximal solution of (1.14) promised by Theorem 1.7. Our
main result on the construction of a gauge covariant process can be stated as follows.

Theorem 1.9 (Gauge covariance) There exists a unique Cae L (g, 9), independent
of our choice of mollifier x, with the following properties.

(i) Forall g(0) € 82 and (a, ¢) € S, one has, modulo finite time blow-up

law

8 "ACD‘A(as ¢) = AéA(g(O) * (av ¢))

where g is given by (1.17) with A therein given by the corresponding component
of Ach (a, @) and initial condition g(0). See Theorem 6.1 for a precise state-
ment.

(ii) There exists a unique Markov process 2~ on 9 such that, for every (a, ) € S,
if " is started from [(a, ¢)] then there exists a random time t > 0 such that, for
alls €[0,1], Z5 = [AéA (a, ¢)s]. See Theorem 1.5.

Remark 1.10 One reason why statement (i) above is not precise is that it is not clear
that g « AéA (a, $) as given above belongs to S*°' —we cannot exclude that both g
and -AC°A (a, ¢) blow up at some finite time 7 but in such a way that g « AC°A (a, )
converges to a finite limit at 7'.

2 State space and gauge-invariant observables

We construct in this section the metric space (S, X) described in Theorem 1.2. As
mentioned in Remark 1.5, we first define a metric space (Z, ®) in Sect. 2.1 which will
serve as the space of initial conditions for the (stochastic and deterministic) YMH
flow. The final state space (S, X) is defined in Sect. 2.3 using an additional norm
on Z. The definitions of the spaces Z and S will depend on several parameters, and
we will formulate a condition (Z) (which stands for initial) for the parameters under
which we can solve the deterministic initial value problem in the space Z, and a
condition (GZ) (resp. (GS)) under which we have a continuous left group action of
&% onT (resp. on S).

Remark 2.1 All the results of this section hold with T> replaced by T¢ for d = 2, 3.
Furthermore, the only result which requires d < 3 is the global existence of the de-
terministic YMH flow without DeTurck term £ from Appendix B, which is used in
Definition 2.11 (and even this could be disposed of by redefining ~ in Definition 2.11
to use only local in time solutions). Note that long-time existence in d = 4 of the YM
flow (i.e. no Higgs component) was recently shown in [87]. However, the state space
7 in Definition 2.4 below would not support the Gaussian free field in dimension
d > 4 (or distributions of similar regularity). Furthermore, the results of all subse-
quent sections break down badly in d > 4.
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We write “Let n = a—, § = v+, etc. Then ...” to indicate that there exists ¢ > 0
such that for all n € (¢ — &, ), B € (v,v +¢), etc. “...” holds. If “...” involves a
statement of the form “there exists ¢ = y —”, this means that there exists o < y and
o— y asn— «, B — v,etc., and similarly for “o = y+”.

We will also use the shorthands x < Poly(K)y and x <y to denote that x <
C(K + 1)?y and x < Cy respectively for some C, g > 0 which, unless otherwise
stated, depend only the Greek letters «, 8, etc.

2.1 Space of initial conditions
Definition 2.2 Recall the notation E = g> @ V. For X € D/(T?, E), define
PX:(0,00) — C°(T3, E), P x&ebdx,

the solution to the heat equation with initial condition X, and

NX): 0,00) = C(TEQE), NX¥pPxevpX. 2.1

For 8, B € R, let B#% denote the Banach space of continuous functions ¥ : (0, 1] —
CP(T3, E ® E?) for which

def
1Y |gps = sup 1°|Y;|op < 00.
te(0,1)

For n € R, we define the space D(N) def (X e C(T3,E) : N(X) € BPYY} en-
dowed with the topology induced from C". Although, for the parameters 7, 8, § in
the regime we care about, the function A': D(N) — B#-3 is not continuous, the con-
tinuity of C"(T?, E) 3 X — N;(X) € CP(T3, E @ E?) for each t > 0 easily yields
the following:

Lemma 2.3 For every n, B, 8 € R, the graph of N': D(N') — BP9 is closed. O

Definition 2.4 For X,Y € D/(T3, E) and $, B, n € R, define the (extended) pseudo-
metric and (extended) metric

def def
[1X:Y[ps S INGX) = Nlpss . OppsX.¥)S[X=Yien+[X: Vg

Let 7 =1, g s denote the closure of smooth functions under the metric ® = 0, g 5.

We define the shorthands [ X4 5 &ef [1X;0[ 45 and O(X) & O(X, 0). We will often

drop the reference to 1, 8, § in the notation (Z, ®). Unless otherwise stated, we equip
7 with the metric ©.

Remark 2.5 By Lemma 2.3, 7 can be identified with a subset of con,
Remark 2.6 We will later choose 7, 8, § such that the additive stochastic heat equa-

tion defines a continuous Z-valued process. An (essentially optimal) example is
n=—1—,8¢e@,1),and = —2(1 —§)—.
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For a (possibly time-dependent) distribution X taking values in E, we will of-
ten write X = (A, ®) to denote the two components of X in the decomposition
D(T3, E)~ QD & D (T3, V).

Definition 2.7 We say that (n, 8, 8) € R3 satisfies condition (7) if

ne(=2/3,0, Be(-1,0], 6€(0,1),

@)
BEB+2(1-8)e(=1/2,0], and n+p>—1.

Remark 2.8 The space 7 is essentially the same as the space of possible initial condi-
tions appearing in [17, Thm. 2.9], provided that the exponents y; appearing there are
identified with y; = —n/2, y» =8 — 1 — /2. In particular, the condition n +B>—1
in (Z) (guaranteeing that the initial data is scaling subcritical) corresponds to their
condition y; 4+ y2 < 1/2.

Proposition 2.9 (Local well-posedness of YMH flow) Suppose that (n, 8,8) sat-
isfy (Z). For T > 0, let B denote the Banach space of functions

R eC([0,T],CP (T3, E))

for which

def _B 1_g
IRIp = sup |Rilop+1 2[Riloc +127 2|Rilc1 < 00.
1e(0,T)

Then for all X = (A, ®) € Z and T <Poly(® (X)™Yy, there exists a unique function
R(X) € B such that

FX) ¥ @, 0) ERX) +PX: (0, T] = C°(T3, E)

solves the YMH flow (with DeTurck term)

a=—d)F, —d,d*a —B(da¢ @ ¢) ,

2.2)
¢ =—d,de¢p + (d*a)ep ,
with initial condition X in the sense that lim;_,q |R;(X) |Cﬁ = 0. Furthermore,

RO S [X[ps+1,

where the proportionality constant depends only on n, 8,8, and the map 7 > X +—
R(X) € B is locally Lipschitz continuous.

Remark 2.10 In coordinates, (2.2) reads
ora; = Aa; + [aj,20ja; — d;a; + [aj,a;]] —B((0;¢ + a; ) ® ¢) ,
dp=A¢+2a;0j¢+asp.
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with implicit summation over j. We will use the flow induced by this equation to
define our space of “gauge orbits” in Sect. 2.6. For this purpose, we could equally
have used any regularising and gauge covariant flow with nonlinearities of the same
order, such as the deterministic analogue of (1.9).

Proof For X € T, consider any map M*: B — B of the form
t
MERE [P (X + ROVPX + R+ PR P30 )
0

where P: E x E — E is a polynomial of degree at most 3 such that P(0) = 0.
Observe that |PsX|oo S 53 |X|cn and [0PsX |00 S s7_7|chn Furthermore, since
= —(1-9),

t t
/0 IP,,X(J\/S(X))|C[;ds§/O (=)D X ] g sds < [ X[ 55 - (23)

and the same bound holds with | - | ,; replaced by | - [ and | - |¢1, (f — 5)~(1=9)

e
replaced by (r — s)g and (1 — s)_%+§, and the final | X[z 5 replaced by 5 1X05.5
and 1~ 3+5 X[ 4.5 respectively.

It readily follows that for k = { min{n + f + 1,26 +1,3n+2} andall R € B

IMX(R) 8 S X[ g5+ TUXIE + I Xlen + IRI; + |R|B)
and for X € Z, R € B, and denoting Q(x) def 24 x,

IMX(R) = MY (R)|5 S 1X: X[ g5+ T¥IX — Xler QU Xeo + |XIn)

+TX|IR—R|pQ(X|cn + |X|cn + |R|g + |RIB) .

(The terms 7? XBRS, R;0P¢ X account for the condmon n+ ﬂ > —1, R;OR; ac-
counts for /3 > —5, and (PyX)3 accounts for n > -3 2 ) It follows that for T <

Poly(®(X)~!) sufficiently small, MX stabilises the ball in B of radius =< [| X psT L,

is a contraction on this ball, and the unique fixed point of MX is a locally Lipschitz
function of X € Z. Moreover, since Z is the closure of smooth functions,

lim £2|\; (X)|cs =0
t—0

and thus lim;_, o | M tX (R)] ch= 0 for all R € B. It remains to observe that the desired
R(X) is the fixed point of a map MX of the above form. O

Definition 2.1 Let (1, B, §) satisfy (Z). For X € T, let F(X) € C*®((0, Tx) x T3, E)
denote the solution to (2.2) with initial condition X where T denotes the maximal
existence time of the solution in C*°(T3, E). We write F;(X) = (Fa(X), Fo. (X))
for its decomposition in C>®°(T?, E) ~ QC™® @ C>®(T3, V).
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Define F(X): (0, 00) — O by

[F: (X)] ifr € (0,Tx/2],

Ao o .
(Ei—1y p(Fry )] it >Tx/2,
where & is the flow of the YMH equation without the DeTurck and ®3 terms, see
Definition B.3.
We define an equivalent relation ~ on Z by X ~ Y & ]:'(X) = ]:"(Y). Let [X]
denote the equivalence class of X € 7.

Remark 2.12 We will see below in Proposition 2.15 that ~ extends the notion of
gauge equivalence for smooth functions.

Remark 2.13 By Lemma B4, F(X) e J:",(X) for all r € (0, Tx). This allows us in-
terpret F as an extension of F to all times modulo gauge equivalence.

Remark 2.14 1n [18], the authors introduce a topological space X’ as a candidate state
space of the 3D Yang—Mills measure. Roughly speaking, X contains all functions
X : (0, 00) — O which solve the YM flow F with the DeTurck—Zwanziger term
modulo gauge equivalence (with no restrictions at ¢ = 0 although some restrictions
could easily be added). They furthermore show in [17] that the Gaussian free field
has a natural representative as a probability measure on X. Note that we will use a
space we call X in Sect. 2.3 which is unrelated to the space X in [18].

The space Z/~ (and thus also the smaller space © = S/~ that we ultimately
work with) embeds canonically into X'. The main difference is that Z and S are
actual spaces of distributional connections that are not themselves defined in terms
of the flow F, although the analytic conditions we impose control how fast F; can
blow up at time # = 0. One advantage is that this yields a large number of continuous
operations on the state space £. Furthermore, we later show that the SHE takes values
in C(Ry, S), thus effectively recovering the main result of [17]; see Remark 3.16.

A result in [18] that we do not consider here is a tightness criterion for X" although
it is possible in principle to formulate such criteria for Z and S using the compact
embedding results in Sect. 2.7.

2.2 Backwards uniqueness on gauge orbits for the YMH flow

In this subsection we show a backwards uniqueness property for the YMH flow which
will be a key step in defining our space of “gauge orbits”. For ¢ € (%, 1], recall
from [22, Sect. 3] the spaces 2, and Qé_gr, the closure of g-valued 1-forms in
Qp-¢r. More precisely, €2, is equipped with a norm | - |,_gr, defined in the same way
as in [22, Def. 3.7] except that T? is replaced by T>. In Sect. 2.21 we will introduce

a generalisation of it, but for this subsection we only need 2 é_gr. Here we only recall

that Qé_gr is embedded into C9~!, see e.g. (2.9) below. For

X=(A,9), X=(Ad e Eal  xco ' (T3V),
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we say that X ~ X in Q@ if there exists g € &9 such that X = X¢ &ef (AdgA —

(dg)g~', g®). (Here, we recall the action of ¢ on Qé_gr in [22, Sect. 3.4, Definition
3.26]; in particular the formal expression A = Ad,A — (dg) g~ ! is defined there as
an element of Qé_gr.) Remark that ~ in Q¢ extends the usual notion of gauge equiva-
lence of smooth functions. Remark also that 22 embeds into Z for some parameters
satisfying (7), so that the YMH flow F is well-defined on €. The following is the
main result of this subsection.

Proposition 2.15 Let o € (%, 1] and X,Y € Q8. The following statements are equiv-
alent.
() X~7YinQ°.
@) F(X)=F(Y),ie. X~YinZ.
(iii) F(X) = F:(Y) for some t > 0.

Remark 2.16 In the setting of Proposition 2.15, it also holds that if F;(X) = F;(Y)
for some ¢t € (0, Tx A Ty), then X =Y. This follows from Lemma 2.17 below or from
classical backwards uniqueness statements for parabolic PDEs, e.g. [29, Thm. 2.2].

The proof of Proposition 2.15, which is based on analytic continuation and the
YMH flow without DeTurck term, is given at the end of this subsection. Denote by
KCo the real Banach space of pairs (A, ®) € Z which are continuously differentiable
and write K for the complexification of K. Note that even if V happens to have
a complex structure already, we view it as real in this construction, so that the ®-
component of an element of /C takes values in V & V endowed with its canonical
complex structure. A similar remark applies to g. We also write Ly C Ko and £ C K
for the subspaces consisting of twice continuously differentiable functions, endowed
with the corresponding norms.

For the remainder of the subsection, fix @ < 7/2 and T > 0 and define the sector
Sy ={t € C : Re() €0, T]&|argt| < a}. Write BK for the set of holomorphic
functions X : S, — K such that

def
I XlIsx = sup X (@)l < o0,
teSy

and similarly for 5L.

Lemma 2.17 Let Xg € Ly. Then, for T sufficiently small, F(Xo): [0, T] — Lo ad-
mits a (necessarily unique) analytic continuation to an element of BL.

Proof Note that X déf}' (Xo) solves

X =AX+F(X),

for a holomorphic function F: £ — K (see [75] for a definition) that is bounded on
bounded sets. This is equivalent to the integral equation

1
X; =X —i—t/ e"AF (X (1—w)du (2.4)
0
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which we now interpret as a fixed point problem on a space of holomorphic functions
on S,. Recall that |[e'®u| 2 < 11|72 ||lu||)c for all t € S, as can easily be seen from
the explicit expression of the heat kernel. It immediately follows that the operator

M: Y (t—t fol et“AY,(l,u)du) is bounded from B into 5L with norm of order

T'/2, and therefore that the fixed point problem (2.4) admits a unique solution in
BL. O

Lemma 2.18 Let H € BK and let g denote the solution to
g 'ag=H., 2.5)

with some initial condition go € C'. Set h; = g'9;g and U = g(g) for some finite-
dimensional representation @ of G. Then, h; and U can be extended uniquely to
holomorphic functions So, — C and Sy — C! respectively.

Proof 1t suffices to note that #; and U solve pointwise the ODEs
0thi = 0;H + [hi, H], U =Ue(H).

We can interpret these as ODEs in C and C! respectively, which admit solutions since
the right-hand sides are holomorphic functions of H, h and U. These solutions are
global since the equations are linear. 0

Recall that £(X) denotes the solution of the YMH flow without DeTurck term and
with initial condition X.

Lemma 2.19 For X € C*°(T?, E), £(X) is real analytic on R with values in C.
Proof Denoting F(X) = (a, ¢), by Lemma B.4, if g solves the ODE
g 'og=—da, go=id,

then £(X) = F(X)8 = U(F(X) — h) where h (understood as (hy, hy, h3,0)) and U
are defined from g as in Lemma 2.18 but with @ replaced by Ad> @ ¢ on g> ® V.
Lemma 2.17 implies that F(X) is real analytic with values in C? for short times,
and Lemma 2.18 implies that 4 and U are real analytic with values in C and C!
respectively. It follows that £(X) is real analytic for short times (with a lower bound
on these times depending only on its C> norm) and thus on R since £(X) exists
globally by Lemma B.1. g

Lemma 2.20 Let o € (1, 1]. The set {(X,Y) € Q¢ x Q€ : X ~ Y in Q0} is closed in
Q2 x Q°.

Proof Suppose (X,,,Y,) — (X,Y) in Q¢ x Q¢ with X5" =Y, Consider p € (%, 0)-
By the estimate |g|o-no1 S |Alg-gr + [A8]ggr (see [22, Prop. 3.35]) and the compact
embedding B¢ — &®, it follows that g, — g in & along a subsequence with g €
2. Furthermore, by continuity of the maps

B° X Qg3 (g, A) > A € Qgr
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B2 x COI (T, V)3 (g, ®) > gd € CO (T3, V),

(see [22, Lem. 3.30, 3.32] for the first; the second is obvious), we have X8 —Y,, — 0
in €, which implies X8 =Y. U

Proof of Proposition 2.15 The implication (ii)=>(iii) is trivial. To show (i)=(ii), sup-
pose X8 =Y for some g € ®¢. Then F;(X)" = F,(Y) for all sufficiently small
t > 0, where h solves a parabolic PDE with initial condition g (see [22, Sect. 2.2] or
Remark 2.44 below). Hence (i)=>(ii). For the final implication (iii)=>(i), suppose first
that X,Y € C>®(T3, E). By Lemma B.4, & (X) ~ F;(X), and likewise for Y, hence
E(X) ~ & (Y). By Lemma B.6, there exists g € &> such that £(X)8 = & (Y) for
all s > ¢t. By Lemma 2.19 and uniqueness of analytic continuations, it follows that
Es(X)8 =&(Y) for all s > 0, in particular X ~ Y. The case of general (X, Y) € Q¢
follows by Lemma 2.20 and the fact that lim,_, o F;(X) = X in € forany p € (%, 0)-
Indeed, if F;(X) = F;(Y) for some ¢ > 0, since F,(X) and Fy(Y) are C* for all
s € (0, Tx ATy At), one has Fg(X) ~ Fy(Y) by the C* case proved above, and in
particular (Fs(X), Fs(Y)) is in the set defined in Lemma 2.20. One then has X ~ Y
in Q€ by sending s — 0. Hence (iii)=(1). O

2.3 Final state space

In this subsection, we introduce the “second half” of our state space (S, ). We do
this by introducing an additional norm || - ||, ¢. The role of this norm will become
clear in Sect. 2.5 where it will be used to control the Holder norm of any gauge
transformation g in terms of X and X ¢ (Theorem 2.39 below).

Let X denote the set of oriented line segments in T of length at most zlp ie.

XET B, (2.6)

where B, def {veR3?: |v] <r}, (the first coordinate of X is the initial point, the
second coordinate is the direction). We say that £ = (x, v) and = (X, ) are joinable
if X = x 4+ v, there exists ¢ € R such that v = cv, and |v + v| < 1/4. In that case, we
define £ L€ = (x, v + D).

Let 2 denote the space of additive g-valued functions on X (see [22, Def. 3.1]
for the definition in 2D — precisely the same definition applies here with T? and R?
replaced by T3 and R?). Observe that every A € QB, where B denotes the space of
bounded measurable g-valued functions, canonically defines an element of 2 by

1 3
A(x,v)dzeff > vidi(x +ro)dr 2.7)
0

Definition 2.21 For A € Q, a € (0, 1], and ¢ > 0, define

def [A(L)]

|Ala-gr; <t =

sup
le|<t 1€

k]
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where the supremum is taken over all lines £ € X of length less than ¢. For A € QD'
and 6 € R, define the (extended) norm

def
|”A"|01,9 = Ssup |PtA|a»gr;<t6 .
te(0,1)

For n, 8,8 e R, € (0, 1], 6 € R, recalling Definition 2.4 and the notational conven-
tion X = (A, ®), define on D'(T, E) the (extended) metric T = X, g.5.4.0 by

- d f - -
TX, X)X, X)+ 1A = Allg - (2.8)

Similar to before, we use the shorthand X (X) def ¥ (X, 0) and will often drop the

reference to 1, B, 8, «, 0 in the notation X.

Definition 2.22 For v € (0,1] and 6 e R, let S =S, g.5.0.6 C I .5 denote the clo-
sure of smooth functions under X. Unless otherwise stated, we equip S with the
metric X.

Lemma 2.25 below provides a basic relation between || - [l and the Holder—
Besov spaces | - |¢n that generalises the estimates

|Alcat S |Ala-gr < [Al1-gr < |AlLo (2.9)

(which hold for all A € QC and « € (0, 1], see [30, Prop. 3.21]). We first state the
following lemma.

Lemma2.23 Foralla € (0,1],1€(0,1),and A € Q,
|Ala-gr < 1707 Algegr <t -
Proof Identical to [45, Ex. 4.24]. O
The proof of the following lemma is obvious.
Lemma2.24 Forall0<a<p<1,t€(0,1),and A € Q,
|Al-gr <t < 17| Alggr <t -

We now have the ingredients in place for the generalisation of (2.9) we just an-
nounced.

Lemma2.25 For Ae QD', o €(0,1],and 6 >0,
|Alca+20)@-1) < Al 0 < |A|c206@-1) ,

where the proportionality constants depend only on «, 6.
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Proof Denoting 1% (1 +26)(a — 1),

1—

a—1-n o 7
[Alen < sup ¢t 2 |[PiAlea1 S sup t 2 |PrAlg-gr
te(0,1) 1€(0,1)

1—

a0 _p(1—
=sup t 2 1 ( a)|PtA|a-gr;<t9= sup |PIA|a-gr;<tg
te(0,1) te(0,1)

< sup te(l_a)|PtA|l—gr = |A|c-200-0) ,
te(0,1)

where we used (2.9) in the first line, Lemma 2.23 in the second line, and Lemma 2.24
in the third line. O

2.4 Gauge transformations

Throughout this subsection, let us fix

Recall that C%7 denotes the closure of smooth functions in C". Since o + 7 > 0, 20 —
1>0,and n <o — 1, the group @00 (resp. &9) acts continuously on CO'”(T3, E)
(resp. (T3, E)) via (A, ®) > (A, &) &I (AdgA — (dg)g~', g®). The following

result shows that, under further conditions, the action of @02 extends to Z.

Definition 2.26 We say that (o, 1, 8, 8) € R* satisfies condition (GZ) if

o€l3/2-46,11, nel2—-26—p0,0—1],

(GD)
Be(—p0,0], and S8€[l/2,1).
We say that (0, n, B,8,¢,0) € RO satisfies condition GS) if
(0, 1, B, §) satisfies condition (GZ), and
GS)

ac0,11, 6>0, o0>1+20(@—1), o+ (1+20)(@—1)>0.

Remark 2.27 The conditions (2.10) stated at the start of this subsection together with
n>2-—25 —pand§ <1 are equivalent to (GT).

Proposition 2.28 Suppose (o, n, B8,8) satisfies (GI). Then (g, X) — X8 defines a
continuous left group action %€ x T — T which is uniformly continuous on ev-
ery ball in %€ x T. If in addition (n, B,8) satisfies (I), then X8 ~ X for all
(g,X) e &0e x 7. Finally, if (0,1, B, 8, a, 0) satisfies (GS), then (g, X) — X8 de-
fines a continuous left group action &% x S — S which is uniformly continuous on
every ball in %€ x S.

We break up the proof into several lemmas.
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Lemma 2.29 Let g € CO(T?), h € C'(T?3), which we identify with periodic distribu-
tions on R3. For every Schwartz function ¢ € S(R?)

sup sup A""C|(gh, L) — g(x)(h, pP)| < Iglo-mailhlen 2.11)
xeR3 1e(0,1]

where qbﬁ = )»’345(%) and the proportionality constant depends only on o, n, ¢.

Proof The reconstruction theorem, using a modification of the proof of [56,
Prop. 4.14], implies that

sup sup sup A% 77|(gh, ¢}) — g(x)(h, ¢} S Iglo-mailhlen - (2.12)
xeR31€(0,1] peB!

To extend this to a Schwartz function ¢, we can decompose ¢ =D ;73 d (- — k)
where ¢, has support in a ball of radius Vd centered at 0 and lprler S |k|~d-1-e,
Then ¢} = 475 (¢k)iﬂk and (2.12) implies

[(gh, (D)% 43x) — 8(x + Mk) (B, (D) h )| S K100 g ot en -
Furthermore
1(g(x) — g(x + k) (h, (D)% 4 u)| S 1Ak[21glg-mitk ™~ @A Ao
from which (2.11) follows by taking the sum over k € Z3. U

Corollary 2.30 Consider g, h as in Lemma 2.29. Then for all t € (0, 1)

n+e
Pi(gh) — gPihloc S172 |8lo-Hot kI

and

o—1

n+
IVP:(gh) — gVPihloe St 7 I8lo-Hall Xlcn
where the proportionality constants depend only on o, 1.

Proof Apply Lemma 2.29 with ¢ = P; and ¢ = VP, where we interpret P; as the
heat kernel at time ¢ > 0. O

For g € G and (a, ¢) € E, let us denote g(a, ¢) dof (Adga, g¢) € E. We extend
this action to G x E3 — E3 diagonally. In particular, gX is well-defined as an el-
ement of C"(T3, E) (resp. C"(T3, E?)) provided g € &2 and X € C"(T?, E) (resp.
X € C"(T3, E3)). Similarly for the spaces C%" and &%¢. Denote further

def
N E (2@ DN(X) = (8P X) ® (gVP,X) .

Lemma2.31 For X,Y € C'(T3,E), g € 2, and t € (0, 1)
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lgWN: (X) = Ni(Y)) = (Ni(8X) — Ni(gY )]s
SZM%IgICQIgIQ-HmIX = Ylen(IXlen +1Y[en) »

where the proportionality constant depends only on n, ©.

Proof We use the shorthand a;, b; for i = 1,2 to denote g, X, gP;Y if i = 1 and
gVP:X,gVP,Y if i =2, and a;, b; to denote the same symbols except with the
g inside the P, e.g. a1 = PigX, by = V'P,gY. With this notation, and henceforth
dropping ®, the quantity we aim to bound is |(ajaz — b1b2) — (a1az — l;]l;z)|oo.

By Corollary 2.30,

- n+e
lai —atloo = IPigX — gPi Xloo St 2 |8lo-Holl X

and

n+o—1

lay — azloo = |VPigX — gVPi Xloo St 2 [8lo-Hall Xlen »

with similar inequalities for the “b” terms. It follows that
- ot
(b1 = b1) (a2 = b2)loo ST T Iglomsll X — Yen|Y len
. - - o1
@ = b1) (b2 = b2)loo S1"7 7 Iglce|8lo-ttl X — Yien|Ylen
where in the first line we used the fact that multiplication by g on E preserves the

L norm, and in the second line Young’s theorem for C¢ x C" by n > —o. In the
same way

- - ot
|((a1 —a1) — (b1 —b)azloeo S1" 7 IglcelX —YlenlXlcn
_ _ =~ el
|a1 (a2 — @2) = (b2 = b2)) oo S1" 7 Iglcelglonoll X — Yien| Xlen -

It remains to observe that (aja» — b1by) — (a1a; — 151132) is the sum of the previous
four terms inside the norms | - |sc- 0

Lemma 2.32 Suppose n + % > —8. Then for X,Y € C'(T3, E) and g € &°
lgX;8Yps < HARE Ygs+l8lcelglonal X — Yien(IXlen + Yien)

where the proportionality constant depends only on 1, B8, 0, §.

Proof For Z € CA(T?, E® E?) and g € &2,

(g ® ) Zles <81zl Zles - (2.13)

The conclusion now follows by applying (2.13) to Z = N;(X) — N;(Y) together with
Lemma 2.31. 0
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Lemma 2.33 Suppose n + QT > —8. For X e C"(T3, E) and g € &°,

1X:eX[ g5 S 18— eelglee[ X[ g5 + Iglce|glomal X Gy
where the proportionality constant depends only on n, o, B, 8.
Proof For Z € CA(T?, E® E?) and g € &2,
(8§ ®8Z—Zlcs Sglcelg — LlcelZlcs - (2.14)
The conclusion follows by combining (2.14) with Lemma 2.31. g

Lemma 2.34 Consider 7,1 <0,1 € (0,1),and X, Y, X,Y € D'(T3, E). Then

P X @VPX —PY @ VP Y |oo St D2(1X — Yien| X e
+1Ylen|X = Ylea)
where the proportionality constant depends only on 1 and 1.
Proof Using |P; X |00 < 172X |en and [VP; X |so < t@TD/2|X|0n, we obtain
P X Q@ VP X —PY ® VP Y|
SIPXQVPX —PY ® VP Xloo
+|PY ® VP X —PY ® VP, Yoo

n+n—1
2

St (X =YlenlXlei + Yien|X = Yien)

as claimed. O

Lemma 2.35 Consider j <0and X,Y,X,Y € D'(T3, E).
(i) Suppose n+n=>1—25. Then
IX+ XY+ Y5 SIX Vg5 +01X: Vg5
+1X = Ylen(1X|gi + Y |ca)
+IX = Ylci(IXlen + [Yen) -
(i) Suppose 1 — 8. Then
1X;Yos SIX = Ylea(1Xlen + Y ca) -

The proportionality constants in both statements depend only on n, 1, B, 8.

Proof (i) follows from applying Lemma 2.34 and the embedding L>° < CP to the
two “cross terms” and from the fact that qu > -5 n+n=>1-—24. (ii) follows
directly from Lemma 2.34 with n = 7. O
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Lemma 2.36 Suppose n>2—28 —o and X,Y € C'(T>, E) and g € &°. Then

1X: X205, S Iglee (Ig = Uee DX [ 5.5 + Iglce I8l 1o
(2.15)
+1glo-tal Xlen(Iglce + Xlen)

and
1% Y2 ] 5 S 1812 (1X: Y[ g5+ 1X — Yien(Xleo + Y ler + Igloms)) . (2.16)
where the proportionality constants depend only on 1, B8, 0, §.

Proof Recall our assumption (2.10) on the parameters. Observe that € (—p, 0 — 1],
o <1,and n + o > 2 — 26 together imply n + % > —§ and ¢ > % — §. Writing
dgg™' € Co~1(T3, E) as the element with zero second componentin E =g> @V,

1X; X855 =0X;8X _dgg_ll]ﬁ,S
SOX:gX[gs+ 1dgg g5 + Iglonarlglee (IX|en + 18X en) .

where we used Lemma 2.35(i) with n = o — 1 (using n + 0 > 2 — 2§). We then
obtain (2.15) from Lemmas 2.33 and 2.35(ii) again with 7 = o — 1 (using ¢ > % —8).
In a similar way

[X$: Y8 g5 =[gX —dgg™'sg¥ —dgg [ 4
SeX:8Y[ps+18X — gYlenlglo-nsilglee
S 1816 (1X: Y[ g +1X = Yien(Xlen + Y len + 18looD) »

where we used Lemma 2.35(i) with 7 = ¢ — 1 in the first bound (using again n + ¢ >
2 —26) and Lemma 2.32 in the second bound. O

Lemma 2.37 Let @ € (0,1] and 0 > 0 such that 0 > 1 + 20(« — 1). Then for all
ge®e

ll(dg)g a0 S lglcelglonst »

where the proportionality constant depends only on o, a, 6.

Proof Since ¢ > 1, [(dg)g o1 < Iglcelglo-Hsl- Since o — 1 > 20(ax — 1), the con-
clusion follows by Lemma 2.25. g

Lemma 2.38 Let o € (0, 1] and 6 > 0 such that 0 > —i1 = —(1 + 26)(a — 1). Let

A€ QC" and g € 9. Then

A —AdgAll, o < (18 — oo + [8lo-HoD I Al »

where the proportionality constant depends only on o, «, 6.
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Proof By Lemma 2.25, |A|¢i < [IAlllg.¢- Since 7 + o > 0, by Corollary 2.30, for all
te(0,1)

|PrAdg A — AdgPr Al gr, <10 < IPrAdg A — AdgPrAl1-gr
= [PAdgA — AdgPr Al <172 gl o matll Allg -
On the other hand, —7 > 1 — «, hence 0 + « > 1, and thus for all # € (0, 1)
PrA = AdgPrAly g <o S (18 = Lo + I8lo-Ho0) Py Aly-gr, <0

(this follows by restricting the proof of [22, Lem. 3.32] to lines of length less than
t9), from which the conclusion follows. O

Proof of Proposition 2.28 For X,Y € 7 and g € &2, by (2.15) and the fact that
|glo-Ho1 < 1&g — 1lce,

[X:Y8[ps <0X:Y]ps+[Y:YE]p5—>0

as (g,Y) — (1, X) in &2 x Z. Furthermore, for i € &2, clearly | X§ — Yh|cn — 0 as
(g, X) — (h,Y). Therefore, by (2.16),

1X$; Yhﬂ,g,g =[x8; (Ygilh)gﬂﬁ,a -0

as (g, X) = (h, Y). It follows that, if g € %2 then X8 € Z. Furthermore (g, X))~
X¢ is a continuous left group action %€ x 7 — T and it is easy to see from the
explicit form of the estimates (2.15) and (2.16) that this map is uniformly continuous
on every ball in %€ x 7.

Suppose further that (1, 8, §) satisfies (Z). Then X& ~ X for all smooth (g, X) €
®%¢ x 7. The fact that X& ~ X for all (g, X) € %€ x T now follows from Propo-
sition 2.15 together with the density of smooth functions in %€ x Z and continuity
of F on Z by Proposition 2.9.

Finally, suppose further that (o, 1, B8, 8, «, 6) satisfies (GS). Fix (g, X) € ¢ x S.
Then for (h,Y) € ¢ x S, by Lemmas 2.37 and 2.38

X —Y"llgo < WX = Yllgo + Y — AdyYlllgo + N(@d)A go — 0

as |h — 1lce + IX — Yl 9 — O. Furthermore, by Lemma 2.38, || X8 — Y£||, 9 — O
as [[Y — Xl — O, and therefore

-1

X8 = Yl p = N1XE = (V)" g — O
as |h — glce + IX — Yllq — O. It follows that (g, X) = X¢ is a continuous left
group action $%¢ x S — S and uniform continuity on every ball in %¢ x S is clear

again from the explicit form of the estimates in Lemmas 2.37 and 2.38. O
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2.5 Estimates on gauge transformations

Recall that, by Proposition 2.28, if (g, n, 8, §) satisfies (GZ), then (g, X) — X8 is a
continuous group action ¢ x 7 — 7.

Theorem 2.39 Let 0 =0+, @ = 3—, 8 € (3, 1), B = —2(1 — 8)—, and n = —%—.
There exists v = 1 — such that |g|c» < Poly(Z(X) 4+ Z(X?)) forall g € %0, X € T,
and g € (%, 1] such that (o, n, B, 8) satisfies (GT).

Remark 2.40 The conditions on (5, 8, §) in the above theorem ensure that they satisfy
(Z) and that there exists ¢ € (%, 1] such that (g, n, 8, 8) satisfies (GZ). On the other
hand, we do not suppose in this subsection that (o, n, 8, 8, «, 0) satisfies (GS) since
the continuity of the group action $%¢ x S — S will not be needed.

We prove the theorem at the end of this subsection. The main ingredients are
Lemma 2.46(b), which provides an estimate on |g|¢v in terms of a nonlinear PDE
HX (g) with initial condition g (this is rather generic and similar to how the heat flow
characterises Holder spaces), and Lemma 2.45, which estimates the (spatial) Holder
norm of H*(g) in terms of F(X) and F(X¥) (this estimate is based on holonomies
and Young ODE theory, and was used extensively in [22]).

We first require several lemmas and definitions. Recall the notation F(X) =
(Fa(X), Fop(X)) from Definition 2.11.

Definition 2.41 Let (n, 8, §) satisfy (Z), X € Z and g € & for some v > 0. We de-
note by HX (g): (0, Tx,g) — & the solution to

GHH'=—d% \ w@HH™"
=9,;((0;H)H™") + [Ady (Fa(X);), 3;H)YH '], (2.17)
HO) =g,

where T is the minimum between Ty and the blow up time of HX(g) in &,

Remark 2.42 Using the bound SUP;e(0,7) t‘# | F:(X)|oo < 00 for some T > 0, stan-
dard arguments show that, if g € &Y for some v > 0, then indeed a classical solution
to (2.17) exists and is continuous with respect to g € &Y (cf. Lemma 2.46(a)).

Remark 2.43 “#{” stands for “harmonic” since, if F4(X) = 0, then HX(g) is the
harmonic map flow with initial condition g.

Remark 2.44 The significance behind Definition 2.41 is the identity
FXOM® =F,(X8),  Viel0,TxgATxe), 2.18)

which is valid for all smooth (g, X) and therefore for all X € Z and g € %€ when-
ever (o, 17, B, 8) satisfies both (Z) and (GZ). In particular, HX (g) also solves

GHH '= —djTA(Xg)(dHH—I)
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=0;((0; HYH™ ") + [Fa(X®), 0, H)H '],

which follows from [Ady (Fa(X);), (3, H)H™ 1= [J-‘A(X)j.f, (d;H)H 'in (2.17)

and then (2.18). Moreover, a direct computation shows that "HtX () '= H,Xg (g™ hH
forallz € [0, Tx ¢ A Txg’g—l).

The relation (2.18) yields the following lemma.

Lemma 2.45 Let (o, 1, B, 8) satisfy (Z) and (G1), g € %2 and X € Z. Then Tx,, =
Txe -1 =Tx A Txe, and, forall t € (0, Tx ) and y € (5. 1],

115 @)1y 101 S 1Fa Oygr + 1 Fa i (X gr (2.19)

where the proportionality constant depends only on y .

Proof The bound (2.19) follows from (2.18) and [22, Prop. 3.35, Eq. 3.24]. Then
Tx A Txs < Tx g follows from the fact that, for any given k > 0, | HX (8)llcx only
blows up if |HX (g)|cv does for all v > 0. Since Tx,, < Tx by definition, it remains
only to show that Tx , < Txs (which will show Tx ¢ = Tx A Tx¢ and the fact that
Txs o1 = Tx A Txs follows by symmetry). But this follows from the facts that, for

all y € (%, 1], F(X) can only blow up if [ Fa(X)|y-gr + [Fo(X)|cy-1 does and that
|[A8], o + 1&g Pler-1 < K(JAly.gr + |®P|ey—1 + 1gly-H81) for some increasing function
K: Ry — R, g

ForneR, T > 0, anormed space B,and X: (0,T) — C(T3, B), denote

def _
IXlyr = sup 77| X; |00 -
te(0,T)

Lemma 2.46 Let (1, 8, 8) satisfy (2),ve (0,1],ge®", X eZ,and T > 0.

(i) Lety €[v,2), and define « e % min{n + 1, v}. Then there exists ¢ > 0 such that
forall S € (0, T) such that 0 < S < clgla2(1IFA(X) |yt + D',

def _
HX(@)lyws = sup Y2 HE (9ler Slglev (2.20)
t€(0,S)

where the proportionality constant depends only on n, v, y.
(ii) Conversely, if y —v € [0, %—"), then

lgler < Poly(Fa(X)lyr + H @1y +T71),

where the relevant constants depend only on n, v, y.

Proof (a) Observe that h o HX (g) solves a fixed point of the form

t
hy = M(h), & etg 4 f eI (Vhy)2hs + (Vhy)h2F 45 (X)) ds .
0
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It is easy to check that, for the given values of S and for ¢ small enough, M sta-
bilises the ball of radius 2|g|cv in the Banach space C,, .5 N Cy,1;5 NC, ;s (using the
notation obvious from (2.20)) and is a contraction on this ball.

(b) Observe that, for all S > 0 and ¢ € (0, S)

— _ ny vl
"MV RO Fas(X)ler S =) 725207 | FasOlyeslhl . glhlis .
and
e DA (Vhs) hler St — )72 AT glhluis -

-2
By part (a), [h]v,v;s + |hl1,0;:5 S |8ler whenever § < Poly(|Fa(X)I,. S)Igl /% and
thus

sup 1972\, — e B gloy S SCUFAX)|ys + Dlgldn -
t€(0,S5)

On the other hand,

y=v)/2

A
lglev < sup ¢ le'®gler

te(0,1)

. _def _
and, forallz > S, |e'2glcr < |e52g|cy . Therefore, denoting & = k — % € (% k),

lgler S STV sup 121 Aoy
te(0,8)

SSTUVRIR), s+ SEAFAO Lys + Dlgl -
Hence, whenever § < Poly(|]~"A(X)| S)|g|CZ/K,
18ler S ST hly s (221

If T <Poly(|Fa(X )|_T)|g|cz/ ¥, then the conclusion follows. Otherwise, we can

choose S € (0, T) such that § < (|FA(X)|;;1 + 1)‘1|g|5v2/'z for some ¢ < 0 and such
that (2.21) holds, and thus

Igler < Poly(IFa (X)) lglg ™" hly v -
Since y —v € [0, 2—") < (y —v)/k € [0, 1), the conclusion follows. Il
The proof of the following lemma is routine.
Lemma 2.47 (Interpolation) Fora,¢ € (0,1],k €[0,1],and A € Q,
| Al (ca+(1—))-gr < |Alg. grlAI; or -
We will apply the following lemma with o = %— and y = %+.
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Lemma2.48 Foralln <0, €(0,1],y €[a, 11,0 >0,and A € QD/,

—(1=k)n/2+6(1— 1—-
sup ¢~ IO DAL o S AN o AlS, S
te(0,1)

where & & Z—:{ € [0, 1] and the proportionality constant depends only on 1.

Proof Observe that |PiAlier S [PiAloo < t"?|Alen, and, by Lemma 2.23,
[Pt Alg-gr < ~00-) [Allg.g- Since y = ka + (1 — k), it follows from Lemma 2.47
that

P Al < P Al g PeAL g S0 AN 2 A1

~

as claimed. O

Proof of Theorem 2.39 Take y = %—i— and denote X = (A, ®). Then, for all T <
Poly(® (X)) andt € (0, T),

|fA,t(X)|y—gr = |7)tA|)/—gr + |-7:A,I(X) - PtA|y—gr
,S t(l—K)']/Z—@(l—Ol)K |||A”|Z,0|A|é’;1( +t/§/2(HX|]/3 + 1)
<t (EX)+ 1),

where Kk = Z—:} and w = 0—, and where we used Lemma 2.48 and Proposition 2.9 in

the second bound along with the trivial bound | - [, _gr < |- |1-gr X | - 0.

Define v & y +2w. Observe that v = %— for our choice of parameters. It follows
from Lemma 2.45 that

IHX (Dt = sup 7 °IH (@ler STX)+TXE)+1.
te(0,T)

Since |Fa(X)]y,r S ©(X) + 1 by Proposition 2.9, it follows from Lemma 2.46(b)
that |g|cv < Poly(Z(A) + Z(A9)). O

2.6 Gauge orbits
Let us fix (n, B, 6) satisfying (Z) for the rest of the subsection. Recall the relation

~ on Z from Definition 2.11 which extends the usual notion of gauge equivalence.
Recall also the space S in Definition 2.22.

Definition 2.49 Define the quotient space under ~ by O s /~.

Lemma 2.50 The set {(X,Y) € I? : X ~ Y} is closed in T>.
Proof Suppose (X,,Y,) = (X,Y)in 72 with X,, ~ Y, Then, by Proposition 2.9,

|71 (Xn) = F1(XOlg, yxcsvy) = 0
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for some ¢ > O sufficiently small, and similarly for Y;,, Y. The conclusion now follows
from Lemma 2.20. g

Proposition 2.51 With the quotient topology, © is separable and completely Haus-
dorff.

Proof Separability follows from the fact that S is separable. The relation ~ is of
the form X ~ Y & f(X) = f(Y) for a continuous function f: S — 4, where 4 a
metric space; for instance, f = f", for ¢ > 0 (recall Proposition 2.15) and ${ = 9 for
o€ (%, 1] as defined in [22, Sect. 3.6]. Since 4l is completely Hausdorff, sois O. [

Remark 2.52 In addition to the quotient topology, another natural topology on O is
given by taking one of the functions f: S — 4l mentioned in the proof of Proposi-
tion 2.51, which necessarily induces a bijection f: O — f(O) C 4, and equip O
with the corresponding subspace topology. This leads to a weaker topology than the
quotient topology but which is metrisable and separable. One loses, however, conti-
nuity of solutions to SYMH (modulo gauge equivalence) with respect to the initial
condition under this topology, and it is not clear whether there is a choice for f (or
some family of such functions) for which this weaker topology is completely metris-
able.

Recall (see the last paragraph of Sect. 1.3) the metrisable space S¥su {&}. We
extend ~ to Sby ¥ ~ @ & ¥ = @, In particular, we identify O % §/~ with O U{®).
Equip O with the quotient topology.

Proposition 2.53 A strict subset O C O is open if and only if & ¢ O and O is open
as a subset of O.

Proof Consider the collection def {}5} U{0O C O : O isopen}. It is easy to verify
that 7 is a topology on 9. Let o denote the quotient topology on 9. We claim that the
projection i : S— (D T) is continuous, from which it follows that r C 0. Indeed,
for O € 1, either O = 9 in which case 7 10 = S,or0C9is open in which
case l(0) is an open subset of S and therefore also an open subset in S. Hence
:8—> (D T) is continuous as claimed.

We now claim that also o C 7, which then completes the proof. Indeed, every
equivalence class [A] € O contains a sequence which converges to & in S (see [22,
Lem. 3.46] for the proof of a similar statement). Therefore, if O € o and & € O, then
0=9¢crsince ! (0) is open by definition of the quotient topology and contains
&, so that it must contain some element of every equivalence class [A] € 9. On the
other hand, suppose O € o and @ ¢ O. Then 7~ 1(0) C S and 7' (0) is open as a
subset of S (by definition of o). It is easy to see that every open subset of S which
does not contain ¢ is also open in S. Hence 7 ~!(0) is also open in S, and therefore
O is open in O, thus O € 7. Hence o C 1 as claimed. O
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2.7 Embeddings and heat flow

In this subsection, we study compact embeddings for the spaces Z and S and the
effect of the heat flow. We first record the following lemma, the proof of which is
straightforward.

Lemma 2.54 (Lower semi-continuity) Letn, 8,45,0,x € R, « € (0, 1]. The functions
l<lens 0-lgss M-llae : C— [0, 00]
are lower semi-continuous.

Lemma2.55 (i) Forall n, € R and § > 0, there exists C > 0 such that, for all
hel0,1]and X € D(T3, E), O(PrX) < (1 + Ch)O(X).
(if) Foralla € (0,1], Ae QD' and t,s >0, |PyAly-gr;<i < |Ala-gr; <¢- In particu-

lar, Py is a contraction for || - .9 for any a € (0, 1] and 6 € R.

Proof (i) Note that |P, X |cn < (1 + Ch)|X|cn. Furthermore

[PuX[gs= sup P INPLX |
1€(0,1)

= sup (t—h)|NiXles < [X[lg5+ChlX|3, .
te(h,1+h)

where we used that sup, ;145 IV X — N1X|es < Ch|X|%, to get the last bound.
(i1) Consider £ = (x, v) with |€| < ¢. Then, by the definition (2.7),

1 3
PAW0)] = \/0 /T > uP A+ rv = y)dydr|
i=1

=| [, Peac =y 0t < Alegeler
T
where we used that |A(x — y, V)| < |Alg-gr;</|¢|* and [3 Ps(y)dy = 1. O
The proof of the following lemma is obvious.

Lemma2.56 Forsec(0,1),0<a<a<1,0>0,and A € QD/,

O(ax—
sup |PrAlygr <0 <"1 Allgp -
te(0,s]

Proposition 2.57 (Compact embeddings) Letn < ﬁ,S <4, B,keR0<a<ac<l,
and 6, R > 0.

() If X, = X in C“(T3, E) and sup, ®; 5 5(X») < 00, then ©(X,,X) — 0. In
particular, {X € D(T3,E) : (H),—,’ﬂyg(X) < R} is a compact subset of (L, ®).
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@) If Ay — A in QC* and sup, ||Anllg e < oo, then ||Ay — Ally 9 — 0. In par-
ticular, {A € QD' : IAllze < R} is a compact subset of the closure of smooth
Sunctions under ||| - |l 4.0

(iii) {X e D(T3,E) : Z,—”ﬂ)g‘&ﬁ(X) < R} is a compact subset of (S, X).

Proof (i) Recall the compact embedding C7 < C%. Furthermore, for every s €
0, 1)

[Xn: X[g5 < sup t°{(IN; Xulcs + INiX|cs}+ sup £ INiX, — NiXes -
te(0,s] te(s,1)

The first term is bounded above by 2s°~%sup, [ X,[ .5 due to the lower semi-
continuity of [ - [ p,5 (Lemma 2.54) and can therefore be made arbitrarily small by
choosing s sufficiently small, while the second term converges to 0 as n — oo for
any fixed s € (0, 1) since the operator norm of P, : C* — C! is bounded uniformly
in ¢t > 5. It follows that ®(X,, X) — 0. The final claim in (i) now follows from
Lemma 2.54.

(i1) In a similar way, for every s € (0, 1)

A, — A|"a,9 = sup {|PtAn|a—gr;<t9 + |PtA|oz—gr;<t"}
t€(0,s]

+ sup [PrAn — PrAlagr -
te(s,1)

The first term is bounded above by 25%(@—® sup,, [l Axllz,o by Lemma 2.56 and lower
semi-continuity of || - [I|l,o (Lemma 2.54) and can therefore be made arbitrarily small,
while the second term converges to 0 as n — oo. Hence [|A;, — Ally,9 — 0. The final
claim in (ii) now follows from Lemma 2.54.

(iii) This claim is a consequence of (i) and (ii). O

Proposition 2.58 Let 8,n,0 € R, 6 >0, and a € (0, 1].
(@) limp o ®(PrX, X)=0forall X € T.

(i) limp 0 Z(PrX, X)=0forall X €S.

Proof To prove (i), observe that for all & € [0, 1]

[PuX; PuY(p5= sup LIN;PLX — NiPyY s
te(0,1)

= sup (t—h)INIX = N;Y s (2.22)
te(h,1+h)

SIX =Ylen(IXlen +1Ylen) + [ X: Y g s

for a proportionality constant depending only on 7, 8, §. It readily follows that the set
of X € 7 such that limyp, o | X; P, X[ = 0is closed in Z. Furthermore, this set contains
all smooth functions, from which (i) follows. The claim (ii) follows in the same way
once we remark that [P, Ally ¢ < Il All,¢ by Lemma 2.55(i) and therefore the set
of X € § for which limy, o £ (P, X, X) =0 is closed in S and contains the smooth
functions. O
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Lemma2.59 LetO0 <@ <a<1,0>0,k€(0,1),h>0,and A € QD'. Then
IPnA = Allap < RO N Allg.g -
where the proportionality constant depends only on o, o, 0, k.
Proof We can assume that 4 € (0, 1). Forall0 <t <s <1
1PranA = PrAlggr 0 <" PrinA = PrAly g o 25"V Al

where we used Lemma 2.24 in the first bound and Lemma 2.55(ii) in the second

bound. On the other hand, denote 1 &f (14 20)(a — 1) so that |Alcy S| Alllg.e by
Lemma 2.25. Then, forO<s <t <land n <n,

|PranA — P,A|5[_gr;<,9 S |PrynA = PrAlrg < |PrynA — PrAl L
< tﬁ/2|77hA — Algi < ld_7/2h(71*77)/2|A|C77
SSTPROTDR Al -

Optimising over s € (0, 1) so that s9@=% = 1/2p01=M/2 & s = h7 where y =

W we see that

IPhA = Allgo S AN Allg -

Note that <26 (o — ) (with strict inequality if & > 0 and & < 1), hence y 1 as
n — —oo, from which the conclusion follows. O

Lemma2.60 Letk,he (0,1),8,7<0,8 <8 withs >0, and X € D' (T3, E). Then
1PnX; X[g5 < B 6= D(1x lg.s+ |X|%,’n) .
where the proportionality constant depends only on n, k.
Proof Forall0 <7 <s <1
BINn X = NiXles <5520 (NnXles + IN X en) S 522 (01X 5.5+ 1X120) -
On the other hand, forO <s <t <l andany n <p
PN+ X = NiXlep < INisn X = NiXoo (2.23)

StTDRAPL X en + X |en) P X — Xl
< s(ﬁ+W*1)/2h(U*f))/2|X|én

where we used Lemma 2.34 in the second bound. Optimising over s € (0, 1) so that

5 8 — tn=1)/2p(n—1)/2 —hY — n—1n
s h & s =h” where y = FTE I — _,we see that

1PhX; X535 SO (x Uﬁ,3+|xlén)'
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Note that n < 2(8 —8)+ 1 —n, hence y 7 1 as ij — —o0, from which the conclusion
follows. O

Remark 2.61 One could sharpen Lemma 2.60 by not immediately dropping £
in (2.23), but this only improves the result in the case 2n > 1 — 2§, which is not
the case in which we will apply this lemma.

2.8 Smoothened gauge-invariant observables

We conclude this section with a discussion on the gauge-invariant observables defined
on the space Z (and therefore on S).

Definition 2.62 A function ©: C°(T?, E) — R is called gauge-invariant if O fac-
tors through a function O: 9©°° — R (which we denote by the same symbol), i.e. if
O(X) = O(Y) whenever X ~ Y. A collection {O'};¢; of gauge-invariant observables
on C®(T3, E) is called separating if for all X, Y € C®°(T3, E)

OX)=0(Y)Viel & X~Y.

The same definitions apply with C*°(T3, E) replaced by Z.

If O: C®(T3, E) — R is a gauge-invariant observable then, recalling the YMH
flow F: (0, 00) = O from Definition 2.11, we define its “smoothened” version
O,:Z— Rfort>0by

def
Ot ==

Oo ]—-[ .

For X, Y € Z, recall that X ~ Y if and only if ]:',(X) = F;(Y) for some ¢ > 0 due
to Proposition 2.15. Hence, given a separating collection {O'};c; of gauge-invariant
observables on C>°(T?3, E) and any 7 > 0, {O!};<; is a separating collection of gauge-
invariant observables on Z.

In the rest of this subsection, we describe a natural separating collection of gauge-
invariant observables on C*® (T3, E).* For x € T? denote by P, the set of piecewise
smooth paths y : [0, 1] — T> such that yp = x and by £, C P, the subset of loops,
i.e. those y € Py such that y; = x.

Given y € P, for some x € T3 and A € QC*, the holonomy of A along y is

defined as hol(A, ) & y; where y satisfies the ODE dy, = y, A(y;)7 With yo =
id (in fact A € @, for a € (%, 1] suffices to define the holonomy as shown in [22,
Thm. 2.1(i)].

Definition 2.63 For n > 1 let A,, denote the set of all continuous functions f: G" x
V" — Rsuch that forall g, hy,...,h, € Gand ¢q,...,¢, €V

f(ghlgils~~~7ghngilvg¢l»'--vg¢n)zf(h19'--»hns¢lv-nv¢n)'

4This construction is a simple adaptation of a well-known construction for pure gauge fields; for com-
pleteness, and since it is easy to do so, we give the details.
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Then, for any x € T3, let W, denote the set of all functions on C°°(T3, E) of the
form

(A, @) > f(hol(A,€h),..., hol(A, "), hol(A, y ) ®(y), ..., hol(A, y") @ (y]"),
wheren>1, fe A, ¢4, ... 0" €Ly, and y!, ..., y" € Py.

Remark 2.64 Every O € W, is gauge-invariant due to the identity hol(Ag,y) =
2(vo)hol(A, y)g(y1)~". In the absence of the Higgs field (i.e. V= {0} or when f is
independent of its V”-argument), W, is a separating collection for QC*/~, see [79,
Prop. 2.1.2].

Remark 2.65 Elements of W, of the form (A, ®) — f(hol(A, £)), where £ € L, and
f: G — Riis a class function, are known as Wilson loops. For many choices of G,
Wilson loops also form a separating collection for C°°, but this is harder to show
than for W, ; see [40, 68, 80] where this question is investigated.

Remark 2.66 Elements of W, of the form (A, ®) — (®(x), hol(A, y)P(y;))v are
known as string observables.

We now show that W/ is a separating collection for all of C*°(T?, E)/~.

Proposition 2.67 Consider x € T> and (A, ®), (B, V) € C®(T3, E). The following
statements are equivalent.

(i) (A, @)~ (B, V).

(i) O(A, ®)=O(B, W) forall O € Wy.

Proof This is similar to [79, Prop. 2.1.2]. The direction (i)=(ii) is Remark 2.64.
Suppose now that (ii) holds. For y € Py define I, o {g € G : ghol(A,y)D(y)) =

hol(B, y)W (y1)), and for £ € £, define Ay = (g € G : ghol(A, £)g~' = hol(B, £)).
Then (ii) implies

(ﬂry)m<ﬂ1\@)¢@ (2.24)

yel ted

for any finite subsets I C Py, J C L,. This is due to the fact that if

f(h1,~~-,hn,¢1,~--,¢n)=f(ﬁl,.--,f_lna<51,---,<i;n) erAn,

then there exists g € G such that h; = gi_zig_l and ¢; = gq_ﬁi forall 1 <i <n. Since

Iy and A, are compact, (2.24) holds for any countable I C Py, J C L, by Cantor’s
intersection theorem. Since all objects are smooth and P, and L, are separable (say
in the C'-metric), one can choose I C Py, J C L, to be countable dense subsets, and
it follows that there exists g € (myer r,n (HZGLX Ay).

Define i € C*°(T3, G) by the identity ghol(A, y) = hol(B, y)h(y), where y is
any path in P, such that y; = y (note that i(y) is independent of the choice of y).
Then hol(B, y)h(y1)®(y1) = ghol(A, y)®(y1) =hol(B, y)¥(y1) for all y € Py,
and thus W = &, Similarly % (z)hol(A, Y)h(y)~! =hol(B, y) for all z, y € T? and
y € P, with y; = y, from which it follows that A" = B. O
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3 Stochastic heat equation

The main goal of this section is to show that the stochastic heat equation (SHE) is a
continuous process with values in (S, X). We analyse separately the two parts ® and
Il lo,o which add to give 3.

3.1 The first half

Throughout this subsection, let & denote either the E-valued space-time white noise
((Si)?zl, Z) on R x T3 or its smoothened version ((Sf)?:l, £?). Then there exists
C¢ > 0 such that E[|(§, )1 < C5|¢|i2(RxT3) for all smooth compactly supported
¢: Rx T3 - E. Let W solve (3, — A)¥ =& on R, x T? with initial condition
W(0) € D'(T3, E). We will often write W, = W(¢) for short.

Definition 3.1 We say that (n, 8,6) € R3 satisfies condition (Z') if

ne(=2/3,-1/2), Be(—1/2,0], s§e@/4,1),

BEB+20—8)<n+1/2.

)

We introduce the homogenous version of the metric ® by

A 1/2

Opps(X. V) =X —Yien v [X: Y]}

Proposition 3.2 Assume (Z') and that W € 1y.p,s- Then for all T > 0, _there is a
modification of W such that W € C([0, T1,Z, g,s) and, for every 1 <n, p < B and

8 > & there exists k > 0 such that p€ll,00),

kA P\ /P 12 12
(B] sup 1r—s176; 550 w)|") " < ol 5 +190ler + € G
0<s<r<T
and
~ 1/p
(E sup r 6,550, Pw0)”) " SO C 1wl G

rel0,T]

For the proof, we require several lemmas. Below we denote by #* the spatial con-
volution (in contrast with * for space-time convolution). Below we write G for the
heat kernel associated to the heat semigroup P.>

Lemma3.3 Letd > 1,y € (0,d) anda € (0, y). Let P,(k) be the kth spatial derivative
of the heat semigroup P for multiindex |k| < 1. Let f € D'(T¢) which is smooth

5 Writing G for both heat kernel and the Lie group will not cause any confusion since it is clear from the
context.
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except for the origin, and satisfy the bound | f (x)| < |x|™7 uniformly in x € T4\{0}.
Then for any w € (O, min(%, %)) one has

at|k|

2 PE OIS ke
o f i

a+lk| _
> PO PN S I =772,

uniformly int € (0, 1) and x € T% \ {0}.

—d—Ik|

Proof By the bound |G® (¢, x)| < (Ix| + +/7) one has

(P DS (114 V0 1) 00 S 75 (117 511) )

uniformly in ¢ € (0, 1), where in the last step we applied [56, Lem. 10.14]. The second
bound follows in the same way using the bound on 3, G®)(z, x) by (|x| ++/7) —d-lkl=2
and interpolation. g

Lemma 3.4 Suppose that V solves SHE with initial condition W(0) = 0. Let T > 0,
§e (L, 1), and B <2(5 —1). Then for k & min{2(s — 1) — B, 1}, one has

E|(P A0, — E‘SN;JJS)@*)]Z < CEAPP (=il + Ir — s (3.3)

uniformly in t,t € (0,1), r,s € [0,T], and X € (0, 1), where qbk = )F3¢>(-/)») and
¢ € C°(T3) with supportin {z € T? : |z| < JT}

Proof Define C,(x) = E(¥(r,0), W(s,x))g. For any 7,7,r,s > 0 and x € T>, re-
calling [3] = {1, 2, 3}, we write

f - N ~ ~ N
IO o) S (10 (G # Crs # G (x) 3Gy & Crg G ()
ke[3]

]t(f)x( def Z (t1)° (G1 % Cry % GP)(x) (9 Gy % Cry % G (x) .

ke(3]

Here note that N; (¥,) has zero mean thanks to the spatial derivative in its definition
(2.1). By Wick’s theorem for x, x € T? one has

E((P NGB, = P NGB 0, (PN T, = PG )(x)>E .
2 (3.4)
=3 (19 = I )= I e+ I8 s9).

=1
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It is easy to check that
ICrs () SCelxI™", [(Cry — Cr) (I S Celr — 512 1x] 72, (3.5)

uniformly in r,s € [0, T] and x € i \ {0}. Since « € (0, %], interpolation between
the two bounds in (3.5) implies

[(Crp — Cr) ()] S Celr — s|< x| 7172 .

Applying Lemma 3.3 twice, with y = 1 and then with y =1 — « for any o € (0, %)
therein, one has, for any 7, 7 € {t, 1}, 1,1 € {r, s}, i, j € {0, 1},
EF 6D 23 EF G S Ce x>
GV R (Crp = Cr) 3 (E T GOV S Ce k272 =5, (3.6)

ot . a+tj i _atj / £
TG 3 Cad 7 6 =17 GIHI S Ce x4 =7

Here G = G and GOV denotes 9;G for a generic k € [3]. Choose « défS — % By
these bounds and obvious telescoping, one then has the bound

() = 92 ) S CE =T+ I = s e — 2 #7472

t,t,x—x 1,1, x—X%

for £ € {1,2}. The same bound holds with r, s and 7,7 swapped and thus holds for
(3.4).

It remains to integrate this bound on (3.4) against the test functions ¢*. Bounding
¢ by constant .73 over its support which has diameter proportional to A, one ob-
tains that the integral of (3.4) against ¢* (x)¢* (¥) is bounded above by a multiple of
C§(|t — 7|+ |r — s])¥ times A% 472 < 2P where used that k <2(8 — 1) — B in the
final bound. g

Lemma 3.5 Let 8,1 <0, 8 <& with § > 0, and Wy € D'(T°, E). Then for « €
0,2(8 — 6)), writing

M 7155 (W0) E NG (P Wo) = P NG (P W0 3.7
one has
M, 7, 5(W0)ler S (1t =1+ Ir — D3 ([0l g 5 + [Wolgn) (3.8)
where the proportionality constant depends only on B, 1, 8,8, k.

Proof By Lemma 2.60,

P ING(Pr o) — N (P W0)les < Ir — s ((Woll 5.5 + [Wol2))
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for any & € (0,1) and 8 < 5, where we used |]73s\IJO|]ﬂ’(S < H\IJO[Iﬂ,g + |\If0|é,7 and

similarly for the C" norm. By assumption on the indices, |r — s|’?(‘§_‘s) <|r— 5|2 for
k sufficiently close to 1, where we used k < 2(8 — §). Similarly,

1IN (PsWo) — Ni(PsWo)lcs = 1° |G (Py¥o) — N; (Pyyi—y Wo) s
SIe—112([ollgs + 1Woldn) -
Finally, assuming ¢ < 7 without loss of generality,
|(° = PINF(PsWo)lep S 1t = 112 PP SN (P Wo)les S 1t =713 [Woll

where we again used xk < 2(§ — &) in the last bound. Combining the above three
bounds we obtain (3.8). Il

Lemma 3.6 Assume (Z') and that§ < § < land B > B > —%. Let 0 < k < min(2(8 —
8),n—PB+25—-3/2),and T > 0. Then forallr,s € [0, T] and p € [1, 00)

_ = 5 B
(PN — PN | YP S (= s+ 10 = TD (Y O[3 + WO +CD
where the proportionality constant depends only on 1, B, B,8,8,k, T.

Proof Write Uy = U, + PsW where ¥ solves SHE with W(0) = 0, and assume
r > s. Since W and N; (W, ) are mean-zero, it is straightforward to check that

E(((P N (W) = PAG0) @), (1PN () = NG (9) ()

E®E3
=G4+ (M, ;,500)(x), M, 7. 5(V0)(X)) pop3 (3.9)
+ Z (Jt(fl’,jx)’,; (r,r) — Jz(,lf,j;c),x (r,s) — Ji(,lf,j)c),)z (s,r) + Ji(,lf,jyc),f (s, s))
i,jelo, 1)

where in the first term on the right-hand side we replace & in (3.4) by 8, and
M,’;’,’S’g(\lfo) is as in (3.7). Here for i, j € {0, 1} we define

JED ()

t,t,x,x

def , - § i —i)\7 j - ) -
= (D E(PY, Wox) @ PP, (x), PV wo(8) @ P04 (8)) g o

where P denotes the i-th spatial derivative of P as in the proof of Lemma 3.4.

By Lemma 3.4, the integral of (3.4) against ¢* (x)¢* (%) satisfies the bound (3.3).
By Lemma 3.5, the integration of the second term on the right-hand side of (3.9)
against ¢* (x)¢’ (%) is bounded by

WP =71+ | —sD2 (W55 + [Wolén) - (3.10)
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It remains to bound the last term in (3.9). We can prove for each i, j € {0, 1},

@) @J)
‘It,t,x,)? (r,r) — Jt,t_,x,)?(r’ s)

(3.11)
- — A% 3 _
S Ce(lt — 1|4 |r — s (e v PP 5126 |2,

Indeed, if 7 ¢ (%, 2t), we bound the two terms on the left-hand side of (3.11) sep-
arately, and by the first inequality in (3.6) (with @« = 8 + %) and |7)t(ir),‘110|oo <

n-lil
t 2 |Wo|cn, we have

i,j) ~§—B_3.1 -2 2
IJI()t—)]x)i(r,s)|§C§(tt) 2 4+2|7€—)C|/S|‘"I’O|cn-

This is then bounded by the right-hand side of (3.11) since § — g — % + % > 0by (Z)
and (r v 1)* < |t — 7]¥ by our assumption on ¢,f. The other term Jt(,iz’,j)'c),i (r,r) is
bounded in the same way. On the other hand, if 7 € (%, 2t), we bound the left-hand
side of (3.11) by obvious telescoping. Using (3.6) (witho = 8+ % ora =P+ % + k),

i n—li|
1P Woloo S177 [Wolen, and

j i n=lil _
1PE Wy — P Woloo S I — 5172 | Wolen
we obtain a bound by
Ce(lt — 1]+ |r — s 1979 |x — X% |Wo 3,

where ¢,7 € R are such that ¢ +§ =26 — § — % + n — k. By our assumption on
t,f, one has 1979 < (¢ v )94, so we obtain (3.11). Here we recall again that 7 —
B +28—3/2>0by (Z'), and we assume k < — B 4+ 28 — 3/2. So one has (¢ v
t_)zg_/3 =3+« < 1. The same bound holds with r, s and 7, t swapped. So the last line
of (3.9) is bounded by

Ce(lt — 1|+ |r — sD*|x — 1P 1o 2,

The integration of the last line of (3.9) against test functions ¢ ()¢t (%) is then
bounded by C¢ times (3.10). The lemma then follows by collecting the above bounds
and using the equivalence of Gaussian moments. 0

or Proposition 3.2 1t is standard to show that for all 7 € (—%, n),0<k < "%’7, p>1
and T >0

W (r) = W)l

1/p
E[ sup 1 s19o0len + ¢,

0<s<r<T |r —s|P¥

where the proportionality constant depends only on p, 7, 77, k, T. Recalling Def. 2.4,
it remains to bound the moments of, for a suitable modificaiton of ¥ and for§ <8 < 1
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and « > 0 sufficiently small,

RIGRIOIPY; SN, — N s
sup —————— = sup  sup .
0<s<r<T |r_S|K te(0,1) 0<s<r<T |r_s|K

(3.12)

By Lemma 3.6 below and the classical Kolmogorov continuity theorem over (0, 1) x

[0, T, one has, for every p € [1,00) and k € (0, (§ — §) A T=£12023/2)

(e

where the proportionality constant depends only on p, 7,1, 8, §, 8, k, T, which in
particular bounds the moments of (3.12) by restricting to 7 = f and proves (3.1).
To prove (3.2), writing ¥, = P, Wy + W, as in the proof of Lemma 3.6, we have

|t8M\pr - fa-/\/t_\px |cB
sup

ricO.sreor) (=t +1r—sD~
(t.r)#(1,5)

1
2\VP _ 2 4 2
~ H\I/(O)I]ﬁﬁ + |\I/(O)|Cri + Cé:

sup r¥|W, — P Wolen = sup ¥ [Wlen < [Weko,71.0m)
rel0,T] rel0,T]

which has finite moments of all orders for k¥ > 0 sufficiently small. Moreover

[P-Wo + Wp; Pr¥ollg s < sup °(IPr¥y ® VP, Wolcs
t€(0,1) (3.13)
+ [PrrWo ® VP W, s + 1P, @ VPP, |op)

By Lemma 3.4, Kolmogorov’s theorem, and equivalence of Gaussian moments, we
have

i - = - |P\1/p
(E) sup |s — 7| |P,w,®v79t\y,—thS®v7ths|) <Ce.

0<s<r<T

Furthermore, by (3.11),

(E

and likewise with P, ¥, ® VP4 Yo replaced by Py, Vo ® VP, U, . Restricting to
s = 0 and combining with (3.13) concludes the proof of (3.2).

For the final claim that ¥ is in C([0, T'],Z), remark that [0,T]>r +—> ¥, € T
is continuous at 0 due to (3.2) and due to continuity of [0,T] > r +> P, Wy e T
(Proposition 2.58(i)). Continuity at » > 0 follows from the fact that Ve C(0,T1,D)
due to (3.1) and from Lemma 2.35(i1) once we write ¥, = \IJ, + P,W¥y where
PWwoeC(0,T], L®). O

- - P\1/p
sup s = 1| [Pl @ VP o — Pl @ VP Wil ) S € 1Wolen

0<s<r<T

3.2 The second half

Throughout this subsection, let £ be an g3-valued Gaussian random distribution on
R x T3. Suppose there exists Ct > 0 such that

E[|(€, "] < Celo |72 e (3.14)
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for all smooth compactly supported ¢: R x T? — g3. Let W solve (3, — A)W = £ on
R, x T3 with initial condition W (0) € D'(T3, g%).

Proposition 3.7 Let 0 <@ < o < %, 0 € (0,1], and 0 < k < O min{a — &, 1_426‘}.

Thenforall p>1andT >0

I @) — WL 71/ )
E[ sup . ] SOl + €72
0<s<t<T |t —s|P

where the proportionality constant depends only on p, o, a,0,k, T.
We give the proof at the end of this subsection after several preliminary results.

Recall the space of line segments X defined by (2.6). For aline £ = (x, v) € X, define
the line integral along ¢ as the distribution

(80, 0) def/ W (x + tv)dr .

Lemma3.8 Forallk € (%, 1), there exists C > O such that forallt € (0, 1) and L € X
le"28¢ 13— < Ct* 2]

Proof By translation and rotation® invariance, we can assume £ = (0, re1). Then for
= (k1, k2, k3) € Z3 with k #0
eZﬂirkl -1

8o (k) & (8, 27 tk)y = e

Therefore

e 280 =t > e 28, 2k 2
keZ3\{0}

<t Y e 2K (2 A k) k|72
keZ3\{0}

If |k| > t~ ! then e‘2’|k|2 < e~ 2Kl which is summable so that these values of k make
a contribution to the sum of order at most 7> which in turn is bounded by rr2—2
since r, t < 1. For the rest of the sum we simply bound the exponential by 1, so that
is bounded above by

Yo CARDAAG TS Y (P ARk TSR
kez3 keZ
0<|k|<t™! O<k<t™!

SThere is a bijection between distributions on T4 supported in a ball centered at zero of radius % and distri-

butions on R? (where Sobolev norms are rotation invariant) with the same property, and the corresponding
Sobolev norms on T¢ and R? are equivalent.
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as required. Here the second inequality holds since when r < ¢, the sum of r2Ak2
over 0 < k < ¢t~ ! is bounded by r2t~! <r, and when r > t, this sum is bounded by
> 0ck<r-1 72 plus 3, -1 _,_,—1 k=2 which is bounded by r + (r — t) < r. The first
inequality follows by splitting the sum into the regime |k{| > |k2| + |k3| where we
first sum over kp, k3 and use |k;| =< |k|, and the regime |k{| < |kz| + |k3| where we
first sum over k1 and use |ka| + |k3| < |k]|. 0

For a triangle P = (x, v, w), x € T3, v, w € R3 with [v], lw| < %, define the sur-
face integral along P as the distribution

1 1—s
<5P,g/f>d§f/ ds/ dt|PIY (x + 50+ tw) .
0 0

Lemma3.9 Forallk >0,t € (0, 1), and triangles P

t 1
St7e288p2, SIPIETITR,

~ L2 ~

|€tA(SP |%_]K

where the first proportionality constant depends on k and the second is universal.

Remark 3.10 The bound |e!28 p |2L2 <|P |t_% is likely optimal. On the other hand, the

bound |e'28p |%1K <|P |t_%_" is likely suboptimal but suffices for our purposes.

Proof The first bound follows from the heat flow estimate |e'2 f |§1K St fles
so it remains to show that |e/8 p|i2 < |P|t~1/2. Moreover, it suffices to consider
right-angled triangles, in which case we can assume P = (0, rep, hep). Note that
€88 p 12 < e8] 2 where (Sg, ¥) & [l ds [ derhyr (x + sre) +they) is the sur-
face integral along the rectangle with sides re; and he;. Then for k € Z3

eZﬂirkl -1

)(€2nihk2 _ 1)
2mik; 2miky ’

Sr ) = (3, ) =

and therefore

2512 = > e SR 0P S Y P ARDWE A KD .
keZ? kez?

The sum over ki splits into |k1| < r~Vand |k;| > r~!, each of which are of order at
most r, and likewise for ka, which shows that |e'28g|7, Srhe~'/2=2|P|71/2. O

Lemma 3.11 Suppose W(0) =0 and let T > 0. Then for all s € [0,T], t € (0, 1),
ke, 3),andleX

E[|e'® W (5)(0)]*] < Ces® €]t (3.15)
and for all k € (0, 1) and triangles P

Elle'2W(5)(0P)[*] < Ces“| P72, (3.16)
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where A(d P) denotes the line integral of A € QC* around the boundary of P under
an arbitrary orientation (see [22, Def. 3.10]) and where the proportionality constants
depend only on x and T

Proof Observe that, for any A € QC™®, A({) = Z?:l lv| = v; (A;, 8¢). Furthermore,

(€2 (5), 5¢) =f

RxT

. £, V) lyepo.s) [T T028,1(y) dudy .
Hence, by (3.14),
S
E[(e’A\I’,-(s), 85)2] < Cg/O |€(I+M)A5z|iz du .

Since [ T0A5,|7, Suk e 2|7,
in the final bound, we obtain

< u¥=11¢|t=2¢, where we used Lemma 3.8

k=1 ~o

N
E[(e"2W;(1),80)%] < Cg/ W0 du < Cesle)e
0

from which (3.15) follows. To show (3.16), we can suppose that P is in the (x1, x2)-
plane. Then, by Stokes’ theorem,

le" AW (s)(BP)| = ("™ (31 Wa(s) — BW1(5)), 8p)] .

Furthermore,

(281 Wy(s),8p) = — fR . £2(u, Y)lyepo.s[e" T T02818p1(y) dudy ,
X

3

and thus by (3.14), Lemma 3.9, and the bound |e"23; |2, Su*~!| f12,.,

12~
E[[(¢'*9;Wa(s), 8p)I*] < C¢ /O S e 029,8p7, du
<Ce /(: WY P du < Ces| Pl
The same applies to (9> W1 (s), p), from which the conclusion follows. O
Lemma 3.12 Let A be a g-valued stochastic process indexed by X such that, for all

joinable ¢, LeX, ALul) =AW + AK) almost surely. Suppose that there exist
r,s €(0,1), p, M >0, and o € (0, 1] such that for all £ € X with |£| <r

E[[AOIP1 < Mle|P
and for all triangles P with |P| <s

E[|AP)|P]1 < M|P|P¥/? .
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Then there exists a modification of A (which we denote by the same letter) which is
a.s. a continuous function on X . Furthermore, for every a € (0, ¢ — %), there exists
A > 0, depending only on p, o, a, such that

E[|AIL . IS AM (™0 4+ 2)rPe® 4y,

o-gr; <r

Proof For £ = (x,v) € X, let us denote ¢; défx and £ ¢ défx + v, and define the metric
d on X by

- df - -
A, 0= 16 — 4|V |ey—Ly].

Recall that ¢, ¢ € X are called far if d(€,€) > (€| A |£]). For (¢,0) € X2, let
T(E,_Z) = |P1]| + | P2 Wh_ere Py, Py are the_ triangles P; = (Ei,ﬁf,ff) and P, =
(Li, L5, L;). Let Area(t;, £;) =T (£, £) AT (£, £). Similar to [22, Def. 3.3], we now
define o: X% — [0, o) by

_aef | 1€] +1€] if ¢, £ are far,
06, 0) = " n - _
[ — Li| + € — £f| + Area(l, £) /2 otherwise.

By the same argument as in [22, Remark 3.4], note that there exists C > 0 such that
o(a,b) < C(o(a,c) +o(c,D)).

By definition, for any ¢, ¢ € X, there exist a,b € X and triangles P, P> such
that A(£) — A(£) = A(QP;) + A(dP2) + A(a) — A(b) and | Pi| + | P2| < o(£, £)* and
la| + |b| < 0(¢, £) (if £, £ are far, then a = £, b = £, and Py, P, are empty; if £, £ are
not far, then a is the chord from € to ¢ r and b is the chord from ¢; to £;). It follows
that for all £, £ € X with (€, £) < /s Ar

E[|A(6) — AD)I"]1 S Mo(¢, P, (3.17)

where the proportionality constant depends only on p, «.

Let X, denote the set of line segments of length less than r. For N > 1 let Dy.
denote the set of line segments in X', whose start and end points have dyadic coor-
dinates of scale 2=, and let D_, = Un>1DpN:.<r. Forany £ € D, and L > 1, we
can write A(£) = A({y) + Z;-"zl A(l;) — A(£;_1) for some finite m > 1 and where
€ € Dyr+iy.<kr and 0(£;, £i—1) < K2=©E+D for a constant K > 0. Moreover, the
first £; which has non-zero length satisfies |¢;| < |£|. Taking L as the smallest positive
integer such that 2-L < /s A r, it follows that, for any & € (0, 1],

At Al A(a) — A(b
Q < osu | (_)l + sup sup M , (3.18)
iene, 1% Teepy.., ¥ N>L abeDyy., 27N
ola,b)<k27V

where the proportionality constant depends only on &. Observe that |Dyy| =< 212V,
Therefore, raising both sides of (3.18) to the power p and replacing the suprema on
the right-hand side by sums, we obtain from (3.17)

E[( sup |A(§l)|>p:|gM(S—6+r—12)rp(a—6t)+M22N(24_p(a_&))’
ltlen-, 1€l fo
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where the proportionality constant depends only on p, @. Since 24 — p(o — @) < 0 &
ae 00— %), the conclusion follows as in the classical Kolmogorov criterion, see
e.g. the proofof [63, Thm. 4.23]. g

Lemma 3.13 Suppose W(0) =0. Let o € (0, 1), & € (0, — %), 6e€(0,1],and T >
0. Then for all p > po(a, @, 0) > 0 is sufficiently large,

~ - 2
sup s~ P02 RE w512 1 < P,
5s€(0,T)

where the proportionality constant depends only on a, &, 6, p, T.

Proof Take x & 6(1 — @) € (0, ). Then [€]: 2 < |¢|** whenever |¢| < 1 < 1 and

1 . . .
|P|t—27% < |P|* whenever |P| <t < 1, in which case Lemma 3.11 and equivalence
of Gaussian moments imply

Elle'>W()(O1P1 5 ¢ 2P e
and
E[le'W(s)(@P)|"] < L2512 pype/2

Applying Lemma 3.12 (with r, s therein equal to %, ¢ respectively) and taking p
sufficiently large so that sup,e(o,l)(t’6 + 17120)49r(@=®) < 3 we obtain for all 8 €
0. =2

/2 pK/2
sup E[|e'2W(s)|? 1< climspel? (3.19)
1e(0.1) ﬂ—gr,<t9 H

It is easy to see that for all A € QD'

—k
ANz S suple ®Alggr ook . (3.20)

k>1

where the proportionality constant depends only on &, 6. Combining (3.20), (3.19),
and the fact that [Alg g <0 < tg(ﬂ"")|A|/3_gr;<,e for B € [a, 1] (Lemma 2.24) we
eventually obtain

o

o0
—k 2
E[|||\P(s)|||§,9]§E[§ e A\D(s>|€’_gn<2,k9]scg’/ sPelz
k=1

as claimed. O

Proof of Proposition 3.7 Let 0 <s <t < T and observe that

W(t) — W(s) = (™98 — 12w (0) + (eI — DU (s) + V() ,
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where U [0,s] — QD' and W: [s,1] — QD' solve the SHE driven by & with
W (0) =0 and ¥(s) =0. By Lemmas 2.55(ii) and 2.59, for any y € (0, 1),

=% = De AW (O)llg.p S 1t — s WO) g6 -
Likewise, by Lemmas 2.59 and 3.13, for any ¢ € (« % Dandy €(0,1),
E[l "% — DW(s)llg 0] S CL |1 — s|PrOCe 502004,
Finally, by Lemma 3.13, for any 8 € (« + 217—4, %),

A 2 _
ELI ()l o] S CLP e — s P00 20074

Tla;kipg y €(0,1), Be @+ 2, 1), and denoting & &9 minfy (@ — @), 152}, we
obtain

E[[[ (1) — UL 41 S 1 = sIPEAL I, + L)

We can choose p sufficiently large and y € (0, 1) sufficiently close to 1 such that ¥ <
i for some B € (o + %, %), and the conclusion follows by Kolmogorov’s continuity
theorem. O

3.3 Convergence of mollifications

We conclude this section with a corollary on the convergence of mollifications of the
SHE in C([0, T1, S) (albeit with no quantitative statement).

Lemma3.14 Letn <7, <8, BeR, 0<a <a <1, and 6, R > 0. Denote & =

X p.5.a,0 and define the set Bg &ef {Y €S : £(Y) < R}. Then for every ¢ > 0 there
exists ¢ > 0 such that forall X,Y € Br, | X —Y|cn <c= Z(X,Y) <c.

Proof By Proposition 2.57(iii), Bg is compact in S. The metric ¥ is stronger than
| - |¢n so the identity map id: (Bg, £) — (BR, | - |¢n) is continuous. In particular, Bg
is compact also in C". Recall that if 7, o are Hausdorff topologies on a set A such that
(1) T is stronger than ¢ and (ii) (A, 7) and (A, o) are both compact, then 7 = o. It
follows that the identity map id: (Bg, | - |cn) = (Bg, X) is also continuous and thus
uniformly continuous by the Heine—Cantor theorem. d

Corollary 3.15 Let & be as in Sect. 3.1. Let x be a mollifier and £° = x® % &. Suppose
that W® (resp. V) solves SHE driven by £° (resp. &), with W5 = W € S. Suppose (I')
and let 0 € (0, 1], @ € (0, %), T > 0. Then V¢ — WV in probability in C([0,T], S) as
e — 0.

Proof By Propositions 3.2 and 3.7, W and W¢ a.s. take values in C([0, T'], S). Let
iie(,—1),5€(0,8),and @ € (a, 1) such that (7, B, §) satisfies (Z'), denote & &
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Eﬁ,ﬂ,g,&ﬁ' Then, for every ¢, R > 0, by Lemma 3.14, there exists ¢ > 0 such that

P[ sup (W, W) > c] §P[ sup {S(W2, Pr0o) + = (¥, Pr¥o)) >c]
tel0,T] tel0,r]

—i—P[ sup [WE — Wy |on > E] +P[ sup {S(¥)) + B(WH)} > R] .
te[r,T] te[r,T]

By (3.2), the first probability on the right-hand side can be made arbitrarily small,
uniformly in € € (0, 1), by taking » small. On the other hand, for any fixed r > 0,
the final probability, by (3.1) and Proposition 3.7, converges to 0 uniformly in & €
(0, 1) as R — oo, while the second probability converges to 0 as ¢ — 0, see e.g. [56,
Prop. 9.5]. g

Remark 3.16 The main result of [17] is that the YM flow F started from smooth
approximations of the Gaussian free field (GFF) converges locally in time to a process
which one can interpret as the flow started from the GFF. We recover essentially the
same result from Proposition 2.9 and Corollary 3.15 once we start the SHE from the
GFF, which is its invariant measure.

In fact, after showing that F is a locally Lipschitz function on Z > S in Propo-
sition 2.9, the claim that F is well-defined on the GFF reduces to showing that the
latter takes values in Z, which is a Gaussian moment computation similar and simpler
to that of Sect. 3.1.

A minor difference with the results of [17] is that therein convergence is shown
in L? while we only show convergence in probability; it would not be difficult to
modify our arguments to show convergence in L? but we refrain from doing so since
it is not needed in the sequel.

4 Symmetry and renormalisation in regularity structures

In this section we formulate algebraic arguments which verify that the symmetries of
a system of equations are preserved by the BPHZ renormalisation procedure.

For what follows we are in the setting of [22, Sect. 5]; we fix a collection of
solution types £, noise types £_, a target space assignment W = (Wy)¢ce and a
kernel space assignment K = (K¢)¢eg,, with £ = £, 11 £_. We assume that all of
these space assignments are finite-dimensional.

We then fix a corresponding space assignment V = (Vi)¢cge as in [22, Eq. 5.25],
that is

wi o iftef_,

Vi=q .. .
]Ct lf{:E£+.

4.1

The symmetries that we study are simultaneous transformations of the target
spaces where the solution and the noise take values in and transformations on the
underlying (spatial) base space A C RY. We assume that A is invariant under reflec-
tions across coordinate axes and permutations of canonical basis vectors — to keep our
presentation simpler we will only consider transformations of the base space that are
compositions of such reflections and permutations.
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Definition 4.1 Let Tran be the collection of quartets T = (T, O, o, r) where

o T = (Tp)pee with Ty € L(Wp, Wp) invertible. T determines our transformation
of the target spaces for the noise and solution.

e O =(0y)tee, wWith O¢ € L(Ky) invertible. The role of O is to specify transfor-
mations of our kernels.

e 0 € §; where S; is the set of permutations of the set [d], and r € {—1, l}d. The
role of o and r is to determine our transformation of the base space —we also
overload notation and, for o and r as above, define o, r € L(Rd, R ) by setting
(rx); =rix; and (6x); = x,-1(; for i =1...d. We have o,r: TY - T and
also view them as maps on our space-time domain Ry x T¢ by acting on the
spatial coordinates only.

One should view an element T = (7, O, o, r) € Tran as acting on solutions / noises
A¢ and kernels K¢ by mapping

A¢() > TeA(o~'r) for te £ and K¢(-) — O¢K¢(c~'r:) for te £, .

We endow Tran with a group structure compatible with the above: given T =
(T,0,0,r)and T =(T', 0", 0',r) weset TT = (TT', 00,00, 0r'c~'r).

As above, we have a left group action of S; on multi-indices N¢*! by setting
o (po,---s Pa) = (P0, Po-1(1)s - - -» Po~1(q))» yielding an action on the set of edge
types £ = £ x N*1_ It also yields an action of S; on N¢, viewed as multi-sets
of elements of £, given by applying o to each element of any given multiset in N,
We then fix a rule R that is Sy-invariant in the sense that, for any o € Sy, t € £, and
N € R(t) c N¢, we have oV € R(%).

Recall that a rule R assigns a subset of N¢ to each t € £ and determines a set of
conforming trees ¥ and forests §. Our trees have edge decorations e — (t(e), n(e)) €
£ and node decorations v > n(v) € N?*1, the latter also being referred to as “poly-
nomial decorations”. Loosely speaking, such a decorated tree conforms to the rule R
if, given any inner node, if t € £ is the type of the unique edge leaving v, the multiset
given by the decorations of the edges entering v belongs to R(t). Combining this with
a space-assignment V yields a regularity structure  which admits a decomposition
into subspaces J [7] indexed by trees T € T (and an algebra ¥ decomposing into
linear subspaces F[ f] indexed by f € §). We refer to [10, Definition 5.8] and [22,
Sect. 5.5] for more details.

In order to formulate our arguments we now define a right action Tran > T —
T* € L(F, F) by specifying three transformations on &: one that encodes T and O,
one that encodes o, and one that encodes r.

For encoding the transformation of the target space we use [22, Remark 5.19].
Given an “operator assignment”

L=@PrLiet=EPLV. Vo), “2)
bel bel

that remark says that, for any £-typed symmetric set 3, we can apply L “component-
wise” to obtain a linear operator L[3] € L(V® V®) Since F decomposes as a
direct sum of such spaces, this defines a linear operator L € L(F, F).
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Example 4.2 We present a simple example of the above construction. We work with
£_ ={l}, £ = {t}. Suppose we fix some linear transformation acting on the target
space of our noise, that is some U € L(W, W), and define an operator assignment
Lby Ly=id € L(V, Vy) and Ly = U* € L(Vy, V). Then, to demonstrate the cor-
responding linear transformation on our regularity structure, we look at the £-typed
symmetric set (*/") associated to the tree ©.”". We have V) = > Vi@, Vi C
Vi® Vyand, given u,v € Vi, wehave u @ v+ v Q®u € J[*”] and

Lu®v+v@u)=U"n)® (Uv) + U v) @ (U*n) e T[]

Given T € Tran, we define the operator assignment

[(T)* = (I(T)’gegzbeﬂ) déf( D TJ)@( D 0;) cL(V).

bef_ befly

We write I(T)j_q € L(F,F) for the corresponding linear operator given by [22,
Remark 5.19] which encodes the transformation of our target space on F.

Remark 4.3 1t is natural that the operators (7¢ : t € £1) do not play a role in how
we transform the regularity structure because the regularity structure is constructed
to study the structure of the noise and does not depend on our choice of the spaces
(Wy:te £5). The role of the operators (7¢ : t € £4) will be to act on the W¢-valued
modelled distributions with t € £, that describe the solution.

Given r € {—1, 1} we define r* € L(F, F) by setting, for each f € 3,

def ).
PLAE g n=r"Pidg g

where for any ¢ = (¢:)¢_, € N1 we write r4 = ML, ri and n(f) e N+ is given
by

n(f)=Y n@e+ » n@). (4.3)

ecEy ueNy

Here E is the set of edges of f, Ny is the set of nodes of f, and n denotes the edge
and polynomial decorations.

We define a left group action (o, f) + o f of S; on § by setting o f to be the forest
obtained by performing the replacement n(a) — on(a) for any edge or node a €
E ¢ LIN. Note that, for any f € §, there is a canonical isomorphism o *[ f1: F[ f] —
F[o~! f] since the edges of o~ ! f are in natural correspondence with those of f. We
write 0* = @feg o*[fl1€ L(F,F).

We then set T* = I(T)*o*r* € L(%F,%). Note that, as elements of L(F, %),
I(T)* commutes with r* and with o*. We abuse notation and write I (T),o,r, T €
L(F*, F*) for the adjoints of the operators we just introduced.

We also have a natural left action of Tran on o & [1,cs Wo given by setting, for
T=(T,0,0,r) € Tran and A = (A(p,p)) (b, p)e&»

TA = (Ay)peg With Ay py =r"TyAg 51 4.4)

p) -
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We now define the various ways in which we impose that a given system should
respect a given transformation.

Definition 4.4 Fix T < Tran, with Tran defined as in Definition 4.1.

e Given a nonlinearity F(-) = @, ¢ Fi(-) we say F is T-covariant if, for every
le £, Fi(-) =idw, and, for every t € £,

(0F @ T F(TA) = Fy(A) .

where on the left-hand side we are using the action (4.4).

o Given a kernel assignment K = (K¢)ice, we say K is T-invariant if for every
tef andzeRx T, OK¢(o~'rz) = K(2).

e Given a random noise assignment ¢ = (¢[)ce_ We say ¢ is T-invariant if the
tuple of random fields (£((-)) ., and (Tigi(o ™)) (ce_ have the same proba-
bility law.

e Given £ € F* or’ £ € F*, we say that £ is T-invariant if T¢ défﬁ oT* =¢.

We then have the following lemma, where the canonical lift is defined as in [10,
Sect. 6.3], and the corresponding BPHZ character is defined as in [10, Thm 6.18] (see
also [22, Sect. 5.7.2)).

Lemma4.5 Fix T € Tran. Suppose we are given a kernel assignment K and a smooth,
random noise assignment ¢ which are both T-invariant. Let M € F* be the corre-
sponding canonical lift and C,,,, € F* its BPHZ character. Then both O, and £,
are T-invariant.

Proof To show that l:Ican is invariant it suffices to show that, for any v € ¥, one
has (Tl:[m)[r] = N[0 7] 0 T*[t] = Heu[t] - this is because both T and .y,
“factorise” over forests appropriately.

Using the same notation convention as used in [22, Eq. 5.31], one has that
Melo~ 7] 0 T[7] is given by

rn(r)E/ de(t)(S(XQ)< l_[ Xg_ln(v)) 4.5)
(RA+HN(@) veN(7)
—1 >
( X (p° “(‘)0t<e>Kt<e))(x€+_x“))
eeK (1)
—1
( ® (D “(e)Tt(e)§t(e))(x€+))
eeL(T)
:rn(f)Ef d)CN(t)8(xQ)( l_[ (o’_lrxu)ff_ln(v)>
(RAFHN () VEN(T)

T%_ C F is defined in [22, Sect. 5.5], and it is immediate that T* leaves F_ invariant.
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( D° “la(e) Ot(e)Kt(e))(G_lrxg+ _ G_lrxg_)>

N

nee )Tt(e)Ct(e))(G rxq))

ec (r)
:r”(f)E/ de(r)b‘(xQ)( l_[ r"(”)x,‘}(”)>
(RIFHN@ vEN (1)

rMODY) Oy [Kie (@]l —xg,>

( ecK (1)
(®

A A TRt CaD] | )
eeL(t)

By cancelling powers of r, using the T-invariance of K and ¢ we see that the last line
is precisely Mealz].

To prove the statement regarding ¢,,,, we observe that £,,,, = M., o d_ where
d_ is the negative twisted antipode defined in [10, Eq. 6.8]. From the definition
of A™ as in [22, Sect. 5.5], it is straightforward to verify recursively that (T* ®
T*)A’ = A~T* and, combmmg this with the inductive definition of &1_, it follows
that dl_ o T* = T* o gl_, so that

TEBPIIZ = l:[can o &17— o T* = l:[can o T* o &17— = l:[can o 9!7— = Em’uz ’

concluding the proof. d

Note that, for the linear operator F¢: I ® Vi — T (see [22, Sect. 5.8.2] for its
definition) we have, for any T € Tran, the identity

Fio(T* @ I(T)F) =T, . (4.6)

Lemma 4.7 below shows how covariance of our nonlinearity propagates through
coherence. We refer to [22, Sect. 5.8.2] for the notion of coherence, as well as the
definitions of the maps Y and Y which basically describe the coefficient in front of
T in the expansion of the solution as a modelled distribution. (See also [11, Sect. 2]
where the notion of coherence and the maps Y and Y are discussed in more details.)
For our purposes it suffices to recall that these maps Y and Y satisfy the following
inductive property: if 7 is of the form

X[ [ o (@) - 4.7
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where m > 0, 7; € X, and o0; € &, then®
1 _
Tile) S ——XH[ 0" Dy, -+ Do, Tl | (o [11) - Yo L),
$(v) 4.8)
Y, p)[f] (j(t » @ idw) (Y],
where
S(1)
[T SG)

and S(7) is defined as in [22, Eq. 5.56]. More explicitly, if, for each i € [m], we
define B; € N to be the multiplicity of .%,, (;) in B; € N in (4.7), then

S(t) =

S(t)=k! ]‘[(ﬁi!)ﬁ_lf . (4.9)

i=1

Remark 4.6 In what follows we will often suppress tensor products with an identity
operator from our notation. For instance, given a tensor product of vector spaces
H ® H' a third vector space H, and operators on H ® H " of the form (L ® idy) for
LeL(H, H) or (idy ® Q) for Q € L(H', H), we will often write, forve H ® H',
Lve HQ H or Que H® H where L and Q are only acting on the appropriate
factor of the tensor product.

Lemma4.7 Let T € Tran and suppose that F is a T-covariant nonlinearity. Then we
have, for any t € £,

(T* @ I(T); @idw,) Y(A) = (idg ®idy, ® TOT(T~'A).
Proof We will prove that, foreveryt € ¥,t€ £,and g € N9+t1 we have the identities

(T* ® 1(D)} ® idw) Te[r1(A) = (idg @idy, ® T)Y[o 'tI(T7'A),

(4.10)
(T* ®idw) Y (1.q) [T](A) = (idg ® Ti1.9) Y (.o-19[0 ' TI(TT'A)

where we set T(¢ 4) = r?T¢. The desired claim then follows after summing over T € F.

We will prove the identities (4.10) by induction in [E;| + ), N, In(7)]. We start
by proving the first identity of (4.10) when 7 =1 and t =1 € £_. Fix some basis
(€;);er of W, we then have

Yl =idw, =) ef ®ei e Vi@ W =T [11® Vi® Wi .

iel

8Recall from [22, Sect. 5.8.2] that Yy[t] = Yo[t]/S(r) and recursive formulae for Y and S are given
therein. Here, we instead give a recursive formula for Y. It is easy to check that these recursive formulae
are consistent and one may be more convenient than the other for different purposes. The formula here
involves a factor § (r) and we give a formula for it in (4.9).
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On the other hand, we have

TN(LTA) = T[] =) ef ®Tie; = ) Tief ®e;

iel iel
= (T*® (D @ idw) Y([11(A) .
When 7 =1and t€ £, we have
TCNTA) = T F(T7'A) = I(T)FF(TT'A) = 1(T)} Fi (A)
= I(D{Y1A) = (T* @ I(D){ ® idw) T{[11A)

where, in the second equality above, we used the T-covariance of F. Note that in
both computations above we are using the fact that T*[1] = idg.

From (4.8), we immediately see that, for fixed t € £ and 7 € %, the second identity
of (4.10) follows from the first and (4.6).

To finish our proof we just need to prove the inductive step for the first identity of
(4.10) — for this we may assume that t € £ . We then write, using (4.8),

ST @ 1M lTI(A) (4.11)

= (T @ (X0 Doy -+ Do, LMYl (Tor[1]A), .. Yo, [1n](A))
_ rkxo"k[ak Dy, -+ Do, I(T)f’i‘t[l]]A(T*Tm [T11(A), ... T*Y,, [T4]1(A))
- rkx"’l"[a"Do1 o Doml(T)fYt[l]]A

(To, Y o1, [0 T ITTA), L T, Tty [0 T 1 (TTTA))

Here the subscript [-]a indicates where the derivative is being evaluated. In the second
equality of (4.11) we used that the operator T* is appropriately multiplicative and in
the third equality we used our inductive hypothesis.

Using the T-covariance of F we have I(T)ffo[l](A) = TyY¢[1](T'A). From
this it follows that

[BkD(,l ...D,, I(T)f’_rt[l]]A(o, o) (4.12)

=075 Dyr, Dy, TV | (T e Tt )
Inserting (4.12) into the last line of (4.11) gives
S@(T* @ 1M YT [rI(A)
=X""’<[a"’”‘DU,101 Dy, TtTt[l]]TilA
(Yoo [0 T 1(TA), L Xy, [0 T I(TTA))
=S 'O T Y [o T I(T7!A) ,

and we are done since S(z) = S(o~!1). Il
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Let /8 C F* be the collection of algebra homomorphisms £ from F to R that
satisfy €[] =0 for any T € T\ T_.° Recall that & can be identified with the renor-
malisation group via an action R > £ +— My € L(J,9) and that [22, Prop. 5.68]
describes an action of the renormalisation group on nonlinearities, which we write
Fr— MF.

We can then state the following proposition.

Proposition 4.8 Let T € Tran, let F be a T-covariant nonlinearity, and let £ € R be
T-invariant. Then, for every t € £,

(L ® Of @idw)Y(A) = (¢ ®idy, ® T)T(T'A).
In particular, My F is T-covariant.

Proof Since F is already T-covariant we see that the second statement follows from
the first. Now observe that

(L Qidy, @ TOY(T'A) = (£ o T* ® O] ® idw,) Y((A)
=(TL ® Of ®idw,)T¢(A) = (£ ® O @idw,) T((A),

where in the first equality we used Lemma 4.7 and the last equality we used the
T-invariance of £. 0

5 The stochastic Yang-Mills-Higgs equation

In this section we study the system (1.14) and prove Theorem 1.7. We will first for-
mulate (1.14) in terms of the blackbox theory of [10, 11, 21] and vectorial regularity
structures of [22], but in order to obtain our desired result we will need to handle the
three issues described in Remark 1.8.

Throughout the rest of the paper, let us fix n € (—%, —%), S (%, D, B e

(=1, -2(1-8)),0 € (0,1],and @ € (0, %) such that

BEB+201-8)>20—1), (5.1
B=i%1—25—1, (5.2)
Bents, (5.3)

and such that the conditions of Theorem 2.39 hold. Note that such a choice of param-
eters is always possible — we first choose «, 6, then choose 7 sufficiently close to —%
such that 20 (¢ — 1) < n+ %, then choose § sufficiently close to 1 such that n < n+ %,
and finally choose 8 such that /§ satisfies (5.1)—(5.3). We also remark that the tuple
(0,1, B,8,a,0) € RO satisfies conditions (Z), (Z') and (GS) for some o € (%, 1). We

9As in [22] T def {re¥ :degt <0, n(p) =0, 7 unplanted} where o is the root of 7.

@ Springer



598 A.Chandraetal.

use these parameters to define the metric space (S, X) = (S;,8,8,0,0, X,8,5,0,6) @S in
Definition 2.22.
We rewrite (1.14) as
WX =AX+ XX+ X+ (CLP @ CHX + ¢
Xo=(a,$)€S.

54

Here we introduced constants 6 € R which will be useful in Sect. 6.
Theorem 5.1 Fix any space-time mollifier x. Then there exist

& &
(€ € i) jel1.2),.6€(0,1]

with C¢_ € Lg(g,9) and C¢

JsYMm J ,Higgs

hold.

(i) For any (éA, o) € Lg(g,9) x R and any sequence (CD‘S ,0°) — (CO'A, g)ase
0, the solutions X to the system (5.4) where

€ Lg(V,V) such that the following statements

Ch=(0°)Cf  +(e9)'Cs . +C5. (5.5)

Cé) = (0'8)2Ci1—1iggs + (08)4C§,Higgs - m2
converge in S*°' in probability as ¢ — 0.
(ii) The limit of the solutions depends on the sequence (C%,a°) only through its

limit (Ca, o).

Remark that Theorem 1.7 clearly follows from Theorem 5.1. The rest of this sec-
tion is devoted to the proof of Theorem 5.1, which we give in Sect. 5.3. To set up the
regularity structure, we represent the Yang—Mills—Higgs field X by a single type de-
noted as 3, and we set W; = E. The noise £ is represented by a type [and accordingly
we set Wi = E. Our set of types is then specified as £ = £, UL _ with £, = {3} and
£_ ={1}. We write £ = £ x N3*!, and (e,-)?zo for the generators of N3*1,

Let « € (0,1/100].19 The associated degrees are defined as deg(3) =2 — « and
deg(l) = —5/2 — k., and the map reg : £ — R verifying the subcriticality of our sys-
tem is given by reg(3) = —1/2 — 4k and reg(l) = —5/2 — 2.

We also set our kernel space assignment by setting X; = R and we define a corre-
sponding space assignment (V)¢ ¢ according to (4.1) —this space assignment is then

used for the construction of our concrete regularity structure via the functor Fy as in
[22, Sect. 5].

Remark 5.2 Here we have taken a smaller set of types, namely, if we followed the
setting as in [22, Sect. 6] we would have to associate a type to each component of
the connection and the Higgs field, and each component of the noises, and the target
space W would be either g or V depending on the specific component.

10we will impose additional, more stringent, smallness requirements on « for other purposes later.

@ Springer



Stochastic quantisation of Yang—Mills—Higgs in 3D 599

The form of (1.9) motivates us to consider the rule R given by R(0) def {®} and

o def (~ .
RG) = {1, 39;5, 533:1<j <3} . (5.6)

Here for any t € £ we write t = (t,0) and 9t = (t, ¢;) as shorthand for edge types.
We also write products to represent multisets, for instance 39;3 = {(3,0), (3. ¢;)}. It
is straightforward to verify that R is subcritical, and has a smallest normal extension
which admits a completion R in the sense of [10, Sect. 5] that is also subcritical and
will be used to define our regularity structure.

We also obtain a corresponding set of trees T = T(R) conforming to R. As in [22,
Sect. 7], we write E = jm)(l), and write E € J[E] ® E for the corresponding E-
valued modelled distribution. Recall that & = id, the identity map under the canonical
identifications T [E]® E ~ Vi® E ~ E*® E >~ L(E, E). For this section and the rest
of the paper, we will adopt the usual graphical notation (e.g. [22]) for trees: circles ©
for noises, thin and thick lines for .¥; and j(;,,e_,-) for some j € [3]; see Sect. 5.1 for
examples. We will also sometimes write 9;.%; for J;.e)-

For the kernel assignment, we set K; = K where we fix K to be a truncation of
the Green’s function G(z) of the heat operator as in [22, Sect. 6.2]. In particular we
choose K so that it satisfies all the symmetries of the heat kernel so that, with the no-
tation in Sect. 4, for any o € S3, 7 € {—1,1}3 and z € R x T¢, one has K(o " 'rz) =
K(z). We also fix a random smooth noise assignment & = 0°£° = 0°£ * x°.

Remark 5.3 Within the rest of this section, to lighten our notation, we will simply as-
sume that C§ = Ca and 6 = o (except for the very end of the proof of Theorem 5.1).
This will not affect any of the arguments in this section.

Following the notation in [22, Sect. 7], for A € o &ef I1 oce Wo we write its com-
ponents in the following way:

def def = def
XSAGo, 3X=Age, ESAq (5.7

and 0X = (01X, X, 03X) € E3. We then define the nonlinearity as Fj(A) =idg
and, in the notation of (1.15),

F,(A)=XdX+ X3 +C;X + E (5.8)

where C; &« Co‘f3 ® (—m?).

Remark 5.4 Here and below, we always use purple colour (see the colour version
online) to identify elements A € o and their components.

5.1 Mass renormalisation

Recall that T_ = T_(R) is the set of all unplanted trees in T with vanishing polyno-
mial label at the root and negative degree. Define the subset

3
o & {t e¥_: Zni(r) and |{e € E; : t(¢) = [}| are both even} 5.9)

i=1

@ Springer



600 A.Chandraetal.

where n(t) = (no(), ...,n3(r)) € N**! is defined in (4.3), E; denotes the set of
edges of 7, and we write t: E; — £ for the map that labels edges with their types.

Recall from [22, Prop. 5.68] that to find the renormalised equation, we aim to
compute the counterterms

Z (¢, [Tl ®@idw) Y([T](A) . (5.10)
TeT_

Thanks to Lemma 5.5 below, only trees in T will actually contribute to (5.10).

Lemmab5.5 Let T € X, then (¢

BPHZ

[t]#0= T € To.
Proof We first note that by convention ¢£, [t]=0fort e T\ T_.

Now, if we define T = (T, O, o, r) € Tran by setting T, O, and o to be identity
operators and r = (—1, —1, —1) then we have that £ and K are both T-invariant,
so we have €5 o T*[t] =42 [r]by Lemma4.5. On the other hand £, o T*[t] =

(—I)Z?‘Ll ni(®) e [t]. Therefore, if Z?:l n;(t) is not even, we must have £, [t] =
0.

The second constraint defining T2 can be argued similarly by setting T; = —idw,
and then T}, S, 0, and r to be identity operators.

Remark 5.6 Note that, since d = 3, the term ¢ 5 X leads to trees of the form
I (T)J(a,ej)(J‘3 (1)) with degree —x. However, by Lemma 5.5, the BPHZ character
vanishes on each of these trees since it has an odd number of derivatives. This is im-
portant because it is convenient for the constants C¢_and C% appearing below to be

YM Higgs

independent of the constant ¢ 5
One of our key results for this section is the following proposition.

Proposition 5.7 Suppose t € T=". Then, for any v € T*, there exists Cy, €
L(W;, W;) such that

(W ®idw)T;[T1(A) =Cy X .

Furthermore, there exist C:, € Lg(g, 9) and Cf, € Lg(V, V) such that

Higgs

3
> @, Ir @ idy) Tl = (DA & €0,
i=1

TET_
where X = ((Ai)?zl, DegddV= W;, and the linear maps C3,, Cy . have the
forms
Cl,=0’Ci, +0'Ci, and Ci =0°Cj, +0'CS (5.11)

where for j € {1, 2}, the maps C¢

iw€Llc(g.9) and ijm € Lg(V,V) are indepen-
dent of o. ‘
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Proof The first statement, that the left-hand side is a linear function of X, is shown
in Lemma 5.12. The second statement is proven in Lemma 5.13. g

Before going into the proof of Proposition 5.7, we give an explicit calculation of
(5.10) at the “leading order”. This will not be used elsewhere but demonstrates how
the “basis-free” framework developed in [22, Sect. 5] applies to an SPDE where the
nonlinearities are given by three intrinsic operations: the Lie brackets, the bilinear
form B, and the natural action of gon V.

Until the start of Sect. 5.1.1, consider d = 2,3. As in [22, Eq. (6.7)], T =
{€r, 20,2} consists of all the “leading order” trees, i.e. trees of degree —1 — 2«
for d =3 (resp. —2« for d = 2) that contribute to (5.10). Denoting (t;) (resp. (v,))
an orthonormal basis of g (resp. V), our claim is that, at the leading order, the renor-
malisation is given by the following natural G-invariant linear operators:

adcas: g — ¢ Ceas: g— 0 0(Cas): V>V
A1, [, All A B(v, ® Avy) P~ B, ® P)v,
with Einstein’s convention of summation.

Remark 5.8 The first map is indeed adc,s with Cas =1 ® t; € g ® g the Casimir
element, see [22, Remark 6.8]. For the last map we note that by (1.5) and the fact that
the representation is orthogonal,

B(U;L ® D) Uy = Q((B(vp. ® D), ti)gti) Uy = <v/u o) ®)v Q(ti)vu
= (0(t)) vy, 0t Py 0 (1)@ (1) vy = (v, @(1:)* Py vy
=0(1)*® = g(Cas)® .

We remark that adcys is a multiple of idg when g is simple, and o(Cas) is a multiple
of idy when the representation is irreducible (see [60, Prop. 10.6] for a formula of
this multiple). For the map Cc,s, one has

CeasA = (B(v, ® @(A),). 1) gt = (v, 0(t)@ (A, )vt; = tr(a(t)a(A)L; .

which is just the contraction of Cas with A € g using the Hilbert—Schmidt inner prod-
uct on End(V). It is easy to check their G-invariance.

Following the notation of [22, Sect. 6], but with dimension d and the Higgs field
®, one has!!
¢ 1=, [5]=—C*Cov,  ( [*/]=—C*Cov,

BPHZ

where Cov is as in (1.10) and

c* “éffdz Kf(z)?, C° déffdz 3K (2)(0;K % K°)(2) .

11T avoid any confusion with other renormalisation operators we consider later, we remark that C¢ and
C¥¢ defined here are only used within Lemma 5.9 and Remark 5.10.
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Here, the index j € [d] is fixed (no summation) and Ce is clearly independent of
it.

Lemma 5.9 We have > (e

TEF feaq ©“BPHZ

[r]1®idg)Y;[T1(A) = 02 L, X where

def
Lmd =

- R N - ®d
(€1 =d)C* + (6d - 8)C)adews + (4C° = C)Ceus)
® ((2dé‘8 — dC®)o(Cas) — C_‘gidv> .
Proof (Sketch) By straightforward calculation one has'?

(€, 121 @ i) T, [£21(4) = € (((4d — S)adcas +2Ccu) ™ @ 2d(Cas) ) X ,

(£, 01 @i T, [D14) = € (((2d — 3)adews +2Cca) ™ 90) X ,

(5, [V 1 @) Y[ 1(A)
_ J '
= CS(((I — d)adcas — Ccas)® @ (—do(Cas) — 1dV))X.
Adding all these identities we obtain the claimed map L. Il

Remark 5.10 C¢ — 2dC* converges to a finite value as ¢ — 0, which essentially fol-
lows from [22, Proof of Lemma 6.9]. So when d = 3, both the coefficients of adcas
and Ccys are divergent (at rate o~ HY). Interestingly, if d = 2, the coefficients of
adcas and Cc,s both converge to finite limits (which was shown in the case without
Higgs field in [22, Sect. 6]). With this remark and Lemma 5.9 one should be able to
extend the main results of [22] to the Yang—Mills—Higgs case in 2D by following the
arguments therein.

Note that there are a large number of trees in T besides the ones in Lemma 5.9,
for instance

:lia V\/Va \\I/Iy <<<,’ \</7 <(<,7 \</’ \<<\/7 etc.

Below we develop more systematic arguments to find their contribution to the renor-
malised equation.

5.1.1 Linearity of renormalisation

We prove the first statement of Proposition 5.7, namely we only have linear renor-
malisation. Note that for each T € T_(R), Tz[T](A) is polynomial in A (namely, in
X and its derivatives). Obviously it suffices to show that each term of the polynomial
is linear in X. Fixing such a term, we write px and pj for the total powers of X and

I2ZFor instance, in the first identity, ZC‘ECCaS is obtained by “substituting” 2.7 (A ;9; ®) into B(9; ® ® @)
for &, and ZdCA‘EQ(Cas) is obtained by substituting J(B(BJ- ®® D)) into24;9;P for A;.
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derivatives respectively in this monomial, for instance for X9 X we have py =2 and
py=1.

It turns out to be convenient to introduce a formal parameter A and to write the
nonlinear terms of our SPDE'3 as AX9X + A2X3. Since 73[ ] is generated by it-
erative substitutions with these nonlinear terms, each term of Té[r] comes with a
coefficient A"* for some positive integer n; . For instance Y 2,[‘ 7 1 is associated with
n, = 4.

For a fixed tree T we also write kg = |{e € E; : t(e) = 1}] for the total number
of noises and ky = 21‘3:1 |nj(7)| for the total number of derivatives plus the total

powers of X. (Recall (4.3) for relevant notation.) For instance for the tree ‘v\' we
have kg =4 and ky = 2.

Lemma5.11 Let T € ¥_(R). For each term of Y_';,[r] which is associated with num-
bers (ny, ky, ke, px, pa) as above, we have

ke =n; +1—px, (5.12a)

ny+ky+ pa=0 mod2, (5.12b)
n, 5  px

d =— — — 4+ — — kgk . 5.12

eg(t) > 2-|- > + py — ke (5.12¢)

Proof For t =X [[/_, .3, (t;) where o; € £, recall our recursive definition
def ql ag -
Y [T] X7(a D01 te Dom Tg [1] (Tol [t1],. o,,, [Tm]) (5.13)

where 'Y"é [11=1Q® (AX3dX + 12X +£). Since our SPDE has additive noise, we only
need to consider the case 0; € £ X N4+ for all i € [m]. By linearity it suffices to
prove the lemma assuming that Ya [t] is monomial. Also note that it suffices to show
the case ¢ = 0, since increasing |¢| by 1 amounts to increasing each of py, k3, deg(t)
by 1, which preserves (5.12a)—(5.12c).

We prove the lemma by induction. The base case of the induction is 7 = & = Z;[1]
which has deg(t) = —5/2 — «, and its associated five numbers (n;, ky, kg, px, ps) =
(0,0, 1,0, 0) obviously satisfy the three identities.'*

(@) k(t) k(!) @ @)

For each 1 <i <m denote by (n, Px » P ) the numbers associated to

each To,- [zi], and our induction assumptlon is that they all satisfy (5.12a)—(5.12c).
Denote by (n&o),kgo) kéo), pgg) )2 © ) the numbers associated to either the term
1® (AX9X) or the term 1 ® (A2X?), which are (1,0,0,2,1) and (2,0, 0, 3, 0) re-
spectively. It is easy to check that these satisfy (5.12a)—(5.12c¢) since deg(1) =0

130ne can eventually take A = 1, but having these coefficients will be helpful for power counting: pretend-
ing that A has “degree —1/2”, these nonlinear terms all have the same degree as white noise.

14We do not start the induction from 7 = 1 since it does not satisfy the last identity: Tz,[l] has a term
1® &, for which ny =kg = px = ps =0, and deg(1) =0, so (5.12c) would read 0 = —%.
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From the recursion (5.13) we observe that
=L =Ll = (L) m o
i=0 i=0

and py +ky = 1" O(p(l) + kgl)). Using these relations together with our induction
assumption, one easily checks that (5.12a) and (5.12b) hold for 7.

Finally, observe that if the factor 9 X in X9 X is not substituted (i.e. o; = (3,0)
foralli € [m]), one has deg(t) = Y /-, deg(t;) +2m and py = Y /- pg ), where the
term 2m arises from the increase of degree by the heat kernel. On the other hand if 9 X
is substituted by some Y, [7;] (i.e. 0; = (3, ¢;) for some i € [m] and j €{l1,2,3)}),
one has deg(t) = ) ;- deg(z;) + 2m — 1 and py = (3L, p, )) — 1. Using these
relations and (5.14) as well as our inductive assumption, we see that in both cases the
last identity (5.12c) is preserved for 7. d

The following lemma shows that we only have linear renormalisation.

Lemma 5.12 There exists L € L(E, E) such that

>, 11 ®idp) Y;[rIA) =

TeT_

The map L has the form L = 6*L + 0* L, where for each j € {1,2}, the map Lje
L(E, E) is independent of 0.

Proof 1t suffices to prove that for each tree T € T_(R), we have either (py, py) =
(1,0)or €&, [t]=

The proof easily follows from analysing each possible value of n, (which is the
advantage of introducing this parameter). By the “parity” Lemma 5.5, both kg > 2
and kp must be even, or £2 [t] = 0. Obviously we also have px =0 = py =0.

Let n;, = 2. We look for solutions to!?

3 px
de =——4+ —= 3<0.
2(7) > + 5 +py <
To have even kg > 2, by (5.12a) of Lemma 5.11, px must be odd. To have even kj,
by (5.12b) py must be even. Thus we only have one solution (px, ps) = (1, 0) to the
above inequality. For this solution, by (5.12a), we have kg = 2.
Let n; = 3 and we solve

deg(f)=—1+p7x+l73 <0.
As above, to have even kg > 2, px € {2, 0}. To have even kj, the number py must be

odd. Since whenever px = 0 we must have py = 0 as mentioned above, there is then
no solution to the above inequality.

5 this proof we drop the term —kg« in (5.12c¢) since it is irrelevant after we have chosen « > 0 suffi-
ciently small.
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Consider n; =4 and

deg(r):—%+p7x+pa <0.
To have even ks > 2, px € {1, 3}. To have even kj, the number p; must be even. So
the only solution is (px, py) = (1, 0). For this solution, by (5.12a), we have kg = 4.
Consider n), =5 and deg(t) = "’TX + py < 0. To have even kjy, the number py must
be odd, so there is no solution. Finally for n; > 6, deg(t) > 0. Putting these together
proves the first claim. Moreover, since we have shown above that kg can only be 2 or
4, and o is the coefficient in front of the noise, the map £ has the claimed form. [

5.1.2 Symmetries of the renormalisation

Having proved that the renormalisation is linear in X, we now show that £ is sub-
ject to a number of constraints by symmetries, allowing us to complete the proof of
Proposition 5.7.

Lemma 5.13 For any & > 0, the linear map L € L(E, E) in Lemma 5.12 has the
form L=C; & C @& C;, & Cg,, with C;, € L(g, 9) and C,, € L(V, V). Moreover
L e Lg(E, E), namely L commutes with the action Ad® o of G on E. In particular,
Ci,€Lg(g,9) and C,, € Lg(V, V).

Proof Our proof will repeatedly reference Proposition 4.8, with various choices of
T = (T, O, 0,r) € Tran to prove the various properties of £. We will always choose
T oftheformT =T, ® Ty = T & T forsome T € L(E, E) —recall that Wy >~ Wy; >
E=91®92® g3 ®V where each g; is a copy of g.

We first show that £ is appropriately block diagonal. Fix i € {1, 2, 3} and choose
T = (T, O, 0,r) € Tran as follows. The map 7 acts on E by flipping the sign of the
i-th component, namely for every u € E, let (Tu)lgi = —uly, and (f‘u)|g[¢ = ulg[;.
We then also flip the sign of the i-th spatial coordinate, namely o =id, O =id and
rj=1j% —1;=; forevery j € {l,2,3}.

Observe that our nonlinearity F(A) is then T-covariant, namely F;(TA) =
T, F;(A); this is because, in any term for the g; component in (1.12), the spatial
index j (appearing either as a subscript of A, or as a partial derivative d,) appears an
even number of times if j # i and an odd number of times if j = i. For instance, one
of the terms in the g; component [A;, d;A;] flips sign when A is replaced by TA,
because according to the definition of TA given by (4.4), if j #1i, A; is fixed and
0;A; flips sign, and if j =i, A; flips sign and 9; A; is fixed.

Also, K and &; are both T-invariant, so by Lemma 4.5, both l:ICan and ¢,,,, are
T-invariant. Invoking Proposition 4.8 and Lemma 5.12 we conclude that £X is T-
covariant. Since this holds for every i € {1, 2, 3}, one has £ = Cél) ® CE(Z) ® C§3) ®
¢t with ¢, ¢, ¢ e L(g, g) and C,, € L(V, V).

We now show that the first three blocks are identical. Fixing i # j € {1, 2, 3}, we
choose another T = (7', O, 0, r) € Tran where o € S3 is defined by swapping i and
Jj>r=1,0=id, and T is given by swapping the g; and g; components, namely

(Tw)lg =u|9j ’ (Tu)|9j =ulg; , (Tu)|(9i@gj)L :u|(gi®gj)J' :
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It is easy to check that F(A) is again T-covariant, and the kernel K and noise & are
both T-invariant. Invoking Proposition 4.8 again it follows that £X is T-covariant
which implies that ¢V = ¢? = c® ¥ ¢z .

To show L € Lg(E, E) we choose T = (T, O,0,r) € Tran by takingr =1, O =
id and o = id, and, for any fixed g € G, define T to be the action by ge Gon E.
Note that F'(A) is T-covariant (since each term in (1.9) is covariant), and the noise &,

is T-invariant. Since this holds for any g € G, we thus have £ € Lg(E, E). O

Remark 5.14 1t is possible to show that £ in Lemma 5.12 — 5.13 is symmetric with
respect to the inner product given on E. Indeed, recalling that V = V* is canoni-
cally given by the scalar product (, )y, the action (1.2) is invariant under ¢ > ®*
(with connection replaced by its dual connection, which is locally still represented
by A), and (1.9) is covariant i.e. the transformation (®, ¢) — (®*, £*) just amounts
to applying the dual operation to the second equation. A similar argument as above
can show that £*®* = (L®)* which means that £ is symmetric. If g is simple and
@ is irreducible, and assuming g is surjective, then C3,, Cf . commute with all the
orthogonal transformations and therefore must be multiples of the identity on g and
V respectively.

Remark 5.15 One may wonder if our model “decouples” as g splits into simple and
abelian components and V decomposes into irreducible subspaces. The “pure YM”
part (i.e. the first term in (1.2)) decouples under the decomposition of g, as observed
in [22, Remarks 2.8, 2.10]. The term |d4 <I>(x)|2 (and the corresponding terms in our
SPDE) decouples into orthogonal irreducible components, but the |®|* term does
not. On the other hand, assuming that V is irreducible but g = g1 @ g», by [82, The-
orem 3.9], V=V ® V, for irreducible representations V; of g;. So for A; € g; and
®; eV;wehaveds, 14,(P1 Q@ P2) = (ds, P1) ® P2+ P ® (da, P2); the two terms
are generally not orthogonal, and one does not have any decoupling.

5.2 Solution theory

We now turn to posing the analytic fixed point problem in an appropriate space of
modelled distributions for (5.8). A naive formulation would be

X =G;1,(XdX + X% + ;X + E) + PXo. (5.15)

. . L L def
Here, 1, is the restriction of modelled distributions to non-negative times, G, =

H; + RR where K is the abstract integration operator, and R the operator realising
convolution with G — K as a map from appropriate Holder—Besov functions into
modelled distributions as in [56, Eq. 7.7], and P X is the “harmonic extension” of
Xo as in [56, Eq. 7.13]. However, (5.15) can not be closed in any (724 space, even
for smooth initial data. This is because 1, E € @f‘g’;’;_, so X € 2" would require

3 2
n,a <—1/2,but then XoX € szf at best. Unfortunately, exponents below
—2 represent a non-integrable singularity in the time variable so that we cannot apply
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the standard integration result [56, Prop. 6.16] (which requires n A « > —2) for the
modelled distributions 1, E and X9 x.16

Recall the local reconstruction operator R and the global reconstruction operator
‘R described in Appendix A. The reason that the proof of [56, Prop. 6.16] fails in this
case is that the modelled distributions 14 Z and X'dAX" canonically only admit local
(but not global) reconstructions 7~€1+E and 7@(2\,’ dX) which are defined as space-
time distributions only away from the ¢ = 0 hyperplane. However, Lemma A.4 allows
us to bypass this difficulty if we also specify space-time distributions that extend
R1,.E and R(X9X) tor=0.

More precisely, for fixed ¢ > 0, we can easily define such an extension for 7~21+ =,
and by linearising around the SHE we can similarly handle the product X9.X. Let

U, =0 K * (1;0&°) (5.16)
and consider
X=X4+¥, ¥=x"""1,8),
X =Gy (A% 4 C;x) + GV (Fa ) (5.17)
+ G514 (X0 + WoX + XX) + R(01,208°) + PXo .

where, for a space-time distribution , the notation 7’ f* = ?]{g" f + Rw is defined as
in Appendix A. The space-time distributions in the superscripts here play the role of
“inputs by hand” to the integration operators which replace the standard reconstruc-
tions that aren’t defined a priori. Pretending for now that the initial condition X is
sufficiently regular, the fixed point problem (5.17) can be solved for Xe _@3/ 2+0-
and we can apply Lemma A.4 once we check its condition, that is, 1,50&¢ and
7~2(1+ E) agree away from ¢ = 0 (which is obvious), and the same holds for U, 0,
and 7~€(\i18\i’). The fact that RX solves (5.4) then follows by combining [11] and
[22, Sect. 5.8] along with Proposition 5.7.

Note that we are slightly outside of the setting of [11] because we have replaced
the standard integration operators G; and K ; with non-standard ones with “inputs”.
However the results of [11] still hold because X is still coherent!” with respect to the
nonlinearity (5.8). Coherence is a completely local algebraic property and for each
(t,x) with r > 0, X' (¢, x) solves an algebraic fixed point problem of the form

X2 = I, (X, 00X 0 + X020+ EXE0+E)+ () (518)

where (---) takes values in the polynomial sector of the regularity structure. The
relation above is all that is needed to deduce that X is coherent at (¢, x).

16 Another way to bypass this problem is to let & represent the noise restricted to positive times, that is
we could put the indicator function for positive times inside the model instead of the fixed point problem
for modelled distributions. However, working with a non-stationary noise would create serious technical
difficulties since we would not be able to use [21] to control the given models —in general the trees in T_
would need time-dependent renormalisation counter-terms.

17See [22, Def. 5.64].
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Remark 5.16 Note that there is a degree of freedom in the “¢ = 0 renormalisation”
of (5.17) that could be exploited: one could add to the W,dW, appearing in the su-
perscript any fixed distribution supported on # = 0. This does not affect at all the
coherence of X’ with the nonlinearity, but in fact changes our initial condition. The
fact that we do not add such a distribution in the superscript means that RAX really
does solve (5.4) with the prescribed initial data.

Combining this with the probabilistic convergence of the BPHZ models and the
distributions 1,-0£° and W,3dW, in the appropriate spaces as ¢ | 0, one also gets
stability of the solution in this limit. However, the analysis above depends on having
fairly regular initial data which is not sufficient for our purposes. In order to use this
dynamic to construct our Markov process we will need to start the dynamic from an
arbitrary Xo € S.

As in our analysis of the deterministic equation (2.2) with rough initial data, the
t = 0 behaviour of the term X0dX requires us to linearise about P X and take ad-
vantage of the control over N'(X() given by the metric on S. We thus introduce the
decomposition

X=PXo+W¥+X, (5.19)
where W is as in (5.17), and consider the fixed point problem
X =g, (PXOBPXO +PXodX + X oPXo+ )?a)%) + R(1,-08%)
+G,(Wok + R0 + 27 + €, X) (5.20)
+ G () + GPX00% (P X0 W) + GEIPXo(FaPX) .

Instead of using the spaces 2" of [56], it will be convenient to use a slightly smaller
class of “9 spaces” with .@&' "T'C 22" which impose a vanishing condition near t =
0. These spaces were introduced in [47] and used in [22] for the SYM in dimension
d =2. We collect their important properties in Appendix A.

Imposing Xo € S will give us control over the first term on the right-hand side
of (5.20). We will see that the other products in the first and second lines of (5.20)
will belong to 9 spaces with good enough exponents for Theorem A.5 (for non-
anticipative kernels) to apply, thanks to Lemma A.3 which gives more refined power-
counting for multiplication in 9 spaces than that of for instance [56, Prop. 6.12] for
the usual & spaces. While we choose to use 9 spaces here as a matter of convenience,
it will serve as a warm-up for Sect. 6.4.2 where it is crucial.

Finally the products of modelled distributions in the last line of (5.20) give us
non-integrable singularities, similarly as in our discussion for (5.17), but we can
again appeal to the integration result Lemma A.4 instead of the standard result [56,
Prop. 6.16]. Note that the distributions PXo and \IJS are explicit objects, so we
can again show by hand that PXdW, and W,9P X, converge probabilistically as
e | 0 to some well-defined distributions over the entire space-time. We can argue
exactly as for (5.17) that RX solves (5.4) for every fixed ¢ > 0 whenever X solves
(5.19)—(5.20).

@ Springer



Stochastic quantisation of Yang—Mills—Higgs in 3D 609

Below we first prove the necessary probabilistic convergences mentioned above,
and then close the analytic fixed point problem (5.19)—(5.20). This will complete the
proof of Theorem 5.1.

5.2.1 Probabilistic estimates for solution theory

We start with the probabilistic convergence of models. Let Z¢  be the BPHZ models

BPHZ

determined by the kernel and noise assignments as in the beginning of this section.

Lemma 5.17 The random models Z¢,  converge in probability to a limiting random
model Z,,., as € | 0.

Proof We take a choice of scalar noise decomposition and check the criteria of [21,
Theorem 2.15] which are insensitive to this choice. First, it is clear that for any scalar
noise decomposition, the random smooth noise assignments here are a uniformly
compatible family of Gaussian noises that converge to the Gaussian white noise. We
then note that

min{deg(t) : Tt € T(R), [N(7)| > 1} = -2 -2k > =5/2 = —|s]/2

and the minimum is achieved for 7 of the form “/. Here N (7) is the set of vertices
of t such that v # e_ for any e with t(e) € £_, so the third criterion is satisfied.
Combining this with the fact that deg(l) = —5/2 — « for every [ € £_ guarantees that
the second criterion is satisfied. Finally, the worst case scenario for the first condition
is for T of the form 7 and A = {a} with t(a) = [ for [ € £_ for which we have
deg(t) + deg(l) + |s| = 1 — 4k > 0 as required. O

We now give the promised statement about the probabilistic definition of products
involving the initial data and the solution to SHE. We skip proving the convergence of
1:-0&°¢ since this follows by a straightforward application of Kolmogorov’s argument
combined with second moment computations. In the next lemmas, we recall that G is
the Green’s function of the heat operator and we let (2"°!¢, P) denote the probability
space on which £ is defined.

Lemma 5.18 For each k > 0 there exists k > 0 such that, for all T > 0 and p €
[1,00), G *(¥,0W,) converges in LP ("¢ CX ([0, T1,C~* (T3))) 0 a limit denoted
by G % (Vo). In particular, U0V, converges in LP(Q"5¢; C~2K(R)) to a limit
denoted by WV for any compact & C R x T5.

Proof By equivalence of Gaussian moments, it suffices to consider p = 2. Dropping
reference to ¢ and denoting ) = G * (Y 9W), one has

t
Vi = Vs = (Prey — DYy + / Pry (B,09,) dr (5.21)

Using [56, Lem. 10.14], followed by Lemma 3.3 (with y = 2 and o = 2 — 2« therein),
one has

E‘(/tP,,(\era\i/r)dr, ¢*>‘2
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5/ Gi—r(x = )Gi—; (X = DI, y) = F, DI~ ()¢ (B) drdrdydydrdx

,rEls,t]

< f Gr—r(x — )y — X2 |¢* (x)¢* (¥)| drdydxdi

els,t]

S / (t =)~ 5F x — 279" ()¢ (0 drdxdE S | — s A7
rels,t]

for k >0 arpitrgrily small, where the first bound follows from Wick’s theorem, the

fact that E(W0oW) = 0 thanks to the derivative, and the uniform in & > 0 bound

IEQ" () 80 @) <z — 217 HF (k) ke {0, 1)) . (5.22)

Here ¢ is the rescaled spatial test function as in Lemma 3.4. Setting s = 0 one then
has E|(Y;, ¢*)[* < 1“A7%. Therefore E[(P,—y — DYyl < s*/*|t — s|*/*, which
handles the first term on the right-hand side of (5.21). Since ), =0 for r <0, it
follows from a Kolmogorov argument that E|Y |(Zﬂ (0.71.C— (T) is bounded uniformly
ineg > 0forany T >0 and k > 0. o

To show that ) converges in C< ([0, T],C™*(T?)) as ¢ | 0, it suffices to extract a
small power of € in the corresponding bounds on P;_ ,(\IJ v ) — P r(\IJ 8\118) for
O<e<e.

The final claim follows by applying to ) the heat operator, which is a bounded
operator from C([—T, T],C™(T3)) to C~27¥((=T, T) x T?) and remarking that )/
is continuous over [—7T, T] once we extend it by J; =0 for t < 0. O

Lemma 5.19 For every k > 0 and n € (—1, —%), there exists k > 0 such that, for all
T >0, pell,oc0),uniformlyin) <e<e <1,

E|G % (PX0d¥, — PXod¥;)|” <& 1Xolb,
CF([0,T], crth )
E|G % (W,0PXo — W:0PX0)|” S & Xolf, -

C*([0, T, oty )

In particular, G * (PXodW,) and G * (V0P Xo) converge in Cc ([0, T], C'7+7_K) in
LP(Q¢ P) 10 limits denoted respectively by G x (PXodW) and G x (V9P Xy), and

PXodV, and V,dPX( converge in C"_é_’( (R) in LP(Q"¢ P) 1o limits denoted
respectively by P XodW and WP X for any compact & C R x T3. The maps sending
Xo to any of these limits is a bounded linear map from C" to the corresponding
LP(Q™5¢ P) space.

Proof We apply the same trick as (5.21). Dropping again reference to ¢, one has
! - 2
E|( f Py (P Xod By) dr, 7
N

SIXo2 | G = )G (G — 7) (5.23)

r,rels,t]

< r"2E2 (r, y) — (7, 91719 (x0)¢" ()] drdydFdidxds .
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Since r, r are symmetric, we just consider the regime r < r, so that 2 < /2, By
[56, Lem. 10.14] followed by Lemma 3.3 (with y =1l and e =2n+2 — 2k € (0, 1)
therein for « sufficiently small), the above quantity is bounded by a multiple of

(Xoly | Gir(x = y)r"[x — y| 716" (x)¢" (¥)| drdydxdE

rels,t]

< |X0|3] (t —r)—%r’qx _)E|a_l|¢k(x)¢k(f)|drdxdi <t —s|K)u2"+1_2K.
rels,t]

Setting s = 0 and denoting Y = G * (PXodW), one then has E|(), ¢*) |2 <
< A21H1=2¢ The claim for G % (PXqd¥) and PX¢dW now follows in the same way
as in the proof of Lemma 5.18.

The argument for W3P Xy is similar except we have

4 ~ 2
E|l / Pir(B0P, Xo) dr ¢*)| S |Xol2 f Gir(x = ¥)Gi-7( = 3)
N r,rels,t] (5.24)
1_n

x rITIFE7|(r y) — (7. 5)| VP (1)¢h (B)| drdydFddxdi

and instead of [56, Lem. 10.14] we use Lemma 3.3 twice (first with y =1 and o =
1+1ne (0, %) and then with y = —n and @« = n 4+ 1 — 2k € (0, —n) therein for «
sufficiently small) to bound the above quantity by a multiple of

|Xo|?,/ Gi—r(x — yr3 27373 — )72 R T — y|9H (1)@ (D)| drdrdydadi
r,rels,t]
< X2 R et G :
SIX0 [ Gior(x — y)r7z13 — y|"|¢* (1)¢" ()] drdydxds
rels,t]
SIX0R [ (= TEE AT = 2P g (0 (B)] drdd
rels,t]
< |t _S|K)\'27’]+1—2K .

~

The rest of the proof is again the same as that of Lemma 5.18. g
5.3 Proof of Theorem 5.1

Proof of Theorem 5.1 We first show that the fixed point problem (5.20) is well-posed,
and then argue that the reconstructed solutions converge in S*!.
Fix y € (% + 2k, 2). Writing X as (5.19), we will solve the fixed point problem

(5.19) and (5.20) for X in @Zsi with B > —1/2 as in (Z). Note that

PXoe 3", aPXoe 3" (5.25)
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Moreover, since X € Z, we use the bound (2.3) with | - | b replaced by | - |ox (for

|k| < y) to conclude'® that g; (PXOBPXO) is well-defined as an element of @g’ﬂ.
For }he other terms in the first line on the right-hand side of (5.20), since X €
92217_1’57271, by (5.25) and Lemma A.3 one has

PXodX e V1L XapXxoe VLT

A (5.26)
Oa 1 Sy —1—4k,2—1
XOX € 27 oc ,

where we took « > 0 sufficiently small such that —5« > B . Note that ,3 > —1/2 due
to (Z), and thus min(8 + n — 1,28 — 1) > —2. Therefore, by Theorem A.5,

G,(PXoa& + X oPxo+ X0) € 974, .

provided that « > 0 is sufficiently small. 3
For the cubic and linear term on the second line of (5.20), by the definition of ¥

. - —%=2 I )

in (5.17) and Lemma A.4, we have ¥ € 2", 22/< “ and thus W € 9", 22:« “. Then by
~1- -1-

the fact that P X, X belong to the Z-spaces with exponents stated above, and taking

k > 0 sufficiently small such that n < —% — 2k, one has

Xeg! ’ and thus A3 e 9771723, (5.27)

3
—5—6k

By (Z), 3n > —2 so that Theorem A.5 applies, and we have QZ, (X3 + Co‘a.)c') € -@Zzi
Moreover, one has
—%—21{,;??—%—2/(

X, Xow e 97 . (5.28)

—5-Tk

=1

The condition (Z) again guarantees that Theorem A.5 applies to these terms provided
that ¥ > 0 is small enough. This concludes our analysis for the second line of (5.20).

The terms in the third line of (5.20) require extra care. Indeed, applying
Lemma A.3 for multiplication as before we have

3
=~ = Ay —5—2Kk,—2—4K
Vowed )2, , (5.29)
and
- Ay—l.n—3— ~ Ay p—3—
PXod¥ e d' 1 wapxee 972 (5.30)
2 2

but then the reconstruction Theorem A.2 and thus Theorem A.5 do not apply because
—2—4k <—2and n — % — k < —2. To control these terms in (5.20) we use instead

18Note that the bound (2.3) references classical Holder-Besov spaces but the space of modelled distribu-
tions taking values in the polynomial sector coincides with these classical spaces.
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Lemma A.4, for which we need to check that w is compatible with f for every term
of the form G*( f).

For the last two terms this is immediate since for |k| € {0,1} and 7 # O,
(7~28k \il)(t, x) = ok \ilg(t, x), and since renormalisation commutes with multiplica-
tion by polynomials, for any modeled distribution H taking values in the span of the
polynomial sector, one has 7~3(H3k\il)(t, Xx) = (7~€H)(t, x)(ﬁak\il)(t, X).

For the term GYe9%e (\i:a\i:), since the action of the model on “/ is unaffected by
BPHZ renormalisation (see Lemma 5.5), one has

RWOW)(t, x) = R(¥) (1, x)ROW)(t, x) = V0,

for ¢ # 0. This verifies the conditions of Lemma A.4 which together with (5.29)-
(5.30) shows that the fixed point problem (5.20) is well-posed for ¢ > 0.

The stability of the fixed point problem (in modelled distribution space) as ¢ |, 0
for a short (random) time interval [0, ] then follows from the convergence of models
(Lemma 5.17), Lemmas 5.18-5.19 and (A.1). Here 7 > 0 depends only on the size
of model in the time interval [—1, 2] and the size of the initial condition in S.

We write X° = RA’ in the rest of the argument, where X is given by (5.19) and X
is the solution to the fixed point problem (5.20) for the model Z¢, = over the interval
[0, 7].

We now show that X* converges as ¢ | 0 in C([0, ], S). To this end, let W®
(resp. W) solve the stochastic heat equation driven by £° (resp. &) with initial con-
d1t10n (a,¢) € S, and let us decompose X* = W¢ + X¢. By the above construction,

= RX where R is the reconstruction map for Z¢ . By convergence of models
given by Lemma 5.17, and continuity of the reconstruction map R, X converges in
probability to a limit denoted by XinC* (0, 7) x T3).

We claim further that X¢ converges to XinC ([0, 71, C’”%”‘ (T3)). Indeed, one
has X = Y + X where Y & G % (W3 W) with G the heat kernel and W as above, and
Xr €C(0, 7], C%_"). Then writing W = P X+ ¥ with Xo = (a, ¢) and W the solu-
tion to SHE with O initial condition, we can split ) into four terms. The term quadratic
in P X can be bounded as in the proof of Proposition 2.9, while the term quadratic
in ¥ and the cross terms between PXo and v converge in C([0, T], C"+%_") due to
Lemmas 5.18 and 5.19 respectively. In conclusion, J* — ) in probability (even in
L? for any p € [0, 00)) in C([0, T], C"27(T3)), and therefore X¢ — X in proba-
bility in C([O0, 7], C’7+%_") for any x > 0 as claimed.

To show that X* converges as ¢ |, 0 in C([0, t], S), note that, by assumption (5.2)
(and the condition for 8 therein), we can choose k > 0 small enough such that n +
(n+ % — k) > 1 —26 (which follows from (5.2)-(5.3)), + —K > 2 — & (see above
(5.1)), and n + % — Kk >260(x — 1) (see below (5.3)). Then, by items (i) and (ii) of
Lemma 2.35 respectively, pointwise in [0, 7],

IX% X[ 55 S NS W55+ [X5: X (5.31)

19 = Wlen (18] gt Ry ) 185 = Ry (190 + 1Wen)
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and

185 R0 S 187 = &1y (1K1 g + 1R )

and by Lemma 2.25,

IX* = Xlla,p < 1X° =

|C71+——»< .
Furthermore, by Corollary 3.15, forall 7 > 0

lim sup (W] — Willy g+ 1975 Willg 5+ 197 — Wilen) =
e=>04¢[0,7]

in probability. It follows that there exists a random variable C; > 0 (with moments of
all ordeArs boundeq uniformly in ¢ > 0) such that, for all R > 1 and ¢ € [0, t], on the
event | X;|c—« + | X7 |c—« < R, it holds that

. E(X,) + (X)) < C.R?, and
o |X, — | <e= XX, XJ) <R+ Cee,

-«
where ¢, is another random variable (with finite moments of all orders) such
that ¢, — 0 in probability as ¢ — 0. Using that X¢ > X in probability in
C(o, ], C'7+%_’(), and using Proposition 2.58(ii) to handle continuity at time =0
for the stochastic heat equation, it follows that X* — X in probability in C([0, 7], S)
as claimed.

Finally, we note that X¢ indeed solves equation (5.4) on the time interval [0, 7],
since for smooth initial data the equation (5.20) reconstructs to the same equation that
(5.17) does.

After the initial time interval [0, T], we can restart the equation “close to station-
arity” by solving for the remainder. More specifically, let V denote the solution in
the space of modelled distributions for the remainder equation arising from the “gen-
eralised Da Prato—Debussche trick” in [11] and associated to the model Z: = (we
allow ¢ = 0). Recall that this equation removes the stationary “distributional” ob-
jects, which in our case are 7, and Y ., and solves for the remainder in the space of
modelled distributions %" specified in [11, Sect. 5.5, Eq. 5.16].

def

We start the equation from time 7 and with initial condition vé(7) = X () +
f&(t) where Xfe e C([0, 7], Ci_") is defined as above and f* is defined by

FE@0 = Wet) = 7e(0) + K % (D00 (1) =7 20) (5.32)
where the symbols represent the stationary objects

def def

o= Kx*E°, e S K (0% .

Note that W, — .+ converges in C*°((0, 00) x T?) and therefore K s (V0,) — Y e
converges in CZ_K ((0,00) x T3) in probability as ¢ | 0. Hence f° converges in
probability in C27%((0, 00) x T?) as & |, 0.
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Since the initial condition of V is Holder continuous with exponent % — K, we
. . . . S
obtain a maximal solution for V for which RV converges in C2~<(T3)*! to ROV

(we use here that R®V is continuous with respect to the initial data v®(7), and that
vé (1) — v°(7)). Furthermore, f is chosen in such a way that

REV(T) 4+ %6(1) + {e(1) = X5 (1) .

Finally, for ¢ > 0, it follows from coherence (specifically from [11, Thm. 5.7]) that
REV + % 4+ ¢ solves the equation (5.4) with initial condition X°(t) on [z, T}¥),
where T* is the maximal existence time of R¢V. By the same argument as above
concerning X¢ and W¢ we further see that R*V + 7, + Y ¢ converges as ¢ |, 0 in
probability in S to ROV + 79 + (0. This completes the proof of part (i).

Part (ii) simply follows from the stability of the fixed point problem in space of
modelled distributions with respect to coefficients in the fixed point problem. g

6 The gauge transformed system

We now formulate the first part of Theorem 1.9 precisely. Throughout the section, let
x be a space-time mollifier. Define the mapping

6235 g1> (U, h) e & LT3, Lg(g.9) ® Lo(V, V) x 1T, %), (6.1)
by setting

e dgg™'  and U= Uy Uy)E (Adg,Q(g)) (6.2)

Observe that (6.1) maps &€ into 3¢, the closure of smooth functions in 2.

By Lemma C.1, for any (x, go) € S x &%¢, if we write (X?, g°) for the solu-
tion to (C.1)+(C.2) starting with initial data (x, go) and with ¢® =0 and €%, C5 as
in the statement of the lemma, then we have that (X*, ¢g°) converges in probabil-
ity, as e | 0, in (S x & Q)“" to a limit (X, g). We write A™[Cy, x, go] (X ).
We analogously write Az [Ep x , 8o] for the analogous construction, obtained via
Lemma C.2 to take the limit of the solutions to (C.6)+(C.7) instead of (C.1)+(C.2).

Theorem 6.1 Suppose x is non-anticipative and let C3, C .= be as in (5.11) with

o =1. Fix Cx e Lg(g.9), (a,¢) €S, and g(0) € %, Let Ci=C; + Ca and

Y™

Co=Cl. — m? and let (B, YV, g) be the solution to (1.16). Furthermore, for Ce

Higgs

Lg(g,9), let (A, ® , &) be the solution to
WA =AA; +[A;,20;A; — 3 A; +[A;, Ai]] —B((3; D+ A;®) @ D)
+CRAi+ (Ca—O)32)8 ™ + X+ (@3&&™"),
P =AD+2A;0;®+ A0 — DD+ C5HP + x° x(30) . 6.3)

28 ' =038 H+IA;, 3,981,
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Fig.1 Anillustration (see colour figure online) of the (A, ®) system (blue) (1.14), the (B, ¥) system (red)
(1.16), g (cyan) given by (1.16) (or equivalently (1.17)), and the (A, D) system (green) (6.3). The black
curves stand for gauge orbits. With the choice ¢ A= C, (A, ®) and (A, ®) have the same law modulo
initial condition. As ¢ | 0, the red and green curves on the right converge to the same limit

(A0), (0) = g(0) + (a,¢),  g(0)=¢(0),

where we set g =1 on (—00, 0).
(i) For every € > 0, there exists a smooth maximal solution to (6.3) in (S x &%2)

obtained by replacing & = ((S,)l ¢ ) by 53 = 511<0 + 1,>oé and taking the
8 4 0 limit.

(it) There exists a unique operator Ce LG(g,9) such that for all choices of
(B(0), ¥(0), g(0)) = (A0), ©(0),5(0)) € S x &%¢, (B, W, U, h) and (A, d
U, h) converge in probability to the same limit in (S x &0 9)501 as e 0. Here
U,hand U, h are determined by g and g respectlvely via (6.2).

(iii) The operator C above is independent of Ca and our choice of non-anticipative
molllﬁer X-

(iv) C is the unique value of Ca for which the followmg property holds: for any
(x,80) €S x &% if one writes (X g) = Az [Cy g0 x,g0] and (X,g) =

A [Ea x, g0, then (g+ X, U, h) "X (X, 0, k) in (S x %) where U, h
and U, h are determined by g and g respectively via (6.2).

The proof of Theorem 6.1 will be given at the end of this section. If x is non-
anticipative, then lims o U 55 is equal in law to & by It0 isometry since Uis adapted
and is orthogonal on E. Therefore, when we choose CO‘A = é, the law of (A, 53) —
which does not depend on g anymore —is equal to the solution to (1.14) with ini-
tial condition g(0) « (a, ¢), and Theorem 6.1 implies the desired property of gauge
covariance described in Theorem 1.9(ii) —this property is illustrated in Fig. 1. The
desired Markov process on gauge orbits in Sect. 7 will therefore be constructed from
the ¢ | O limit X = (A, ®) of the solutions to (1.14) where the constants are defined
by (5.5) with ¢ A= C and 6¢ = 1. Remark that, by Theorems 5.1(ii) and 6.1(iii), this
X is canonical in that it does not depend on .

Remark 6.2 The non-anticipative assumption on the mollifier x is used in various
places in the proof of Theorem 6.1(ii). We use it in Proposition 6.38 to relate (6.3) in
law to an SPDE with additive noise, for which the short-time analysis is simpler. Fur-
thermore, under this assumption, C defined by the limit in (6.113) is an ¢-independent
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finite constant; this relies on Proposition 6.43 which requires a non-anticipative mol-
lifier.

Before continuing we describe some of the important differences between the
proof of Theorem 6.1 and the analogous theorem in d = 2, namely [22, Thm. 2.9].
For this comparison, the fact that [22] does not involve a Higgs field is an immaterial
difference.

Firstly, the short-time analysis of the systems (1.16) and (6.3) is significantly more
involved for d = 3 than d = 2. We therefore require control on more stochastic ob-
jects (in addition to the models) which arise from ill-defined products between terms
involving the noise and the initial condition; some of these objects require non-trivial
renormalisation not present in d = 2 (see (6.58) and (6.66)).

We furthermore require a more involved decomposition of the abstract fixed point
problem due to these singularities than for d = 2. This is particularly the case in the
analysis of the maximal solution to the system (6.3) performed in Proposition 6.39,
where we require a new fixed point problem which solves for a suitable ‘remain-
der’. While a similar but simpler change in the fixed point problem was also required
in [22, Sect. 7.2.4], the main difference here is that we need to leverage the fact that
the fixed point for the ‘remainder’ has an improved initial condition. (We already
met similar considerations in the proof of Theorem 5.1, where we used two different
strategies for the time intervals [0, t] and [7, c0) and were able to fall back on the
results of [11] for the latter due to the additive nature of the noise — in the proof of
Proposition 6.39, the results of [11] are not available because the noise is multiplica-
tive.)

Next, note that the parameters C appearing in [22, Thm 2.9] and C in Theorem 6.1
are related as follows: in d = 2, one has the convergence lim, ;o C%, = C°, where C?,
is the BPHZ constant appearmg in Theorem 1.7.'° The parameter C appearing in [22]
would then correspond to C+ C.. 0.

The key difference in our arguments is the use of explicit formulae for renormal-
isation constants in d = 2 vs. small noise limits and injectivity arguments in d = 3 —
without either of these the best one would be able to do in both d = 2, 3 would be
to obtain Theorem 6.1(ii) with the modification that C would have to be replaced by,
say, C, which in principle would be allowed to diverge as ¢ |, 0.

In d =2, Ce can be computed explicitly in terms of a small number of trees,
and it can be shown that one has the convergence lim, g C. = C. This gives [22,
Thm 2.9(1)]. Moreover one can directly verify that, for a non-anticipative mollifier,
C— C,, 0 , s independent of the mollifier. This would prove Theorem 6.1(iii) in d = 2
since in the limit, BPHZ renormalisation removes all the dependence on the mollifier.

In d = 3, C, has contributions from dozens of trees and explicit computation is
not feasible. As mentioned earlier, by using small noise limits we can argue that
C, remains bounded as & 1 0 (Lemmas 6.36 and 6.37). Injectivity of our solution
theory also provides some rigidity and prevents C, from having distinct subsequential
limits (Propositions 6.41 and 6.43). This gives the convergence lim, C .= C which

19This is not true for thggs in d = 2 but again, this makes no difference as the Higgs doesn’t play an

important role in this argument.
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establishes Theorem 6.1(ii). These same propositions also show that the limiting C
does not depend on our particular choice of non-anticipative mollifier which gives
part of Theorem 6.1(jii).?°

Note that while C is independent of the mollifier in both d = 2, 3 we do not claim
that it is a universal?®' constant—our constant C, as well as the constants Cior Che
is fixed only once one has fixed a BPHZ lift of space-time white noise, but the latter
is not canonical since we must prescribe a large-scale truncation of the heat kernel to

perform this lift.
6.1 Setting up regularity structures

As in [22, Sect. 7] we will replace the evolutions of gauge transformations in (1.16)
and (6.3) with evolutions in linear spaces —to that end, recall the mapping (6.1). We
next state a lemma about writing the dynamics (1.16) and (6.3) in terms of the vari-
ables (6.2).

Below it will be convenient to overload notation and sometimes write g for the
direct sum of the adjoint representation of G on g and the representation of G on
V. Note that we also write g for its derivative representation (except in the proof of
Lemma 6.3 where we will use g instead since the distinction is conceptually more
important there), but the meaning of ¢ will be clear from the context.

Lemma 6.3 Consider any smooth B: (0, T] — QC® and suppose g solves the third
equation in (1.16). Then h and U defined by (6.2) satisfy

(0 — AYhy = —[hj,0;h;1+[[Bj, hjl, hi1+ 9;[Bj, hj], 64)
(& — AU =—0(h)*U +o((Bj. h; DU . '

Proof The derivation for the equation of % is exactly the same as in [22, Lem. 7.2]
since it does not rely on any specific representation, and in particular the third equa-
tion in (1.16) for g can be rewritten as

(%8)g~ ' =;h; +(Bj, hjl. (6.5)

Given any Lie group representation ¢ : G — GL(V) for a vector space V and its
derivative representation ¢ : g — L(V, V), (6.5) implies that the function U : ™ -
GL(V) defined by U = o(g) satisfies (6.4).

Indeed if h; = (9;g)g~! for i € {0} U[d], then a(h;) = 9;(0(g))e(g)~" and so in
particular 3;U = @(h;)U. This identity has two consequences:

AU =0(3:;h)U + 8(hi)*U ,
_ 1y, (6.5) -
0U=0(%gg HU = 0@0jh;+[B;,h;DU .

These two identities together then yield the desired equation. g

20That ¢ doesn’t depend on ¢ ‘A can be argued with power-counting and parity, see Remark 6.8.
2lsuch as the 1/24 that appears in KPZind = 1.
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Define U and 4 as in (6.2) using g from (1.16), and U and h as in (6.2) using g
from (6.3). We can then rewrite the “unrenormalised” equations of (1.16) and (6.3)
respectively as

(3 — A)B; = [B;,20;B; — 3; Bj + [B;, B;1] (6.6)
—B((3; ¥ + B;W) ® V) + CaB; + Cuhi + Ug(x° % &) ,
(0 — M)W =2B;0;V + B;W —m* ¥ — |[W[°W + Uy (x° %) ,
combined with (6.4) for the evolution of (U, h) and
(O — A)A; =[A},20,A; — 3 A; +[A}, Al (6.7)
—B((0:® + A;®) ® @) + CaA; + Crhi + x°  (Ugki),
(0 — AP =24;0;D+ A3d —m*® — | O + x* * (Uy{) .

again combined with (6.4). Note that in the nonlinear terms such as Bj2.\1f we are
implicitly referencing the derivative representation of g on V.

To set up the regularity structure, as in the previous section, we combine the com-
ponents of the connection and the Higgs field into a single variable: X = ((4;)>_,, ®)

=1

and Y = ((Bi)f: 1» V). Recall the notation & &ef ((Si)?: 1» ¢). Our approach is to work
with one single regularity structure to simultaneously study the systems (6.4)+(6.6)
for (Y, U, h) and (6.4)+(6.7) for (X, U, h), allowing us to compare their solutions at
the abstract level of modelled distributions. In fact, we will set it up in such a way that
in the ¢ | 0O limit, the two solution maps associated to each of these systems converge
to the same limit as modelled distributions. )

Let ¥ > 0. We introduce the label sets £ def {3,m,b,b',u} and £_ o {(,} and

set their degrees to

2—«k te {3 m},
def | 2 te{h,u},
deg(t) =
eg(t) { (=

—5/2—k tefll}.

We briefly explain the roles of the types introduced above. Regarding noises, [ repre-
sents the noise x° * & in the (B, W) equation (6.6), while [ represents the noise & in
the (A, ®) equation (6.7).2

To understand the roles of the types 3 and m, observe that when writing (6.7) as
an integral equation we are in an analogous situation to the one described in [22,
Sect. 7.2], namely the term U &= (U gé,-)le, Uvg) appearing on the right-hand side
is convolved with a mollified heat kernel G * x® while the remaining terms are con-
volved with an un-mollified heat kernel. This requires us to use two types to track

22T11e ‘:bar” in the notation [ indicates the “mollification at scale &”, and has nothing to do with the “bars”
in (A, ®).
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the RHS of (6.7): we use m for the term U£ and 3 for everything else. As in [22,
Sect. 7.2], we also use 3 to keep track of the entire RHS of (6.6).

One difference in our use of types versus what was done in [22, Sect. 7] is that
here the RHS of the equation for % in (6.4) is also split into two pieces using the
types b and b’. Since we are working in dimension d = 3, power counting after an
application of Leibniz rule would suggest that the terms 9;[Bj, h;] could generate
a number of counterterms, but by keeping them written as total derivatives we can
easily verify that no counterterms are generated. To implement this we use §’ to keep
track of the terms [B;, h ;] with the understanding that in the integral equation for /
coming from (6.4), the terms associated to §’ should be integrated with the gradient
of the heat kernel, while b tracks the rest of the RHS of the /& equation in (6.4) while
u tracks the U equation.

We will specify the corresponding rule R later, but it will be subcritical with re-
spect to the map reg : £ — R given by

—1/2 -4k te{zm},
reg(® def f1/2=5k  te {b,b'},
3/2—5¢ t=u,
—5/2—2 te{l1},

provided that ¥ < ﬁ (more stringent requirements on « will be imposed for other
purposes later). Our target space assignment (Wy)c ¢ is given by

E te{zm L1,
W & g3 te{h. b}, (6.8)
Lg.g)®L(V.V) t=u,

and our kernel space assignment (K)¢c ¢, is given by

R? t=y,
jo— b . 6.9)
R  otherwise.

The assignment (Vi) (cg¢ used to build our regularity structure is then given by (4.1).
We now specify our rule?®

RO=RO={1}, R(m)={ul},

R(w) = {u®, uqe : g€ 3, m}, ve {h,h'}),

R(h) = {vd;v, qv° s q € {3, m}, ve (b, b'), j €[dl}, (6.10)
RM)={qr:qefzm}, ve{h. b},

RG)=1{q. v, 933. 99;d, ul, ul: q.4,3€ {5 m}, ve{h, b}, jeldl}.

23 A5 in [22], the choice to include {ul} e I%(g,) isn’t directly motivated by the systems associated to (6.6)
and (6.7) but is needed to compare these two systems, see e.g. (6.87).
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It is straightforward to verify that R is subcritical with respect to deg (for reg defined
as above), and has a smallest normal extension which admits a completion R and
that is also subcritical. We use R to define our regularity structure and write T for
the corresponding set of trees conforming to R. As in Sect. 5 we write E = J((,0)(1)
and E = J(-[’O)(l), and later we will also use the notations £ € T[E]Q E and Z €
J[E] ® E for the corresponding E-valued modelled distributions.

The kernel assignment K ) = (Ktm :te £y) is given by

K tefsbhu},
KO ={Kk* t=m, 6.11)
VK t=§,

where K¢ = K % x°®.
Our noise assignment £%¢ = (¢;: [ € £_) is given by

=0y’ xE=0", =o'y xE=0"¢". (6.12)
Namely, [ indexes the noise £ = 0¥ x© % & in (6.6), while [ indexes the white noise
o°£ in (6.7) — we have replaced & with £° above since it is convenient to work with
smooth models, we will later take, for ¢ > 0, the benign limit § | O to obtain (6.7).
The label m is used to track the term U & in (6.7) —these terms are treated separately
because they are hit by a mollified heat kernel, which is why we defined K,(ﬁ) =K°*
above.
We now fix two nonlinearities F = @ ¢ Fi, F = @, Ft which encode the
systems (Y, U, h) and (X,U,h) separately. For t € £_ we set Fy = F¢ =idg (recall-
ing that T[E] ® E ~ L(E, E)), and set, similarly as in (5.7),

def def

Y =460, Y =Age,
def . def

hE Awo +Aw.0, 3= Age) +Awp.e). (6.13)
def o g def = def

UZAwo, 0UZ Awe) s o= A -

We also write U = Uy @ Uy € L(g, 9) ® L(V, V) and similarly decompose 9;U =
0jUg @ 0;Uy.
Recalling the convention (1.12), overloading notation 2 = (4, 0) and writing

C;=CPao(-m?), Cy=CPao0, (6.14)

we define
FA) ¥ yvoy + Y3+ ¢,y + Egh+ UE. (6.15)
Moreover, writing /; défhlgi, 0jh; &ef djhlg;,and B; &ef Ylg;, we define
def

Fy(A)lg; = —lhj, 0jhi1+ 1B}, hjl, hil, 6.16)

def
Fiy(A)lgmiersoa: = li=k[Bj, hl,
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where (ex) is the canonical basis of Vi = R? and the index j is summed over
{1, 2, 3}; and finally

FuA) Y —0(h)2U +0(Bj.h, DU . Fu(A)=0. (6.17)

Remark 6.4 By [22, Sect. 5.8] the nonlinearity Fy takes values in Viy ® Wy = R*®
g> = ¢33, although it has a special diagonal®* form with identical entries. This is

because Fyy here describes a gradient of a g-valued function.

Regarding F, we set

def — def
XE Ao +Amo . WX ZE AGen +Ame » ES Aw) -
and £, 8_,-5, U in the same way as (6.13) above,
def 3 def
FZ,(A) XoX + X° +C3X+Cbh Fm(A) Uz,

and define Fb, Fhr w in the same way as Fy, Fy, Fy, except that 7, U, B are
replaced by /7, U

We write A4 for the space of all models and, for ¢ € [0, 1], we write .#, C .4
for the family of K )-admissible models. We also define £%:¢ € S C F* to be the

BPHZ character associated to the kernel assignment K ) and the noise assignment

4-5,5'
6.2 Renormalisation of the gauge transformed system

The following proposition is one of the main results of this section and describes the
form of the BPHZ counterterms that appear in (6.6) and (6.7) after renormalisation. In
order to write these counterterms in a clean form, we will want to impose a nonlinear
constraint on U and £ that is consistent with (6.2). Recalling that of =[] ecg We, we
define

Definition 6.5 We define s C o to be the collection of A € o such that U € Im(Ad&®
0) and @(h;) = (3;Ug)U ;" foreach i € {1,2,3}.%

Proposition 6.6 Forte {u, b, b} and any A € A one has

(@ @idw) Tt (A) = (€5 @idw) Tt (A)=0. (6.18)

24The framework of Sect. 4 allows for cases where the nonlinearity would have a non-diagonal form and
the “components mix”, for instance the Navier—Stokes equations with div(z @ u) where u @ u takes values
: 3x3
in R7%7.

25Here, when we write o(h;) the notation ¢ means the adjoint representation of 2; on g.
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C%¢ e Lg(g,9) and C>¢ € Lg(V,V)

YM ? 7 Gauge’  Gauge Higgs

Moreover, there exist operators C se e
such that, for any A € 4,

3
. _F
(€5, @ idw) Y[ (4) = (D €L+ Clhi ) © CLY
i=1
- (6.19)
. _F - ~ =
S @ et ) = (i + i) @ s,
te{z, m} i=1
where C; and Cy,, are the same maps as in Proposition 5.7. One also has the con-
vergence
imC =C | 1mC =c2 | and €% Elimcie . (6.20)
S\LO 6l,0 iggs iggs auge BLO auge

Finally there are C¢ , C¢ C% e Lg(g,g) and C3¢ e Lg(V,V) for j €

,yM? 7 J Gauge® 7 J,Gauge ] »Higgs

{1, 2} which are all independent of o, such that

C: =¢°C?

Gauge 1, Gauge

+otcs . and C¥=02C)E +otCht (6.21)
where o € {YM, Gauge, Higgs}.

The proof of Proposition 6.6 requires many intermediate computations and is de-
layed to the end of Sect. 6.3. We note that the situation here is more complicated than
Proposition 5.7, in particular the number of trees of negative degree that appear is
much larger and power-counting arguments as in Lemma 5.11 do not get us quite as
far because of the presence of components U and / of positive regularity. We will
have to combine power-counting and parity arguments in a more sophisticated way.

As before, we define T_ the set of all unplanted trees in T with vanishing poly-
nomial label at the root and negative degree. To impose parity constraints, we define
the following sets of trees where we recall the definition of n(7) in (4.3) and write
n(t) = (no(1), ..., nqg(r)) e N+l

d
TP = {T €T: > ni(1) + |{e € Er : t(e) =1} is even ] : (6.22)
i=1

‘Iev,noi — {T €T |{ec E; :te) =_[}| is even} .

The first set above enforces that a tree has “even parity in space” while the second
enforces that a tree has “even parity in the noise”. We also define T°%5P and Fod-noi
analogously with “even” replaced by “odd”. We set T° = T_ N TP N Fev.noi,
Note that some of our notation in this section, like ¥ and T*, collide with notation
we used in Sect. 5 but which definition we are referring to should be clear from
context—namely in this section we are, unless we explicitly say otherwise, always
referring to the definitions made in this section.®

26 ater, in Sect. 6.2.1, we will refer to sets of tree introduced in Sect. 5 but use a different notation to
distinguish them.
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We have the following version of Lemma 5.5 which is proven in exactly the same
way.

Lemma6.7 Let T € T, then €5¢ [t] # 0= T € To. O
Remark 6.8 A generalisation of Remark 5.6 also holds in the present setting. In par-
ticular, recalling ¢ 5 and ¢ p from (6.14), ¢ j cannot generate any new renormalisation
by power counting and the counterterms generated by ¢ ; are of the same type as in
Remark 5.6, with the BPHZ characters vanishing on them by parity. This implies
again that the constants on the right-hand side of (6.19) do not depend on ¢ 5 Or ¢ b-

In what follows, we will first show that the (Y, U, k) system only requires renor-
malisation terms that are linear in (¥, /) in the ¥ equation. We then point out how to
get the same result for the (X, U, h) system.

Remark 6.9 We overload our Lie bracket notation in various ways. For (a,-)l‘.lzl,
(bi)?_, € g?, we write [a, b] &f >4 lai,bileg. Foru=vdweg ®V=W,

and b € gd we set [u, b] def [v,bl]eg. Forhegand u € gd, we define [h, u] € gd
componentwise.

The equations for h; and U contain several products that are not classically de-
fined, namely, the term [}, d;A;], and [ B}, h ;] which appears three times. However,
the following lemma shows that BPHZ renormalisation doesn’t generate any renor-
malisation” in the equations for 4; and U.

Lemma6.10 For every T € % one has 'Y'g[r] = T;[r] = Tf[t] =0.

Recall [22, Lemma 5.65, Remark 5.66] that the map Y can be computed by an
(algebraic) Picard iteration as follows. An element A € #, where # is the space of
expansions as in [22, Sect. 5.8], has the form A¢ = Af +> %Xk ® Ak € Hy
where Af € By @ Wi,?® and if A € ¥ is coherent then (up to truncation at some
order),

AR = YF(AA) = (F, @ idw) Tt (AA) = (F @ idw) Fi(A) | (6.23)

where AA & (At,r) € 9. Given A € ol C 7, we substitute it into the right-hand
side of (6.23), and obtain an element AR which together with A yields a new element
A € 7 which is then substituted again into the right-hand side of (6.23). By subcriti-
cality, this iteration stabilises after a finite number of steps to an element which gives
YF(A).

27This also holds in 2D, see [22, Lem. 7.28].
285ee [22, Sect. 5.8.2] for the definition of By.
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We will use a “substitution” notation to keep track of how terms are produced by
expanding the polynomial F on the right-hand side of (6.23). As an example, we
write

US5(E)~o([B, h1)U . (6.24)

The notation B indicates that we replace B with the term on the left-hand side. Thus
(6.24) corresponds to

o([UJ5(E), hhU

which is a contribution to '_Yf [F; (_[)] (since TéF [f] =UE and Q([B, h])U appears on
the RHS for the equation for U'.)

Note that above we are using the convention for Lie brackets given in Remark 6.9
and we set & =idg € T[] ® E. Below, when multiple factors are being substituted
as in (6.26a)—(6.26b) the substitutions should be read from left to right on both sides.

Proof of Lemma 6.10 Denote ) def A; and H def Ay + Agy. We start with the coher-
ent expansion g<o) = UL_YZ(E) + Yo+ 1® Y, where Y is obtained by substituting
both Y in Y3Y by U.J;(E). Here g<,. denotes the projection onto degrees < L. A
substitution U J;(E) ~» [B, h] in the & equation yields qs%’;’-{ =1®h+hy,; where
hp E 0Ty (5E), heTlr1®g>  with T € TP qgodno (6.25)

Considering the term @([ B}, 7 ;1)U in the U equation: by a simple power counting

the only substitutions relevant to Yﬁ [t] with T € T_ are
UJy(E)~ (B, U, (6.26a)
Yo~ @B, iU,  (UJ;(E), hij2)~ (B, h)U, (6.26b)

. . +F . ~ : .
which only contribute to Y, [t] with T € T°41 and 7 € TP respectively. Thus

the claim for Y_‘ﬁ holds.
We turn to the equation for 4;. Conside_ring the term [[Bj, h;], h;], by power
counting the relevant substitutions are U ¥;(£) ~ [[B, /], h] and

(UJ5(8), hija) ~ (1B, k], hl, (UIH(E), hij2) ~ (B, hl, k],

which only contribute to 'YbF[r] with T € 0410 or ¢ € T°45P . Concerning the term
0;[B;, h], the substitution

(UJ5(E), hija)~ B, h]
gives an updated expansion g<1H =1® h + hyo + h1 + X ® dh where

n I [UI,(E). hp] €T[r]®g witht e TP ATV (627)

@ Springer



626 A.Chandraetal.

Now for the term [/, 0;4;] in the equation for A;, the relevant substitutions

hijp~[h,0h], (hij2,h12)~[h,0h], hy~[h,oh]

again lead to trees in T°4"° or TSP which proves the claim for 'i‘g and Tg,. O

We now prepare for our analysis of the renormalisation in the equation for Y equa-
tion by keeping track of the key substitutions involved.

The main difference between renormalising the Y equation versus renormalising
the YMH equation of Sect. 5 comes from substituting for U. The coherent expansion
(up to order 5/2) for U is written as

QS%Au:1®U+Xj ® ;U +Uspp + U
+ (%Xin ®0;0;U +Xo® dU) + Us)2 (6.28)

where the subscripts indicate the degrees (minus some multiple of ¥ > 0 which is
taken to be arbitrarily small). Here the term Ujz,; is obtained by (6.26a) and U, is
obtained by (6.26b). The term Us  is obtained by summing

(UJ3(E),X®3U)~ o(B,h) U god.sp A od.noi

(UI5(E), hp)~ e (B, A DU qevsp godnol (6 29q)
(UJ5(8),X® dh)~ o([B,h U od,sp ( egod;noi
hyj2~ e([B, h])U god.sp  god.noi

(Yo, h12) ~ @([B . kDU OV oLl (6.29D)

Y12~ @B, hDU godmol - (6.29¢)
hij2~e()e(M)U or o(h)e(h)U god.sp  god.noi

Above we have listed parity information for the substitutions as well —recall that the
parities of /11,2 and h; are given in (6.25) and (6.27). Here Y12 is the degree %— term

in the coherent expansion of Y def Ay, which arises from
(UF5(E), UF;(E), UF, ()~ Y3 TSP godnol
(Yo, UJ;(E)) or (UJ;(E), Yo)~ YdY Fev.sp  god.noi
UJ;(E)~YaY, XoU,E)~ UE ~ Fobsp qgodnol

To find all the relevant trees contributing to the renormalisation of the (Y, U, h)
system, we can simply take the trees for the YMH system discussed in Sect. 5 such
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as “/ and replace some of their noises by the trees that appear in g_s Ay E. Intu-
=2

itively one could think of the Y equation as driven by “additive noises” which are &
multiplied by the terms in (6.28).

Remark 6.11 Note that U depends on Yy, and Us,» depends on Yy and Yj . For-
tunately, Yy and Yi,2 only depend on the first two terms on the right-hand side of
(6.28) (since Y, depends on Uy if s — % + 2 < r). This makes some of the explicit
calculations below not too difficult.

6.2.1 Grafting

In this section we make precise the statement above that we compute the renormalisa-
tion of the ¥ equation by using the trees for the simpler YMH equation of Sect. 5. The
purpose of this subsection is to facilitate the proof of Lemma 6.22. Instead of trying
to compute the renormalisation counterterms by hand, we instead use arguments that
only leverage space and noise parity arguments and the relation of the Y equation to
the YMH equation of Sect. 5.

Let < be the set of trees that was referred to as ¥ in Sect. 5. Since our label set
and rule is just an extension of what was introduced in Sect. 5, we have that € C
where ¥ refers to the set of trees we introduced in this section. Since our target and
kernel space assignments in this section are also just an extension of those introduced
in Sect. 5, we also have canonical inclusions ‘3[@] C J[%]. We also write Y™ and
Y™ for the corresponding maps for the YMH system which are defined on I [%].

We write T for the set of all trees T € T N T_ with Y™ 7] #£ 0.

Remark 6.12 We make some observations about the structure of trees T € . First,
any T € T cannot contain any instances of %, ) (X*) for any p, k € N¢T11If this
was the case then one would be able to replace an instance of J; p) (X*) in t with
I;.p) (F; (1)) to obtain a new tree T € T™" for which deg(7) < deg(t) + deg(f). But
since deg(t) < 0, this would violate subcriticality.

Second, any 7 € ™ cannot have instances of XkJ-[(l) for k # 0—since
Y [X5.F;(1)] = 0, this would force Y] = 0.

Putting these two observations together, T € T** imposes that the leaves of t are
given by noises, and there are no products of a polynomial with noises. This will be
useful to keep in mind for some of the lemmas (and inductive proofs) to follow.

We define T, (g stands for “grafting”) to be the collection of all the trees used to
describe the RHS of (6.28), namely,

def - - -
T = (XP: Ipls <5/2} U {Fu(T) : Yyu[T]1#£0, deg(?) < 1/2}. (6.30)
In particular ¥, has as elements the abstract monomials, 732 def Fu(9), and

Wy (050), 2L, 6.31)
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which can be seen by the discussion below (6.28) (or (6.26a)—(6.26b)), and
A(l) def A(2) def e_p
5/2—‘711(‘3*)’(“7*)’(‘)))’ 50 = u(ij’(‘))’
~(3) def ~(4,i,j) def e p ~(5,i,j) def e p
5(/%25 (\1/) 75/2” éju(‘(% 75/2” éju('{)’

which originate from (6.29a), (6.29b), (6.29¢). Here, i, j € {1, 2, 3} represent space
indices which specify the directions of the derivatives appearing on the given symbol.
Again, the subscripts indicate their degrees (modulo a multiple of «). Our list of the
% trees is not exhaustive; we listed only those in TP N god.noi i ce the rest of them
will turn out to be irrelevant in renormalisation.

As described earlier, we will modify the trees T € T by replacing an instance of
[in T by 7l where 7 € T,. We will also say that 7 is “grafted” onto [ in the tree T.
Note that grafting 1 onto some T € T yields 7 itself. For instance, for j € {1, 2, 3},
we have 9;.7; (_[)35 (I) € ©* and two modifications of the tree given by grafting
T =130 = Ju(F;(D) are

(6.32)

I; (Fu(F; (M) 1) F(0)  and 3,5, (DF; (Fu(F;(DT) .

For any 7 € ™" and T € T, we define T[7; 7] C T to be the collection of all the
trees T € T which are obtained by precisely one grafting of 7 onto an instance of [
in 7. More precisely, T[%; 7] is defined inductively in the number of instances of [ in
7. For the base case we have 7 = [ and set T[T; T] = {f_[}. For the inductive step, we
note that any 7 € ™" with 7 # [ can be written

m
T=X ]_[ Io,(T)), m=1, 0j=G,pj)eE, T €T™, (6.33)

and we then set

(6.34)

T[5: 7] = {t T r=X’<Jol(a)~--%,.(f>~-~Jo,,,(fm>}

forsome 1 < j <m and € T[7; 7;]
Remark 6.13 Note that the parity in space / parity in the number of noises / degree of
every tree in T[7; 7] is the sum of the corresponding quantities for T and 7. We also
note that, for (1, 71), (2, 72) € T, x T, the condition (71, 71) # (T2, T2) forces
%[71; T1] and T[72; T2] to be disjoint.
We write Te[T]=| |;c, TIT; 7], and define the following subspaces of T
=T[T], T™=T[T™], and I[f;7]=T[I[7;7]].

We then have the following lemma which classifies the trees in T**".

Lemma 6.14 Let t € T with Y} [t] # 0, then t € T,[7] for some T € T,
Moreover, precisely one of the following statements hold:
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1. T e ™,
2. T € ¥[Xj; 7] for some j € {1,2,3} and

T € TOLSP N Vol N with deg(T) < —1. (6.35)
3. 1 € S[Fu(), T] for some
T € TSP N Todnol q g with deg(T) < —3/2. (6.36)

4. © € T[T; ] for some T given in (6.31).
5. t € E[T; o] for some T given in (6.32).

Remark 6.15 Note that the assumption 'i‘; [t] # 0 is needed because the set of trees T
includes many trees that don’t even appear in the coherent expansion of the ¥ system
(such as [) and the lemma would fail in these cases.

Remark 6.16 The trees satisfying (6.36) are Qe Q’, K, Some examples of trees
satisfying (6.35) are

v, G Ry P %

In fact, (6.35) implies that T can only have 2 or 4 noises. Indeed, since 7 € T¢-"°' N
@™ in the notation of Lemma 5.11, k¢ is even, so by (5.12a) n; — px must be odd;
then using deg(7) < —1 and (5.12a), we see that the only solutions to (5.12a)—(5.12c)

are kg =2 and ks =4.

Proof 1In this proof we keep in mind that parities and degrees are additive under graft-
ing (Remark 6.13).

By the discussion in the beginning of this subsection, for every 7 € ¥ with
T;[T] # 0, there is a unique way of obtaining 7 by choosing some T € ¥ with
Y™ [7]#0, m >0, and 71,..., T, with ; # 1 and Tg[fj] # 0, and then choos-
ing m instances of [ in T and replace them by 711, ..., £, [. Recalling that each tree in
T[7; T] is obtained by only one grafting by definition, to prove the first statement we
must show m = 1.

Now, since we impose t € T_, then, for « > 0 sufficiently small, one necessarily
has deg(z;) > 1 for all j € {1,...,m} and therefore one must have m < 1 unless
T = /. This is because every 7 satisfying the above condition with at least two
noises has degree strictly larger than —2, except for T = “/°.

Suppose T = 44, for which deg(7) = —2 — 2«. Then since T € T_, one must have
m < 2.1f m =2 then one must have 7; = X;; for both j = 1, 2 (since, for 7; not of
this form, one has deg(?;) > 3/2—). However, in this case t ¢ TP, therefore we
must have m = 1. Since T € T_ and deg(?) > 0 furthermore imply deg(7) < 0, one
has T € ™, thus proving the first statement.

We now prove the second statement. Note that the claim that we fall into precisely
one of these cases follows from the disjointness statement in Remark 6.13. The key
point to prove is that the sets in the statement of the lemma cover T*. Write t €
F[t; Tl withT € T, and T € T
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e If7=1thent =7 sot € T™,
If T = X” with |p|s = 2 then we must have deg(T) < —2, which forces T = o or
T =%/, But in both cases 7 ¢ T,

e If T =X for |p|s = 1 then we must have 7 as in (6.35), since parity and degree
are additive under grafting.

Thus all that remains are the cases where T belongs to the second set on the right-
hand side of (6.30) so we assume this from now on.

e There is a single such 7 of minimal degree given by T = %, () with deg(?) =
3/2—. This choice of 7 forces 7 to be as in (6.36).

e If deg(?) = 2—, it has to be one of the trees in (6.31), so we have T € T N
0d:sP which forces 7 to be in V-0l N TodsP 49 well and deg(7) < -2, so
T =%,

e If deg(?) = 5/2— then we must have T = © in order for deg(t) < 0. This in turn
forces T € T°410l N TSP and all such 7 are listed in (6.32).

Thus we proved that 7 is in precisely one of the five cases claimed by the lemma. [J

Below we study the effect of the Y map acting on the trees that appeared in the
previous proof.

The following lemma states that the contribution to the renormalised equation
from trees in T*™* is the same as what was observed in Sect. 5. In what follows,
we overload notation and write U* € L(F, %) for the operator constructed via [22,
Remark 5.19] using the operator assignment L = (L¢)¢c¢ given by setting Ly = U*
if te {[,[} and L¢ = idy, otherwise; namely, U™ acts on & by acting on each factor
Viand V;.

We also note that, while T;MH[‘E](~) should take as an argument an element of
I1 o=G.p).(Lp) W,, there is a natural projection t.o this space from A =[],ce Wo by
dropping all other components, so below we write X" [7](-) with arguments A € o
with this projection implicitly understood.

Lemma 6.17 For any t € ™" one has

S~ YMH

T [01A) = U Y"1 A)

Proof We can proceed by an induction in the number of instances of [ in the tree 7,
appealing to the inductive definition (4.8). The base case of the induction is given by

r=%1) = [ in which case®

where E = idw, € V;{ ® W;. Now for the inductive step we write T € T\ {1} as in
(6.33) and we have, since m > 1 and 0; = (3, p;),

oA YMH

- F
0¥ Dy, +++ Dy, X3 [11= 03Dy, - -+ D, ¥, [1].

29Note that if p # 0 then the desired statement does not hold for t = X” J-[[l] but X7 J-[[l] ¢ TV,
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Then by (4.8) one has

_F - 1 YMH
1! [rlz%x"[akm1 D, Y, [1]](T01[r1],...,Tom[rm])

[0D0, -+ Do, X (U5 T, L U )

S(‘L’)

1 *wk YMH YMH YMH

=35UX [ak o Do, X, [1]](T01 [l Y1)
_U*TYMII[ ]

where in the second equality we used the induction hypothesis, and in the third equal-
ity we used the definition of U* given before this lemma. g

The above lemma shows that if we don’t expand U in the multiplicative noise
U&, the corresponding trees are the same as those seen for the YMH system in the
last section, and the renormalisation they produce will be the same as that stated in
Proposition 5.7. In the remainder of this subsection we will actually expand U (thus
generalising Lemma 6.17), and performing a single such expansion can be formulated
using the grafting procedure we described earlier. For each tree t that comes from
grafting, i.e. T € T[T; T], we aim to describe T;[t].

Before we proceed, a simple example may be helpful to motivate the upcoming
lemmas. Consider T € T[7, T] with T = .%,(7) and 7 =12, as in (6.36). Pretending
that we only have a nonlinearity [ B, [ B}, B;]] in the equation for ¥ and ignoring the

other terms, Y‘;[t] is given by

[USE, [USE, XLIEN+[UTE, [XFE, UKEN 637
+IXTFE [US,E, USE], '

where X = o([U S 5; E,h)U (recall (6.26a)). We can think of this as being ob-

tained by the usual inductive construction of ' except for a tweak that one starts
as the base case with not only E but also XL'E; this will be made precise in
Lemma 6.18. In order to factor out U (to eventually show that the renormalisation
will not depend on U), note that (6.37) can be thought of as being obtained by taking

YMH[ 1=[%E,[SE, T Z1] and inserting o([.%y I8 Z,h]) into each appropriate
locatlon and finally applymg U* in the way explamed above Lemma 6.17 —this will
be formulated as a linear map which brings T;MH[f] to (6.37); see Lemma 6.19 for
the precise formulation.

Given X € I, @ Wy, and 7 € T™ we will define objects (A) ed [Sg[f]] ®

W;. Our definition of Ta is inductive in the number of [ edges in 7. For the base
case, we set

T ) &y (6.38)
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For the inductive step, for T as in (6.33), we set
“r Ay (6.39)

- F _ 7,0 _
S(f) Zxk[ak o - 'DomT;, [1]](’!“0] [t1], . ..,T(,’j ,...,To,,,[rm]) ,

where Y ) =9, p)(T i ) From this inductive definition it is clear that the map-
ping

T, @Wus LT  eT oW,

is linear, and takes T [T] ® W, into T [T; T] ® W; for every T € Te.
In the next lemma we specify & to be the terms appearing in the expansion for U
in (6.28). Recall the shorthand notation 9” U for the components A, ) of A.

Lemma 6.18 For any T € T and T € T,, we have the consistency relation

;Y- s

; M[f](A)(A)

- F
> ITA).
TeX([T;7]
where

ULHIA) = 1 OPUXP if=XP, (6.40)
T .
‘Y‘u[t](A) if £ = 9,(7) .

Proof The proof follows by induction in the number of [ edges in T. The base case
is given by T = [, thenif r € T, [[] one has t = 7[ for some 7 € %, and the result
follows by a straightforward computation: indeed recalling the deﬁnition of T, in
(6.30) and by (4.8) one has

_ 1 _ 1 _
Y] X751 = —XP[87 DYy M](YF 1) = —0" UXPE
p! ‘ p!

Y @S0 = [Du Dy Y ) (E1EL v (1) = YL 712,

which are consistent with (6.38). For the inductive step, we can assume that 7 is of the
form (6.33), and then the claim follows by combining the inductive definition (4.8),
(6.34) and (6.39) along with the induction hypothesis. Indeed, by (4.8) and (6.34)

NG)
Tegf’:;r] S( ) Z Bi rETZ[r:r 1 S(t)

x X [akpo1 ...D(,m?z[l]](wro1 [E1], s Yoy [E], oy Yo [Enl)

where ,5 ; denotes the multiplicity of Joj[fj] in T—we need to divide by this
number because our sum above is overcounting the elements of (6.34) when any
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Jo,;[7;] appears with multiplicity. Here on the right-hand side, we are writing
T = ijol (T1) -+ Fo; (%) -+ Fp,, (Tm) for every fixed j and Z. We then observe that
NG
S(r)
multiplicities. Now using the inductive hypothesis which states that

= Bj since $ introduced in (4.8)+(4.9) is precisely a product of factorials of

o T, U[TI(A
3o, =1 M)
teX[#:7)]
we obtain the claimed identity by (6.39). g

We now introduce the operator on our regularity structure that are related to the
grafting procedure on trees we described earlier.

Lemma 6.19 There exists L, € L(?Tg ® Wy, L(T ™, 97)) with the following proper-
ties
1. Foranyt € T, T € ™, and XL € T [T] ® Wy, Lo X maps T [T] into T [T; T].
2. Forany T € ™,

YLUTSL(A) = U* (L, X) Y1) (6.41)

where U is given by the relevant component of A. Here we are applying the
convention of Remark 4.6 so (z:gat) and U* act only on the left factor of T ®
W, and the notation eU denotes right multiplication/composition by U, that is
the mapping Wy > M +— MU € W,,.

Proof We first define, for fixed X € J, ® Wy, L, X € L(T™,T) by defining
(Lg%) Ig1z for T € ™ inductively in the number of [ edges in 7. For the base
case T = [, we have, forany v e T[l], 7 € Tp,and L =a®@beT[T]@ Wy,

(Lea®@b)v=a-(b*v) e T[t;T]. (6.42)

Here, to interpret b*v, we note that W,, has an adjoint action on Vi~ W;‘ and the
product outside of the parentheses above is just the product in the regularity structure.
This extends to arbitrary X € J[7] ® Wy, by linearity.

For the inductive step, given T as in (6.33) and v; € J[7;] we define

m Xk m

(L)X ] Foy 0 = e D (Foy 1)) -+ T, ((Lg X)) -+ (o, (vm)) -
j=1 j=1

(6.43)

By the definition of the space I [7] and the symmetry of the above expressions this
suffices to define (Lgf,r) Ig1z] and the first statement of the lemma is easy to verify.

The second statement is a straightforward to verify by induction. For the base case
7 = I, we note that for & =a®beT, @ Wy,

U*(LeX) X (A) = U*(L,X)E =U*(a- (b*ef)) ®e;
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=U*a-U*b*e})®@e;i = (U*a @ bU)(ef ®e;i)

[ (U*@eU)X

=[(U*®eU)X]E = (A)

by (6.38), where the {e,-}?iznll(E) are a basis for E and i is summed implicitly. For the
inductive step, by definition of '_T;MH, the right-hand side of (6.41) equals

m k _
Y %[akpm - Doy TN (X5 101 - (LX) o X )
j=1
v X (650, -+ Do, T | (X5 1210, XS T (),
S(‘L_') m J Om

where in the last step we applied the inductive hypothesis and Lemma 6.17. This is
precisely the left-hand side of (6.41) by definition (6.39). O

6.3 Computation of counterterms

Lemma 6.20 Suppose that T is of the form “# or © or satisfies (6.35) or (6.36). Then,
T;M”[f](A) has no dependence on A.

Proof The cases of “+” or o follow trivially from a short, straightforward computation.

To prove the lemma in the cases of (6.35) or (6.36) we invoke Lemma 5.11 and
show that px = py =0.

Suppose that 7 satisfies (6.35). Since deg(t) < —1, kg is even and kj is odd,
the only solutions to the equations in Lemma 5.11 are (nj, ke, ky) = (1,2, 1),
(. ke, ky) = (3,4,3), (na, ke, ky) = (3,4,1), and (px, py) = (0,0) for all these
three solutions.

Now suppose that 7 satisfies (6.36). Since deg(7) < —3/2, k¢ is odd and k; is
even, the only solutions to the equations in Lemma 5.11 are (n,, k¢, ky) = (0, 1, 0),
(ny, ke, ky) = (2,3,0), (ny, ke, ky) = (2,3, 2), and again (px, py) = (0,0) for all
these three solutions. O

In the next lemma we apply Lemma 6.19 to study the U[T](A) introduced in
(6.40).

Lemma 6.21 For every T € {132, 15, fs./z} (see (6.31), (6.32)), writing T = F,(T),
we have

UITI(A) = (U* @ oU)U[Z](h) (6.44)

for some U[%1(h) which depends on A only through a linear dependence on h.
Moreover, if A € i satisfies 0(h;) = (3; U)U ™" then (6.44) also holds for T =X;.

Proof We start with the first statement of the lemma in which case 7 is of the form
T=S@). U Tell, 1, ¥ K( {} since 7 € ™", by Lemma 6.17 one has
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<~ YMH

Ya[f](A) = U*T5 [T](A) where, following as in Lemma 6.20, ’Y‘g”“[f](A) has no
dependence on A. Therefore for each 7 in this set,

YulZ1(A) = Fu[D;(@([B, (D) |(X;[T1(A)) = o ((U* F X" [E], kDU
= (U* @ oU)(@([FuX}"[T], h]))
which is in the desired form. Moreover,
Yo [71(A) = Fiy [ D; (LB, kD] (X 5[01(A)) = [U* Ty X" [0], 1]
where Y}""[*] has no dependence on A. Therefore for 7 & {7, "/},
Yul 7Ty (DIA) = Fu[D; Dy (LB, 1) (Y5[F1(A), Yy [71(A))

_ (g([U*T;M“[f], [U* Ty X1 ], h]])U)
= (U* ® oU).Fy (Q([T;M"[f], [T XL, h]]))

which is also in the desired form. Finally the claim for %, (‘y‘Jh/(‘rJh/(‘f))) can be
checked in an analogous way.

To prove the second statement of the lemma, we note that U* [gx,j= idr so
we have U[X;1(A) = (U* ® oU)(3; U)U'X; = (U* @ eU)@(h;)X; which is of the
desired form. O

To state the next lemma, for every g € G, one can define a natural action of g(g) on
I * as in [22, Remark 5.19] or as above Lemma 6.17, with the operator assignment
L = (L¢)tce with L = 9(g) for te £_ and L¢{ = idvt* otherwise. The following
lemma states that under certain conditions of £ € J* (which in particular will be
satisfied by €2, ), the equation for ¥ only requires renormalisation that is linear in ¥
and h:

Lemma 6.22 Fix £ € T *. Suppose that 9(g)¢ = £ for every g € G, and that £[t] =0
for every T ¢ T,

Let Cy.r € L(E, E) be the same map> that appears in Proposition 5.7.

Then there exists Cy € L(g3, E) such that, for any A € d,

C®idw)T; Q)= Y Cuc¥ + Cih. (6.45)
TN

Proof We first note that we have

Coidy)T W= Y  ®idy)T;rlA)

TeFTyMunFeen

+ 3 Y Y ¢eidy)T; [1A).

TeTmmh £eT, , TeT[4;7]

(6.46)

30Here we also use the symbol £ to refer to its restriction to ?7[‘%]*.
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Here we define ™" C T to consist of all of those 7 as in (6.35) or (6.36), or
of the form “#” or ©. We also define T, ;, C ‘T, to be given by all the symbols that
we graft in Lemma 6.14, namely it consists of X; for j € {1, 2,3} and 73,2 = %, (),
along with all symbols appearing in (6.31) and (6.32).

By Proposition 5.7 and Lemma 6.17, one has for each 7 € T N T,

. - F
€ ®idw,) Y [t](A) =CuyeY =Cp YV

For the second contribution on the right-hand side of (6.46), by Lemma 6.18 and
linearity,

XX Y timw= e

TeT M, h TE{Zg,h TET[‘E 1_—] TE‘IYMHJ‘I

where L (A) = Zfegg i U[T](A). Now, by Lemma 6.21 we can write X (A) = (U*®

o)X (1) for some L which depends on A only through a linear dependence on /.
By Lemma 6.19, the second term on the right-hand side of (6.46) then equals to

(C@idw)U* (LA (M) Y XPU[E]= (UL ®idw,) (L L (h) Y Y[zl

-EE(IYMH,h ferIYMH.h

Using the fact that U is in the image of o(-), one has U£ = £. Recall that T;M”[f] has
no dependence on A thanks to Lemma 6.20. Therefore the last line is of the form Cyh
as desired. g

We now turn to the renormalisation of the ()_( U, ﬁ) system. There are slight dif-
ferences between our book-keeping for (Y, U, h) versus (X, U, h): (i) in the latter
system we use the label [ instead of the label [ to represent the noise; and (ii) the RHS
of the equation for X is broken as a sum of two terms — the first term being U£ which
is labelled by m and the second term which contains everything else being labelled
then by 3.

We write T for the collection of all T € T that contain no instance of [ or m. We
write TF for the collection of all T € T which (i) contain no instance of [ and (ii)
satisfy the constraint that in any expression of the form .%,(7.%(1)) we must have
0 € {m} x N?*!1_ Trees generated by the F system belong to TF and trees generated

by the F system belong to TF. In particular, T € T\ TF = ' [tf]=0and 7 €
TN = Y] = )

Moreover, there is anatural bijection 8 : T — T obtained by replacing any edge
of type (m, p) with (3, p) and noise edge of type [ with one of type [. Moreover, there

is an induced isomorphism © : T[TF] — T[TF] which maps T[] into T[6(7)].
We then have the following lemma.

Lemma 6.23 Givenany t € SF, one has, for any t € {u, b, §’},
YEO()1A) = (@ ®idw) YT [T1(A)

YFO@1A) = (© ®idw,) (Y214 + YL [e1A)) .
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Proof This is straightforward to prove by appealing to the inductive formulae for YF
and YF. U

We can now give the proof of the main result of this subsection.

Proof of Proposition 6.6 Note that £ = ¢%,° satisfies the conditions of Lemma 6.22
(using Lemma 6.7 for the parity constraint and arguing similarly for the invariance of
£ under o(-)). In particular, we see that (6.18) follows from Lemma 6.10; and we also
have (6.45) by Lemma 6.22.

We now turn to proving the first line of (6.19). We will now argue in a similar way
as Lemma 5.13 to show that the right-hand side of (6.45) has a block structure of the

form

3
(@ Clep 4 o hf> ®Ceey (6.47)

Gauge Higgs
i=1

with C%¢, €3¢ € Lg(g. 9), and C2 € Lg(V, V).

Consider T = (T, o, r, O) € Tran chosen by fixing i € {1, 2, 3}, and then choosing
Ttoaton Wy =Wy =2Wi=g @goDg3®V,on Wy =Wy =g, @ go®gs by
flipping the sign of the g; component, and act as the identity on W,,. We set » which
flips the i-th spatial coordinate, and set 0 =id. For O = (O¢)c¢, , we have O¢ =id
except for t = b’ where Ky R3 and we set Oy to flip the sign of the i-th spatial
component.

One can check that our nonlinearity F(A) is then T-covariant, and the kernels
and noises are T-invariant. Considering such transformations for every i € {1, 2, 3}
and applying Proposition 4.8 then implies that the linear renormalisation must be
appropriately block diagonal.

We then show that the blocks associated to different spatial indices are the same.
Again as in Lemma 5.13, we consider T = (T, o, r, O) € Tran chosen by fixing 1 <
i < j <3 and then choosing T to acton Wy >~ Wy, > Wi =g1 @ g2 ® g3 ® V and
Wy =~ Wy = g1 @ g2 @ g3 by swapping the g; and g; components, and act as an
identity on W,,. We also set r given by the identity, and o exchanges i and j. For
O = (Oy)teg, , we have O¢ = idi, except for t =’ where Ky >~ R® and we set
Oy to swap the i and j spatial components. One can check that our nonlinearity
F(A) is then T-covariant, and kernels and noises are T-invariant. Considering such
transformations for every 1 <i < j <3 and applying Proposition 4.8, we conclude
that the blocks indexed by different spatial indices must be identical.

Finally, to show that the block operators all commute with the appropriate actions
of G, we again argue using Proposition 4.8, fixing g € G and looking at T € Tran
where T acts on W; and Wy, as @(g), on W, by right composition/multiplication
with @(g), and on Wy and Wy, by Ad,. We set r, o, and O to be the appropriate
identity operators.

To finish justifying the first line of (6.19), we note that our choice of kernel and
noise assignments guarantee that, for any v € T one has ¢5,¢ [t] = ¢£, [t] where
on the right-hand side we are referring to the character in (5.10) — this justifies replac-
ing C%¢ and é;jl; with C¢, and C7,__ . (Note that C{, and C/,__ are the same maps

Higgs * Higgs
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as that in Proposition 5.7, which follows from Lemma 6.22.) More generally, for any
T € T with TéF[r] # 0, €% [7] does not depend on § > 0, therefore Cv'f"’; does not
depend on § > 0 either, and we can just denote this map by C, . as in the first line
of (6.19). V

Repeating the argument above combined with Lemma 6.23 gives us the second
line of (6.19), although in this case the operators should be allowed to depend on §.
It then only remains to prove (6.20).

For the first two statements we note that, if Ils ¢ is the canonical lift of the kernel
assignment K ) and noise assignment ¢%¢ then for any v € TF with 6(t) € T,
one has

lim I o [] = M5 [0 ()] 0 O[7], (6.48)
§10

where l:[(;’g = E[II; . (0)] and the equality above is between elements of I [t]*. Here
0 and © are as in the paragraph before (6.23). One can verify (6.48) with a straight-
forward computation. The key observation is that the condition 6(t) € T*" means
that the only way any instance of [ appears in 7 is as F(m, p)([) for some p € N4+
then to argue (6.48) one just observes that

limDPK® x &% = DPK % £° .
510

Heuristically, as § | 0, “F(m, p) () is the same as .F;, p) (). Since the map O interacts
well with coproducts, it is easy to see that (6.48) holds if we replace I .[-] with
el

To prove the last statement of (6.20), it suffices to show that for any ¢ > 0 and
7 € TF the limit

BPHZ BPHZ

0% 7] =1im €5 1] (6.49)
§J0

exists. Note that € TF implies that every noise in T not incident to the root is inci-
dent to an e-regularised kernel. This then means that E[II5 .[t](-)] remains smooth
in the limit § | 0. Indeed, if T doesn’t contain an instance of the noise [ at the root
then IIs ¢ [7](-) itself remains smooth in the § | 0 limit. On the other hand, if v does
contain an instance of [ at the root, then one can write E[IIs ;[t](-)] as a sum over
Wick contractions. Each term in the sum can be written a convolution of kernels
where each integration vertex is incident to at most one §-regularized kernel (the co-
variance of £° while the rest of the kernels are of the form D” K¢ and smooth. It is
then straightforward to argue that, as § |, 0, this convolution converges to one writ-
ten completely in terms of the smooth kernels of the form DP K. We then obtain
(6.49) by expanding its RHS in terms of the negative twisted antipode and applying
the above observations.

Finally, to show (6.21), it is enough to recall (5.11), and observe that the trees
T in Lemma 6.14 all have 2 or 4 noises (in particular see Remark 6.16). Moreover,
since the block structure of the operators in (6.19) holds for every choice of a, all the
blocks appearing must decompose into orders o> and ¢* in the same way. (|
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6.4 Solution theory

We start by trying to pose the analytic fixed point problems associated to (6.6) for the
E® g @ (L(g, g) ® L(V, V))-valued modelled distributions (), H, ).

As before, for each t € £ we write K¢ for the corresponding abstract integration
operator on modelled distributions realising convolution with K ,fs) in (6.11). We also

. . - . . def
sometimes write K and & for K; and K, respectively. Moreover, we write G =

Fi¢+ RR for t e {3,h,u} and Gy def %h’ + VRR, where R represents convolution
with G — K as in Sect. 5.2. Recall the convention (1.12).

In addition to the difficulties described in the beginning of Sect. 5.2, we now have a
multiplicative noise term U§& which requires additional treatments. First, note that the
worst term in I E is of degree —% — k which is below —2, so the general integration
theorem [56, Prop. 6.16]>' would not apply. The second problem is that, even if
we could apply the integration operator on it, we would have F; (Z/{ é) e v for

n= —% — 2k, but as in Sect. 5.2 having a closed fixed point problem requires us to

work in 27+F with B > —1/2 due to the term Y 3Y.

To handle these difficulties we start by decomposing U = PUy + U and solve for
U € 972 for suitable exponents y, 0. The component U has improved behaviour
near t = 0 since we have subtracted the initial condition Uy, so that we are in the
scope of Theorem A.5 for the term U4E. On the other hand, PUy E can be handled
with Lemma A .4, since, thanks to Lemma 6.26 below,

w0 & 6 PUE (6.50)

probabilistically converges as € |, 0inC ~3 onthe entire space-time (not just 7 > 0).

For o € (1/2,1), we have PUy € @OOO’Q, and since E € .@OOS’OOK one has PUYE €
—3-

5
0,0—73

2% 27" So by Lemma A 4
“5k

def = —i-2
W' & 500 (PUyE) € Qi_gk “ 6.51)

(the compatibility condition of Lemma A.4 will be checked in Lemma 6.27 below).
We write

WU = K xwy=Rw0

We write wg above instead of 0 PUp&® not only as shorthand, but also because later
in Lemma 6.31 we will consider wg as part of a given deterministic input to a fixed
point problem (which is necessary in the ¢ | 0 limit).

Furthermore, analogously to Sect. 5.2, we will linearise ) around PY( and wlo,
and then apply Lemma A.4 with appropriate “input” distributions, in a similar way
as we did for the last line of (5.20).

31Recall the conditions 7 A & > —2 and 77 = A + g in [56, Prop. 6.16].
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Putting things together, for fixed initial data

(Yo, Uo, ho) € QM & s« @ | (6.52)

where we recall that S C C" forn < —1/2 and ¢ € (1/2, 1), we decompose

V=PYo+v¥% 1Y, U=PU+U, (6.53)
where we want
ﬁe@yﬁﬁ Ue /e for y >§+/c Y, >§+K (6.54)
,%,2,( 4 0 3 2 s Ju ) ) .

along with H € 952 "™ for some appropriate exponents yy, 17y, @ (these exponents
will be specified in (6.81); note that solving # only requires a “standard” modelled
distribution space as in [56]), and solve the fixed point problem

Y =GY (PYod W) + G2 (W oPYy) + G (w0 w ™) (6.55)
+Gy1i (R + Y+ CY + CoM+UE +PYodPYo ) + Riw)
and

H= g;,u(m,-, 3; M1+ 115}, Hj],%]) +Gy14[B;, 11+ Pho

(6.56)
uzgu1+(—[H,,[H,,-]]ou+[[3j,yj],.]ou), B=Ylg .
Here we have defined
Ro & PYedY + DaPYy+ VoY + w0y + Yawlo (6.57)

The E-valued space-time distributions w;, w;, w3 are compatible with the respective
modelled distributions and are part of the input to the fixed point problem. We will
later take

w1 déf'PY()a\I’éjo ,

wy & WPy, (6.58)

w3 L wogwlo — o2 (cf + c5)PUGWPU

where, writing Xéz) def x&* xE,

def - - - - -
4éf26wmﬂew&m4ewﬁ%wwy—wmmww,
R=xT

(6.59)

o

f _ _ _ _ _ _
ééf 5i Ki—s (=)8i Ki—5(=5) xP (s = 5,y — ) dsd5dydy .
R2xTO
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Here the values of c’f , cg clearly do not depend on i € {1, 2, 3}. Note that in (6.58) we
use the convention (1.12) except for the term PUndPUy for which that convention
does not apply since PUp is not E-valued. To define PUydP Uy, for any

u=ug®uy €L(g, 9 ®LV,V),
v =(dvg)i_ ® Quv);_, €L(g g9’ ®LNV, V),
we set udv € E = g*> @ V as being given by

uov [g, déf—[ugea, divgeq] — B(divve, @ uve,) forie{l, 2,3},
(6.60)
udv vy défO s
where (ey)q is an orthonormal basis of g and (e;), is an orthonormal basis of V.
Here o and a are being summed as usual.

The reason to define the above space-time distributions will become clear in Lem-
mas 6.26 and 6.27. We will write a)z for £ € {0, 1, 2, 3} when we wish to make the
dependence of w; on ¢ explicit.

The abstract fixed point problem for the (X,U,h) system (6.7) is given by (6.56)
with i =PUy + U as before but with Y in (6.53) replaced by

V=M+¥" 1P, 6.61)
where

M=PYo+ W, (6.62)

and W € @%”%”‘ is the canonical lift of a smooth function on (0, 00), and (6.55)
replaced by

V=62 (Maly,) + G2 (¥ PaM) + G2 (B0 y,) (6.63)
+ GO (PYodW + WaPYy + WoW)

+ G+ (R + 37 + €Y + CyH + PYgdPY) + G4 (UE) + R(@)

where Gy, Lo + RR with R defined just like R but with G — K replaced by G® —
K¢. Here we define (recall from (6.11) that the kernel assigned to m is K¢)
v E g pyyE)e

00,7%72/(
1

, (6.64)

RQ is defined in the same way as R in (6.57) with WY replaced by ¥ and PYy
replaced by M, and @; are distributions compatible with the respective modelled
distributions. The modelled distribution W is part of the input for the fixed point
problem and we will later take

W=Gx*1iz0x" * (0E1,<0)) (6.65)
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understood as W = 0 if ¢ = 0. The role of W is to encode the behaviour of £ on
negative times so as to obtain the correct reconstruction. We will also later take

—  def
wy = (TPU()E6 s

— def -
@1 = Mo

iy LTV M, (6.66)

a3 LB — 6280 4+ E0YPULWPUL

s EPYOW + WaPYy + W,

where, similar to before, we write

GO ey =RED . (6.67)

Here c‘f"s, c;,s are defined as in (6.59) except that K is replaced by K¢ and Xg(z) is

replaced by x 5(2). We will write 5)8 and é)i"s for £ € {1, 2, 3} and ®j when we wish to

make the dependence of @ on ¢, § explicit (remark that &)g and @j are independent of
& and § respectively).

6.4.1 Probabilistic input

We write Z%:¢ € .4, to be the BPHZ models associated to the kernel assignment K )
and random noise assignment £%¢. We will first take § |, 0 followed by ¢ |, 0. Recall
that here ¢ is the mollification parameter in Theorem 6.1, and § is an additional mol-
lification for the white noise in (6.3) which is introduced just for technical reasons,
so that the models we explicitly construct are smooth models.

Recall from [22, Sect. 7.2.2] that one can encode the smallness of K — K¢ and
& — £ by introducing e-dependent norms on our regularity structure. We then have
corresponding e-dependent seminorms || « || and pseudo-metrics dg (s, «) = [||+; |l&
on models as in Appendix A. We will write ¢ € (0, «] for the small parameter ‘6’
appearing in [22, Sect. 7.2.2] to avoid confusion with 6 as defined in Sect. 5. For
the reader unfamiliar with [22, Sect. 7], we remark that all we need with these &-
dependent (semi)norms is that one can extract a factor &5 in an abstract Schauder
estimate for K — K¢ (see Lemma A.6 and Lemma A.7) and, similarly, an estimate of
the type ||E — E || < &5 encoding the corresponding bound on & — £¢ at the level of
models /modelled distributions (see (6.85) below).

We then also have e-dependent seminorms on 277 x .#, denoted by | - | gv.n.s,
and on 97" x M denoted by | - | Gyme- These seminorms are indexed by compact

subsets of R x T3, which, as in Appendix A, we will always take of the form O; =
[—1,7] x T3 for 7 € (0, 1) and will sometimes keep implicit.

Lemma 6.24 One has, for any p > 1,

sup sup E[]Zz%¢

>8Pl <o00. (6.68)
£€(0,1]5€(0,¢)
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Moreover, there exist models Z%¢ € 4, for ¢ € (0, 1] and a model 790 ¢ o such

BPHZ BPHZ

that one has the following convergence in probability:

BPHZ BPHZ

15113615(2&8 7%y =0 (Vee(0,1)]), (6.69)

BPHZ BPHZ

18%1511 (2%, 709 =9. (6.70)

Proof The proof follows in exactly the same way as [22, Lem. 7.24], by invoking
[21, Thm. 2.15] and [21, Thm. 2.31] and checking the criteria of these theorems as in
Lemma 5.17. The only tweak for the proof of [22, Lem. 7.24] is that the covariance
of the noise £ is measured in the || « || _s_2, x kernel norm here since d = 3. U

The next lemma shows that W in (6.62) vanishes as ¢ | 0.

Lemma 6.25 Let VW be defined by (6.65) and denote by the same symbol its lift to the
polynomial sector. Then, for all k € (0, 1) and T > 0, there exists a random variable
M with moments bounded of all orders such that

|W|% I it < Ms".

2

Proof Recall that SUPge[0,62] [x€ % (E1_)(8) | < Me’%”‘. Therefore, for all y €
[0,2)\ {1} and ¢ € [0, 2¢2]

3_

t t
Wler < / 1Grey G # E1) () |erds < / (6 — )5 Mo~ ds
0 0

Recall further that sup,cjo .2y |x® * (51_)“)'6’%’2” < Me=%t_Therefore, for all y

as above and ¢ € (282, 7],

2
€ 1 y 1
IW(@)|cr 5/ (t—s) 2737 Me 2 ds <&’(t —?) 27T Mg
0

where it suffices to integrate from 0 to &2 since x° * (£1_) is supported on the time
interval (—oo, £2]. Il

The next lemma gives the probabilistic convergence of the products that are ill-
defined due to t = 0 singularities but are needed in the formulation of our fixed point
problem. Recall a)z defined in (6.50) and (6.58) and 5)?8 defined in (6.66). In the

definition of &)E’S we take M as in (6.62) where WV is defined by (6.65).
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Lemma 6.26 For all 0 < < ¢ < 1, there exists a random variable M > 0, of which
every moment is bounded uniformly in ¢, 8, and such that

6.71)

|wf — wg|c_%_K < Mo |Up|pepe</?

and
@0 — @5 |caae < Ma" Ul (1Yolen + /%) e (6.72)

whereoe:n—%,m:l,n:lforﬂe{l,Z} ando=-2,m=0,n=2 for { =3,
and

- 2
|a)i|cn7%72,( <M(a|Yylcn +07)e" .
. (o def .. B . . e Sk . —e .
In particular, wy = limg 0wy exists in probability in C™27%, and limg g wy =0 in
3
probability in C"~27%¢.
3

Moreover | and w5 converge in probability as ¢ — 0 in C""27%, and 5 con-

verges in probability as ¢ — 0 in C~27%. We denote their limits by a)(l), a)(z), a)g. Finally,

Lo - def .. — . . _
for € € {1, 2,3}, the limit a)z’o = limg o a)?‘s exists and a)g = lim, o a)?o under the
same topologies as above.

Proof Uniformly in v € B3, A,e€(0,1),and § € (0, ¢),
E[(PUGE", ¥1)?] = Ix° % (PUWDI32 S [PUolTwA
and

E[(PUoE® — %), ¥2)*] = 1(x° = x®) % (PUWD)I7, S 0% |Uolgys -

We thus obtain (6.71) by equivalence of Gaussian moments and Kolmogorov’s theo-
rem.

The convergence of ], w5 follows in exactly the same way as Lemma 5.19 (for
the special case Uy = 1) except that in (5.23)-(5.24) one also uses |PUp| S 1.

The convergence of the second Wiener chaos of w5 also follows in the same way
as Lemma 5.18 except that in (5.22) one simply bounds |PUp|s < 1. Regarding the
zeroth chaos of a)g, we note that

E((K * (PUW")) (3K % (PUW"))(2))
6.73)
:/ (K(z - w)PUo(w)>8(K(z - w)PUo(a)))X;Z)(w — @)dwdid

where the first line should be understood with the notation (1.12) while the second
line should be understood with the notation (6.60). In particular both sides are E-
valued functions of z. Indeed, (6.73) can be checked using (1.12)+(6.60) and the
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facts that the components of the white noise £ are independent and the basis in (6.60)
are orthogonal.

(6.73) would be zero if Uy = 1 (since the integrand would be odd in the spatial
variable thanks to the derivative), but generally not. Write

N ;
PUsw) = 3 L2 5Py (2 + (w0, ) (6.74)

k!
[k|=<2

and the same for PUy(w) for which we call the multiindex & instead of k. Fixing
i € [3], we consider the i-th component of (6.73). Below we write s, 5 for the time
variables of w, w and z = (¢, x).

We substitute (6.74) into (6.73). The contributions from terms with k; +k; € {0, 2}
all vanish since K, Xs(z) are even and 0; K is odd in the i-th spatial variables.

The contributions from terms with k; + k; = 1 combined with the renormali-
sation terms introduced in (6.58)-(6.59) converge in C~27%_ Indeed, consider the
contribution of the case (k;, k;) = (0, 1) to (6.73) minus the renormalisation term
céPUOBPUo (the argument for the other case is identical). Note that here s, 5 need
to be positive for the integrand in (6.73) to be non-zero, whereas in (6.59) s, s € R.
Thus the contribution we consider here is bounded by |PUy(z)dPUy(z)| times

‘/ K s(3)0; Ki—5(y) yi dde‘ 5/ VIV =5+ |y]) " dyds
R_xT3 _xT3

X

1
< | t—-5)ds<e2.
R_

This implies that this part of contribution is in C~! ¢ =27,

All the other terms involve r,, and they converge in C~>~%. Indeed, one has that
= 2=5/2 3 13 t3]
fors,5 <t, |r,(w,2)| <s 2 |w — z|2|Up|ce. Then the “worst” terms are the two

cross terms between PUy(z) (i.e. k = 0) and r,,, one of which (the other one is almost
identical) is bounded by |U0|%.Q times

-5/2

/K(z —w)0; K(z — u'))sQT|w —zlgxéz)(w — w)dwdw

—5/2 —5/2
< /SQT lw —z|7*dw < /SQTM — 54|y —xD7"*dsdy

~

< /s%m(t —5)"34ds St%z
since ¢ > 1/2, where the integration variables s € [0, ¢]. Regarding the cross terms
between (w — 2)*P®Uy(z) with |k| € {1,2} and r,, one can bound |P® Uy(z)| <

oIkl . .
t 2 |Uplce, and then proceeding as above one obtains a better bound of the form

t
oIk 0=5/2 _3 MK _
t 2 s 2 (r—s) it 2ds <ol

0
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The cross terms between r,, (w, z) and r,, (w, z) are then even easier to bound. Finally,
note that as a function of z (6.73) converges in C¢~% C C~>7 as desired, using the
fact that [[|6 — x® |l —5—x:m S € in the notation of [56, Sect. 10.3].

By the same arguments one can show the desired convergences of PYOE)\IJé] 0,
\iléj °3PYy, and d)i”s. To prove the claimed convergences of cbfg it suffices to show
that WB\I/(SUO and ‘I/BUOBW vanish in the limit. Below we write w < z (resp. w < z)
for space-time variables w, z if the time coordinate of w is less than (resp. less or
equal to) the time coordinate of z.

Using the definitions of W in (6.65) and \TI;J % in (6.67), and non-anticipativeness
of K and y, the zeroth chaos of Wa‘ifaU 9 can be bounded by

/ 1K (z — w)VK(z — yDx (w1 —w2)x* (1 — y2)x° (v2 — w2)| dwidwadyidys
D
(6.75)

where Ddg{(w1,w2,y1,y2) w2 <0< wy; <z,0<y; <y <z}. Forany ¢ > 0,
as 8 | 0, the integrand converges to a smooth function but D shrinks to an empty
set, since x° has support size § and w, < 0 < y», so the above integral vanishes
in the limit. The zeroth chaos of @(SU %3V vanishes by the same argument, with the
derivative in (6.75) taken on the first K.

The second chaos of WZ)\TI(SUO and \iISUOE)W, as well as the term WoW in @a,
are bounded similarly as Lemma 5.18, except that instead of (5.22) one uses the
bound

E@*W(2) "W(@))| < / 10K (z — w)d* K (Z — 0)(x° * x°)(w — w)|dwdw
< ef|z —z| 712k (6.76)

for |k| € {0, 1}, where the time variables of w and w are restricted to [0, 2], due to
the cutoff functions 1,50, 1,0 and the compact support of x° in the definition of
W. (Note that WV defined in (6.65) and \i'g defined in (5.16) only differ by a cutoff
function 1;¢.) Finally, regarding the terms PYy0)V and WaPYy in the definition of
@4, they vanish by the same proof of Lemma 5.19, except that in (5.23)-(5.24), one
obtains an extra factor £ thanks to (6.76).

The difference estimates (6.72) between j and c?)j’a follow the same arguments
using [|K — K&l -3_cm S € and | x° = xEll—s—ic:m S (6 V )¥. O

The next lemma ensures that the input distributions in our fixed point problem are
compatible with the corresponding modelled distributions.

Lemma 6.27 Consider ¢ € [0, 1] and § € [0, €]. Then, for the model Zf;:;, w( and J)g
is compatible with PUyE and PUyE respectively. Furthermore

g & & -8 -8£68 -6,
], w5, @3 and @], wy", W,
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is compatible with
Up U Up 4y U 5 U0 g o 3, U0 43, Uo
PYooW"0, W03PYy, W oW 0 and MW ", W "oM, ¥ oW ",
respectively. Finally, d)i’a is compatible with PYpoW + WoPYy + WoW.

Proof We first consider ¢, § > 0. For PU =, it is clear that for ¢ > 0
R(PUYE)(t, x) = 0 PUp&(t, X) = wf) (6.77)

because for any modelled distribution f in the span of the polynomials, one has
R(fE)(t,x) = (Rf)(t,x)(RE)(t, x). This also proves the claim for &) since @} =
a)g. (Note that we required € > 0 above since we cannot in general multiply arbitrary
e C_%_" and PUj for Uy € C@ to obtain a distribution on all of R x T3.)

The case for ¢ = § = 0 follows from the fact that the first equality in (6.77) still

holds on (0, c0) x T3 (in a distributional sense) and from the existence of a)g oo
lim,_, 0 PUpé&; in probability in C ~3-% obtained in Lemma 6.26.
Consider again ¢, § > 0. For the same reason, we have for t > 0
R(PYodW ) (1, x) = PYo(r, x\)ROWY)(z, x) = o (¢, x)
and similarly 7~€(\11U°877Y0)(t, x) = a)§ (t, x). Moreover, we claim that for r > 0
RWY0wlo) = o . (6.78)

In fact, recalling the definition of WY0 in (6.51) and writing the polynomial lift of
PUy as ul + (Vu, X) plus higher order polynomials, one has

VWY — 43y s + udu P + (- )

where (---) stands for trees which do not require renormalisation. Here a crossed
circle ® denotes X ; E with the index j € {1, 2, 3} being equal to the derivative index
for the derivative (thick line) of the tree. The BPHZ renormalisation of the two trees
“/ and “/ yields renormalisation constants that are precisely given by (6.59), and
therefore one has (6.78).

The corresponding claims for &)E,(S with £ = 1,2, 3 follow in an identical way,
while the claim for @4 is obvious. Finally, the case ¢ > 0 and § = 0 follows from the
convergence of models (6.69) and the corresponding convergence 5)?0 = limg o cbi’s
in Lemma 6.26, and the case ¢ = § = 0 follows from (6.70) and the convergences

@) =limwf = lima"
el0 el0

in Lemma 6.26. Il
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Remark 6.28 As in the discussion in Sect. 5.2, for each z = (¢, x) with ¢ > 0, V(2)
solves an algebraic fixed point problem of the form

V(@) =5 (Y@V@ + V@ +EV@ + EHAUDER) + (),

where (---) takes values in the polynomial sector, and similarly for Z/(z) and
H(z). From this we see that the solution )(z) must be coherent with respect to
(6.15)—(6.17). Therefore, the renormalised equations are still given by Proposi-
tion 6.6. The appearance of the renormalisations in (6.58)-(6.59) are an artifact of
our decomposition (6.53). Namely, they correspond to the BPHZ renormalisations
of 4" and “/* (as pointed out in the proof of Lemma 6.27) which contribute to the

term C¢ .h; in Proposition 6.6; even if one were to renormalise the decomposed

equations, terms such as (c{ + cg)lf{ 3 would arise in addition to the ones in (6.58),
which would still contribute to C¢, /. Also we note that the inputs w’s match the
global reconstruction with the BPHZ model in the smooth setting, therefore the re-
constructed solution satisfies the correct initial condition.

6.4.2 Closing the analytic fixed point problem

In the rest of this subsection, we collect the deterministic analytic results needed to
solve and compare (6.55)+(6.56) and (6.63)+(6.56). The input necessary to solve the
two systems is a model Z, initial condition (6.52), distributions w, and @, compat-
ible with the corresponding f in every term of the form G*(f), and the modelled
distribution W in (6.62) which takes values in the polynomial sector.

We say that an e-input of size r > 0 over time t > 0 is a collection of such objects
which furthermore satisfy

NZe:= + = (Yo) + [Uolce + lholce-1 +&™*IWIz _1_,.

\T

4
+ D (1ol + ddel g + 6 |wp — el o) (6.79)
=0
+ s {Z@%0) + @?1(@) + I () e + TP (Do} <7
tel0,T

where wy def 0, ¢ > 0 is the fixed parameter from Sect. 6.4.1 (which we later take
sufficiently small), % = 1 where we denote as usual Z = (I1,T), and

(0, o1, @2, 3, 014)
5

3 3 3
=(—§—K,17—§—2K,17—5—2/(,—2—4/(,)7—5—/().

Above and until the end of the subsection we write

‘id;fja[é]’ Ydéfjé[jé[é]a]jé[é]]
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TEInlE], Y E T [ InlE; InlE].

Note that the thick line in Y and Y represents a spatial derivative, so each of these
really represents a collection of three basis vectors, one for each direction, indexed by
j.In (6.79), the corresponding norm should be interpreted as including a supremum
over j.

Remark 6.29 The choice ‘0’ in the definition IT# = I is completely arbitrary since

the structure group acts trivially on the set of symbols J &ef 7,1,%7, "/} and there-
fore Iy = I, for all x € R x T3 when restricted to 7.

Remark 6.30 The term on the left-hand side of (6.79) involving sup plays no role in
Lemma 6.31, but will be important in Proposition 6.32 below.

We assume throughout this subsection that x is non-anticipative, which implies
that K¢ is also non-anticipative.

Lemma 6.31 Considerr > 0, ¢ € [0, 1], and the bundle of modelled distributions
(9?55"’3 ® I @ %2""’) A (6.80)

where

G+3k, -1 -2, p) ift=3,
(Y oen) =4 (3 +2«,0,0) ift=u, (6.81)
(145k,0,0—1) ift=Hh.

Then there exists T > 0, depending only on r, such for all e-inputs of size r over time
T there exist solutions . and . in (6.80) on the interval (0, T) to (6.55)+(6.56) and
(6.63)+(6.56) respectively. Furthermore

|7 — jlf,ﬁ,s;r Se° (6.82)

~

uniformly in ¢ and e-inputs of size r, where | + |5 ; . is the corresponding multi-
component modelled distribution (semi)norm for (6.81) on the interval (0, t). Finally,
when the space of models is equipped with the metric d.., both . and . are locally
uniformly continuous with respect to the input.

Proof We first prove well-posedness of the fixed point problem (6.55)+(6.56). For

simplicity we write y for y;. As in the additive case (5.25), one has PYy € _@go M,

IPYy € @go"’_l, and, since Yy € Z, G;(PYo9dPYo) is well-defined as an element
of 7Y # due to (2.3). Also, for o € (1/2, 1), we recall that PU € Dy>% and E €

_ _5_
@(X;‘OOK. Thus PUYE € 9°°;QK2 “ and, by Lemma A.4, we have (6.51), i.e., WY0 €
5 3

00, —1/2—2
) /2-2
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Considering the terms in R as defined in (6.57), Lemma A.3 implies
PYoY e 7" LA apYy e gyt T Deyed, 24K2" 21
(6.83)

and WP, Dowlo ¢ G732
Since (n + B — 1) A (28 — 1) A (B — 3 — 2k) > =2 by (2), using Theorem A.5, one
has G;1,Rp € @y
On the other hand by (6.51), one has
PYoawth ¢ 273 yligpy, e 9°° K 2 T and

—3- (6.84)

Uy Uy 00,—2—4«k
woywlo ¢ 92~

where n — % — 2k < —2. Taking « > 0 sufficiently small such that n + % < =2k,
Lemma A.4 therefore implies that the first line on the right-hand side of (6.55) be-
longs to Z_5 77+2 “ and thus to @ ”+2 by Remark A.1.

Moreover using n < —5 — 2k, 1t follows from (6.51), (6.53), (6.54), and Re-
mark A.1 that for o € (1/2, 1)

1—4k,3 A14+5¢,0—1
ye@”2 = Ve @176“7, and  Heg, 0,

so Theorem A.5 applies and one has G;1, (y3 + éz,y + Co‘h’H) @y 1’5 o

Finally, recalling that y,, = % + 2k, we have

o0, —5—K

I\)\Lh

e.@ and thus Z/Alée.@

- _

[

1

Using our assumption ¢ > 1/2 one has o — % — k > —2 for k > 0 sufficiently small,
so Theorem A.5 again applies and one has G, (I/A{ E) € @zf _2

Turning to the equation for H, using our assumptions (6.81), we have

Y 2k,n+n vp—1,2n5—1
[B,-,Hj]eg"lzz " [Hj,0H]le .@_”__2" :

(1B, #;). H € 7, 2t

For the term [H;, 3;#H] above, we used that the lowest degree term appearing in the
expansion for H is Jh/[Jz[é]]. Recalling that ¢ € (%, 1) and ny =0 — 1, as well
as n + ¢ > 0 (since (GT) implies (2.10) by Remark 2.27), one has n + np > —1 and
(2ny — 1) A (n + 2ny) > —2. Thus the right-hand side of the equation for H belongs
to .@52”7”.
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Regarding the equations for ¢/ and U, our assumption (6.81) on U and the fact that
PUy € Z,° implies U € 7™, so

[H,.[H,. ol € @gr;,znh ~ ‘@thzﬂh,

Yo =2 =260+ ~ Vh———ZK n+ny
[[B;,H;l, ]oUe@ 9,,,%

where 2ny € (—1,0), and n + ny > —1 as mentioned above. Noting that (yy — % -
2k) 4+ 2 — k = yy, Theorem A.5 then implies that the right-hand side of the equation
for U belongs to @y“ " The fact that these maps stabilise and are contractions on a
ball follows from the short-time convolution estimates in Theorem A.5 as well as the
refinement of [56, Thm. 7.1] given by [22, Prop. A.4]. Local uniform continuity of
the unique fixed point with respect to the inputs follows in the same way as the proof
of [56, Thm. 7.8].

The well-posedness for the other system (6.63)+(6.56) also follows in the same
way, with the following differences.

e Me 923 40 how plays the role of PYy in R . For the two corresponding terms
in (6.83), by Lemma A.3,

MaP e 9% 2“:“3 ', and yaMe@j_z

5 ~v.B
Therefore G;1, Rp € @_ [ as before.

e M likewise plays the role of PYj in the first two terms in (6.84), for which,
using (6.64),

—2k, ;77—72/( —2k, 177—72/<

Maw? 694 and \1108/\/16.@4

———2K ’

By Lemma A.4, the first line of the right-hand side of (6.63) is therefore in
- N 1_
91’5?2 * and thus in ﬁf’;’fz ** by Remark A.1.

~ _1_ R
e Since W € .@7/4’ 27" and PY, € .@OO‘ , we have PYpoW € .@3/477 L
3
WaoPYy e .@7/4 e ,and WoW e 9 3/4,~2=2c . Therefore, for k > 0 suffi-

ciently small, the second line of (6.63) is in Qy % by Lemma A 4.
e For the term Gm14 (UE), we recall that Hy = K is the abstract integration

realising Ky, ©) = K¢ =K % x %, and since K¢ is non-anticipative, we can use the
statement in Theorem A.5 for non-anticipative kernels in the same way as for
equation (6.55).

It remains to compare the two systems and prove (6.82). First, by (6.51), (6.64),
(A.1) and Lemma A.7,

|‘I’U0 o ‘i’UO

|@oo,— % —2k,&

SIH (PUGE) — K (PUOE)|

oo ———2;(;
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HIH = He)PUB)I

—%—2;{,5
< — @ =_= S
S lwo wolc,g,x +[PUo(E )Igw,,%,m +e
Also, as in [22, Eq. (7.19)-(7.20)] one has
2_= 2 _1,.% S
= _|@oo,oo.s + |1+_ 1+_|-0200v7%7’(’£ 58 . (685)
By (6.85) and Remark A.1 one then has
Uo _ g Yo S
(W0 — |@m.7%72m <es. (6.86)

The same bounds hold for 3 (W0 — \iIUO) with —% — 2k replaced by —% — 2k . More-
over, since

GUE) - GUE)=GU(E - E) + (G -G WUE), (6.87)

its 923,’;"73 norm is of order ¢ using Theorem A.5, (6.85), and Lemma A.6.
Using (6.86), and again by Theorem A.5, the .@5;"’3 norm of

G(Rp) — G(Rp) =GP @WY — 9w ™)) + g((w — "))

is also of order &°5.
Turning to the first lines of (6.55) and (6.63), by (A.1) and Lemma A.7 we have

197 (WP0aw ) — G (B 9] o i
e (6.88)
< w3 — @3] p-2-ac + [WOIWY0 —FTOGWT0| o o ge .
~ D25 0

By (6.51) and (6.86), one has

(wUogwo — 9| 5. SeS
—2—4k
Therefore (6.88) is of order 5. The differences for the other two terms in the first
lines of (6.55) and (6.63) are bounded in the same way. We readily obtain (6.82) from
the above bounds and the short-time convolution estimates. Il

With further assumptions on the models, we can obtain the following improved
convergence. Recall the definition of ) from (6.53).

Proposition 6.32 Suppose we are in the setting of Lemma 6.31. For every T € (0, 1),
equip the space of models .41 with the pseudo-metric>?

di..(Z,Z)+ sup TMZ9(r), WZ9(0)) + 1027 — 2 |eo.m.c—) -
t€l0,7]

32More precisely, we redefine .#] to be the closure of smooth models under this pseudo-metric with
=1
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Let L € (0, 1) and r > 0. Then there exists T € (0, 1), depending only on r, such that
I — RY € C([At, t], S) is a uniformly continuous function on the set

4
{I = (Z7a)v (Y09 U(), h())) € «%1 X @C“Z X Qinit
£=0

: I is a 1-input of size r over time r} .

The same statement holds with Y replaced by )7 def PYy + \iIUO + JA/ i.e. by the Y-
component of &, w replaced by @, and ¢ and ¢ replaced by ¢ and Y.
Furthermore, as € | 0,

sup T(RY(1), RY(1)) — 0 (6.89)

te[rt, 7]
uniformly over all e-inputs of size r over time T which satisfy
n“=n%, n*yY=n%v. (6.90)

Proof We prove first the statement regarding uniform continuity of 7 — RY. It fol-

lows from Lemma 6.31 and continuity of the reconstruction map that, for some
3

T € (0, 1), RU is a uniformly continuous function into C([At, t],C?2 =36 of the input.

Truncating Y at level y = % — 6Kk, we can write

V(t,x) =ut,x)?+v(t,x) { +b(t,x)1,

where u = RU and v = u ® u. Remark that the structure group acts trivially on 7, ‘Y',

and 1, and in particular b is a uniformly continuous function into C([At, ], C27%)
of the input.
The reconstruction of ) on [At, T] X T3 is then

RY =ull?? +vI* ' +b.

Observe that IT#? and IT#"Y" are uniformly continuous functions into C([Az, 7], S)
and C([At, T],C™%) respectively of the input due to our choice of metric on ..
Hence vIT#"Y + b is a uniformly continuous function into C([At, 7],C™*) of the
input. Furthermore, it follows from Lemmas 2.32, 2.33, and 2.38 that (g, Y) — gY
is uniformly continuous from every ball in ¢ x S into S. Therefore uII#7 is a
uniformly continuous functions into C([At, t], S) of the input. It follows from the
same perturbation argument as in (5.31) that R} is a uniformly continuous function
into C([At, ], S) of the input. The proof of the analogous statement for / RY is
identical.

It remains to prove (6.89). Due to (6.82), |b — [)|c([}»tyr]’cl/2—6f<) — 0, and, com-
bining with continuity of the reconstruction map, |RU — RZ/_HC([A,,T]’cyzfzK) — 0 as
¢ | 0. Both convergences are uniform over all inputs of a given size. Then (6.89)
follows from assumption (6.90) and a similar argument as above. O
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Remark 6.33 Similar to [22, Rem. 7.16], one should be able to set A = 0 in Propo-
sition 6.32 once the initial conditions are taken appropriately (namely ho = (dg)g ™"
for some g € &%) and extra assumptions on wg, @; are made of the type G * wg €
C([0,1],8) and G xw; € C([0, 1],C7%) for £ =1, 2, 3, 4. However, the weaker state-
ment with A > 0 suffices for our purposes.

6.5 Renormalised local solutions

The main result of this subsection is Proposition 6.38 which shows that the SPDEs
(6.92) and (6.93) below, which we will later take to coincide with (6.3) (up to o(1))
and (1.16) respectively, converge to the same limit locally in time in C([0, 7], S x
&0e),

We start by introducing some decomposition for our renormalisation constants.
Recalling that we have fixed a space-time mollifier x, Proposition 6.6 defines the
renormalisation operators C;, € Lg(V,V) and C? , CZ Cc%¢ e Lg(g, g), which

Y™ ? Gauge * (xauge

depend on 6¢ € R. Recall from Propositions 5.7 and 6.6 that for j € {1, 2} there exist
Cé € Lg(V,V) and C%_, C% c% ¢ L (g, g) which are all independent

J ,Higgs Jsym? 7 j,Gauge” 7 J,Gauge
cO.¢e

of 0%, such that for C; € {C? , C; ., C

YMm? Higgs’ Gauge* (;auge}

C:=(c%)’C}, +(0)*C3, .

We first show in Proposition 6.34 that the SPDEs (6.92) and (6.93) converge (to

the same limit) locally in time as space-time distributions in C_%_"((O, 7) x T3).
This allows us to use a small noise limit argument in Lemmas 6.36 and 6.37 to show

that CJS w—C j e AN C;) f .. are bounded in e. This in turn allows us to improve the

mode of convergence in Proposition 6.38 to C([0, 7], S x B0.0) by comparing (6.92)
and (6.93) to an SPDE with additive noise.
We define operators in LG (E, E) given by

def def
CfMH s (Cfm)@3 @ Clilg gs Cg‘augsH = (CGauge)®3 @ O ’
and €%, € ()P g0.

GaugeH Gauge

To state Propos1t10n 6.34, we fix ¢ € R, and some choice of constants (of €
R:e € (0,1]) with 6° — 0. We also fix CA, Ch € Lg(g,9), and some choice of
CZ, Ch € Lg(g,9) with CE — CA, and Ch — Ch as ¢ | 0, and then define as in
(6.14)

Ci=(CHPd(-mH . Ci=(CH® 0. 6.91)

Finally we will simply write dgg™' for dgg™! @ 0 € E and recall the shorthand
notation (1.15) and that F is the filtration generated by the white noise.

Proposition 6.34 Suppose x is non-anticipative and fix any initial data x = (a, ¢) €
S and g(0) € %2 Consider the system of equations for X = (A, @)

X =AX+X0X+ X+ CIX+Cpdzgz™" +0°x" *(38) (6.92)

@ Springer



Stochastic quantisation of Yang—Mills—Higgs in 3D 655

where g solves the last equation in (6.3) with A given by the first component of the X
from (6.92) and we define g€ as in (1.11) with g = 1 on (—00, 0). Consider further
the system of equations for Y = (B, V)

0Y =AY +Y0Y + Y +CEY + Cldgg™" + 0 (g5%) (6.93)

where g solves the last equation in (1.16) with B given by the first component of Y,
and g&* is again defined by (1.11). Both systems are taken with initial conditions
X(0)=Y(0) =x and g(0) = g(0), and with renormalisation operators

Ce C€ + C(‘;u geH 68 Ce + C((])"ifel-l °

C CS—}—CS

YMH

(6.94)

Then, for ¢ > 0, the system (6.92) is well-posed in the same sense as Theorem 6.1(i).

Furthermore, let (U, h) (resp. (U, h)) be defined by g (resp. g) as in (6.2). Then
there exists T > 0, depending only on sup,¢ 1)(|C°'A| + |éh| + |o¢]), the realisa-
tion of the noise on [—1,2] x T3, and the size of (x,g(0)) in S x &2, such that t
is an F- stoppmg time and such that (X, U, h) and (Y, U, h) converge in probabil-

ity in C~ "_K((O, 1) x T3) to the same limit as € | 0. More precisely, there exists a
C_%_K((O, 00) x T3)-valued random variable (X, V, f) such that

h
XV D= RO gy TIE VD= CUDI

—0

in probability as ¢ |, 0. Moreover, (X, V, f) depends on the sequences Co’[i, éﬁ and
o€ only through their limits éA, Co'h, and 0.

Proof We first claim that (6.92) is well-posed and is moreover the renormalised equa-
tion satisfied by the reconstruction of ) in (6.53) with respect to Z%¢, where A
solves the fixed point problem (6.63). The other inputs @, and W for (6.63) are de-
fined by (6.65) and (6.66). Since Zg,fz is not a smooth model, the proof of the claim
for (6.92) goes via obtaining the corresponding renormalised equation for the model
pr:; and then taking the limit § | 0, which is justified by the convergence (6.69) and
Lemmas 6.26-6.27.

By [11, Thm. 5.7] and [22, Prop. 5.68], together with the discussion in Sect. 6.4
(see in particular Remark 6.28), the reconstruction with respect to Z]?Hfz of YV, U, H)
yields (X, U, h) where we write X (A, ®), and by (6.18) from Proposition 6.6,
(U, h) satisfies the “barred” version’> of (6.4) which is not renormalised.

We first claim that U satisfies the conditions of Definition 6.5. Indeed, if g
solves (6.3) for the given A, then Lemma 6.3 with this given A implies that (dg)g ™"
and o(g) solve the “barred” version of (6.4) with the same initial condition as that of
(U, h), thus (U, h) = (@(2), (d3)g™H).

We apply Proposition 6.6, and take the limit § |, O of the renormalisation constants
to conclude that X solves (6.92) but with g&; replaced by U&; and (dg)g~' replaced

33That is with U and  instead of U and / and also with B replaced by A.
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by h. Tt remains to observe that if (X', g) is the solution to (6.92) and the last equation
in (6.3), where g is such that 9(g) = U and dgg~' = &, then similarly as above using
Lemma 6.3, we have X = X', which proves the claim that X solves (6.92).

A similar argument shows that (6.93) is the renormahsed equation satisfied by the
reconstruction of ) in (6.53) with respect to 792 where J> solves the fixed point
problem (6.55).

The probabilistic input from Lemmas 6.24, 6.26, and 6.27, together with the de-
terministic Lemma 6.31, Remark 6.30, and continuity of the reconstruction map
R: %:’”‘ — CHMI((0, T) x ), prove the statement concerning convergence in
probability as ¢ | 0. The fact that 7 is a stopping time follows from the fact that,
since x and K are non-anticipative, one only needs to know the noise up to time
t > 0 to determine if the corresponding e-input is of size r > 0 over time ¢.

Finally, the fact that (X, V, f) in the proposition statement can be chosen to de-
pend only on the limits Ca, Ch, and o follows from the continuity of the fixed point
problems (6.55)+(6.56) and (6.63)+(6.56) with respect to the coefficients of the non-
linearity, and with respect to the input model Z;, , and distributions wj, &)z’o which

BPHZ

are multilinear functions of a¢. O

BPH7’

Our next goal is to show boundedness of C§ — Cg and C_’f) appearing in Proposi-

tion 6.34. This will allow us to relate X and Y to a variant of equation (1.14), which
we study in Appendix C, and for which continuity into S at time ¢t = 0 is simpler to
show since the noise appears additively.

We now take advantage of the parameter o . For clarity we include the following
remark.

Remark 6.35 In Sects. 5 and 6, the parameter ¢ which multiplies the noise terms in
(5.4) and (6.92)—(6.93) is incorporated into our noise assignment,34 that is we look at
the BPHZ lifts of the noise 0¥£¢ in Sect. 5 (and 0¢£¢, 0%€ in Sect. 6).

In the results below we perform small noise limits lim, jgo® = 0. An important
fact is that in this limit the corresponding BPHZ lifts converge to the BPHZ lift of the
“noise” 0 (which is just the canonical lift of 0, that is the unique admissible model that
vanishes on any tree containing a label in £_). In fact, the full “e-inputs” converge
to O (see the o dependence in the bounds of Lemma 6.26), which allows us to argue
that the corresponding solutions converge (in the appropriate sense), as ¢ |, 0 to the
solution we obtain from the zero noise.

Lemma 636 For j (1,2}, let D5 € C5 — C*

JsyMm J»Gauge

€ Lg(g,9). Then

sup (IDf|+ |D5]) < oo.
£e(0,1]

Proof We proceed by contradiction, supposing that we have a subsequence of ¢ | 0

along which lim, r1 + r2 = 00 where r |D€| z/ . We then set ¢ (”f + rf)_l.

34For instance, the noise term in the abstract fixed point problem in Sect. 5 is just £, not ¢ &
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By passing to another subsequence we can assume that

lim ((58)2Df, (&8)41)5) = (C1.2) #(0,0). (6.95)

It follows that we can find a constant z € R such that if we set o° def z6¢ and C¢ def
(0‘9)2D’f + (08)4D§ then C¢* — C = 2C, + *C, # (0 along the subsequence for
which we have (6.95).

Now we set

¢i=0, Ci=cC*, (6.96)

as the constants in (6.91) and Proposition 6.34. We then note that the solution Y to
(6.93) for initial data (x, g(0)) € S x &€, with renormalisation constants C; , Cf]
given by (6.94), namely the solution to

Y =AY +YdY + Y3+ ((CHP @ ChHY
(6.97)

+((CP+CE )P @0)dgg™ +0°gE°,

Gauge
is equal to g - X where X solves (5.4) with initial data x def 2(0)~ !+ %, with constants
(5.5) and C{ =0 and ¢® as above, namely X solves

HX=AX+ XX+ X2+ ((C5)P @ Co)X + 0" . (6.98)

Y™

The key fact is that with our choices of constants one has C?, = Ce+ Clree:
As ¢ | 0 we have that 6° — 0 and so, by Remark 6.35, the solutions to (6.98)
converge (in the sense given by Proposition 6.34) to the solution of the deterministic

PDE
EX=AX+X0X+X - 0¥ em>X.

(Recall that C& = C¢  — m2.) On the other hand, as ¢ | 0 along our subsequence,

Higgs
the solutions to (6.97) converge to the solution of the deterministic PDE

WY =AY +YdY + Y — (0B am>)Y + (CH 0 0)dgg™ ",
where dgg~! = h solves the deterministic PDE (6.4), which is non-zero for generic
initial conditions. We remind the reader that convergence as ¢ |, O of the solutions to
(6.4) is a straightforward consequence of Lemma 6.31 and continuity of the recon-
struction operator.

Since on the one hand the relation g + X =Y is preserved under the limit ¢ | 0
but on the other hand g - X solves the same equation as X (i.e. without the last term
appearing in the equation for Y), this gives us the desired contradiction.? 0

35Note that while Proposition 6.34 gives us convergence in a space where we don’t have continuity at# = 0,
the limiting deterministic equations certainly have continuity at O for smooth initial data and therefore must
be different as space-time distributions on (0, T') x T3 for sufficiently small 7" > 0.
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Lemma 6.37 Suppose x is non-anticipative. Then

sup (|CVF

0,¢
| + |C2,Gauge|) <00.
ee(0,1]

1 ,Gauge

Proof We proceed similarly to the proof of Lemma 6.36, except that now instead of
comparing Y with a gauge transformation of X, we compare X with X.

Arguing by contradiction, we suppose as in the proof of Lemma 6.36 that we have
a subsequence ¢ | 0 and 6° — 0 with

(0°)2Cly + @) Ch,, = Con = C,
This time, we consider ()_( , &) as in Proposition 6.34 —namely, with X = (A_, CTD) solv-
ing (6.92) and g as in (6.3) —and choose

5 def

Ly and G

ce (6.99)

Gauge

as the constants in (6.91). For any ¢ > 0, define the transformation of the white noise
Té: &> TE(E) by T?(§) =g& on [0, 7] and T¥(£) =& on R\ [0, t]. Recall here
that T > 0 is the F-stopping time as in Proposition 6.34. In particular, since y is non-
anticipative, g is adapted to F, it follows that this operation is well defined and that
moreover T¢(§) = law £.36

Then, by definition, X=X def (A d>) on [0, t] where X and g g solve
WX =AX+X0X+ X+ CiX +0° )"+ T°(),
@28 =038 H+I4;, ;98 ', (6.100)
X0)=xeS, 20)=3(0) e 6%,

1

(The reason why the term C gdgg— is absent is that C f) = 0 thanks to our choice

(6.99).) Remark that, for every ¢ > 0, the above equations are well-posed and (f( ,8)
are smooth for ¢ > 0 since T (&) faw &, and thus (X, g) can be extended to maximal
solutions in (S x &%@)sol, B

On the one hand, by Remark 6.35, X converges in probability on [0, 7] (in the
sense given by Proposition 6.34) to the solution of the deterministic equation

RX=AX+X0X+ X — (0P om>HX — (C2)PB p0)dgg™", (6.101)

Gauge

where g solves the relevant equatlon in (6.3). On the other hand, since Tg(.f) = S it
follows from Theorem 5.1 that X converges in law (and thus in probability) in S*°!
to the solution of the deterministic equation

¥X=AX+X0X+X>— (0P am>HX. (6.102)

36This equality in law follows from applying It0’s isometry to 7% (£), using that g acts by an orthogonal
representation, and then appealing to Lévy’s characterisation of Brownian motion.
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Since we can choose go so that dgog,, ! # 0, we can find initial data for which the
(deterministic) solution of (6.101) differs from that of (6.102) for all sufficiently small
times, which gives the desired contradiction. O

We are now ready to improve the mode of convergence in Proposition 6.34.

Proposition 6.38 The conclusion of Proposition 6.34 holds with the improvement
that (X, U, h) and (Y, U, h) converge in probability in C([0, T], S x @0’9) as ¢ | 0.
More precisely, the random variable (X, V, f) in Proposition 6.34 takes values in
C(0, 7], S x (;50'9) and

|(X7 V7 f) - ()_(, l_]v ]’_l)|C([0’.[]’SXQ~§O,Q) + |(X’ V’ f) - (Yv U’ h)|C([0,t],$><(’~50v9) —-0

in probability as ¢ | 0.

Proof Continuing from the proof of Proposition 6.34 —Corollary 3.15 and Proposi-
tion 6.32 provide the additional probabilistic and deterministic input respectively to
conclude the desired statement with C([0, ], S x @0’9) replaced by C([A7, 7], S X
(;50'9) for any fixed A € (0, 1).

To lighten notation, we will only consider the X and ¥ components henceforth;
how to add back U, & and U, h will be clear. We assume henceforth that 7 € O, 1).

For ¢ > 0, we extend Y to a function in C([0, 1], S) by stopping it at 7. It follows
from the above that there exists a C((0, 1], S)-valued random variable Z such that
SUP;e(a, 1] X (Z(t), Y(t)) — 0 in probability as ¢ | O for every A > 0. We now claim
that

limlimsupP[ sup E(Y(t),Y(O))>8]:0 V80, (6.103)
MO g0 te[0,1]

and likewise for X. To prove (6.103), a similar calculation as in [22, Sect. 2.2] implies
that Y = g + X where X, g solve (C.1)-(C.2) with operator

B~ Co = (CHP + (€)% — (P — (€5 (6.104)
and initial condition x = g(0)~! « x.

Observe that sup,c( 1)1c®| < 0o due to Lemma 6.36. It follows from a simi-
lar proof to that of Theorem 5.1 with minor changes as indicated in the proof of
Lemma C.1, that (6.103) holds with (Y (), Y(0)) replaced by X (X (¢), X(0)) +
|g(t) — g(0)|gs0.0. Recalling from Proposition 2.28 that (g, X) — g+ X is a uniformly
continuous function from every ball in %¢ x S into S, we obtain (6.103) from the
identity Y =g - X.

Observe that (6.103) implies that Z can be extended to a C([0, 1], §)-valued ran-
dom variable by defining Z(0) = Y (0) and sup, o ;; (Y (), Z(z)) — 0 in probabil-
ityase | 0.

We now claim that (6.103) holds with ¥ replaced by X, where we also extend X
to a function in C([0, 1], S) by stopping it at t. Recall that t > 0 is the F-stopping
time, which depends only on & [[_; ;3 (through the size of its BPHZ model), for
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which X is well-defined and converges in probability in C([At, 7], S) as ¢ | O to the
same limit Z as Y forall A € (0, 1).
To prove the claim, for ¢ > 0, define as in the proof of Lemma 6.37 the transfor-

mation of the white noise 7: & +> T(§), where T(§) =g&é on [0, 7] and T (§) =&

on R\ [0, 7]. Then X = X &f (A, ) on [0, 7] where (X, g) € (S x %)%l denotes

the maximal solution to
X =AX+X0X+X+CiX+Cidgg ™" + o x* x T (&),
@28 ' =008 H+14;, 0,981,
X0 =(@.¢eS, §(0)=g(0) e 8",

Since x is non-anticipative, Lemma 6.37 yields sup,¢ .1 IC_’f)| < 00. Since T (&) law
&, it follows again from the same proof as Theorem 5.1 with small changes as indi-
cated in the proof of Lemma C.1/C.2 that (6.103) holds with ¥ replaced by X. (In
fact, if we knew that C g converges to a finite limit as ¢ |, 0, then we would know that

(X, ) converges in (S x $%-¢)%! ) Since X = X on [0, 7], it also follows that (6.103)
holds with Y replaced by X as claimed.

Finally, recalling that sup,.; i (X(1),Y () — 0in probability as ¢ | 0 for all
A € (0, 1), it follows that sup, ¢ 1 S(X(t), Y(t)) — 0 in probability as ¢ | 0 as re-
quired. O

6.6 Convergence of maximal solutions
The main result of this subsection is the following.

Proposition 6.39 Suppose we are in the setting of Proposition 6.34. Then (X, U, h),
obtained as in Theorem 6.1(i), converge in probability as maximal solutions in (S x
Boeysol g5 e | 0.

Remark 6.40 The proof of Proposition 6.39 applies with several changes to show
convergence of (Y, U, h) as maximal solutions. However, we will derive this result
below more simply in Corollary 6.42 using pathwise gauge equivalence.

Proof As in [22, Sect. 7.2.4], it will be convenient to consider a different abstract
fixed point problem from (6.63), which solves instead for the ‘remainder’ of X. Like
in [22], this new fixed point will encode information of U on an earlier time interval
which is necessary to make sense of the term x® % (g&). In addition to this, and
unlike in [22], it is important that this new fixed point problem will have an improved
regularity in the initial condition for X.

To motivate the new fixed point problem, consider the system of SPDEs given by
(6.92)+(6.4). Note that if we start with an arbitrary initial condition at some earlier
time #yp < 0, then the solution at time 0 is necessarily of the form

Xo=(K* % (U8)(0, )+ K * (K (UE)IK" % (U£))(0,+) + Xo ,
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where X € C™ (evenin C %_, but we don’t need to use this). Looking now at positive
times, it is straightforward to see that X = X + Z1 + Z) where Z; = K¢ % (Ué‘;),
Z> =K % (Z19Z1), and U solves (6.2) for positive times and is equal to its previous
value for negative times, and X solves the fixed point problem

X=PXo+G*1:(X>+ XX + C;X + Cyh — Z13Z)) . (6.105)

We now lift this to a fixed point problem in a suitable space of modelled distri-

butions. For this, assume that we are given XoeC ¥ hye 67 =3¢ and a modelled

distribution I € .@2”" defined on [T, 0] x T3 for some T € (0, 1) and taking val-
ues in the corresponding sector of our regularity structure. One should think of U as
the ‘previous’ U restricted to a sufﬁcrently short interval [T, 0].

As earlier, we decompose U = PUq + 2. We therefore extend I/ to positive times
by the Taylor lift of the harmonic extension of its reconstruction Uy at time 0. Note
that Uy is simply given by the component of I/ multrplyrng 1 since the sector corre-

7—3/(

sponding to I is of function type. We also have Uo € C which implies that, as a

modelled distribution on [—7, 00) X T3, Ue _@02 34263 3K.

Let us write now
=0mUE) and 2, =G;(Z102)),
where U = U +U. Here I and H solve (6.56),and Y def Z1+Zr+ 5? where )7 solves
V=PXo+G1: OV} + Y3V + ;Y + CoH — 2102)) . (6.106)

‘We claim that we can solve for

A3 3_ 1
(y Z/[ ,H) €@2+3K —K % 9024_2’(’2 3K % @;+5k,2 3k .
Indeed, by Lemma A.3 and Theorem A.5, UE € .@i__l’( * and 2 € .@i_'(_;( 3w
Hence
—3k,—5—Tk —4k, 7—8/{

213216@22 de $22€@2

Furthermore X( € C™* and the ‘right-hand side’ is

3 ° ° —Kﬁ%f&c Kﬁ%f@c
V' +YYV+CY+CyH—-21021€D 4 . c9, ”
—3— —3-
Note how —Z10Z; cancels the worst term in Y9, so that the worst terms are now
3_
23 € @ 5 5K6 % and zlay € .@ » * . Since @ o is stable under multiplica-

tion by 1+, the fixed point problem (6.106) is well- posed
Furthermore, pn@er the same p§eudo -metric on rnode1~s as in Proposition 6.32, the
reconstruction (X, X, Z1, Z», U, h) of the solution (), Y, Z1, Z,,U, H) is a locally
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uniformly continuous function into C([At, 7], X C™* xS xC =5 5 BOe ) (for any
fixed A > 0) of the tuple

(Z,Z:[, )}0,/’10) € M x .@%+2K x C7" x C%_3K

where t is locally uniform in the tuple. (Note how we do not require the input distri-
butions @ any more because the initial condition is in C~* instead of C" for n < — % J)

For ¢ € [0, 1], the construction of the maximal solutions (modelled distribu-
tions) (V,U,H) is then similar to [22, Def. 7.20]. Namely, we begin by solv-
ing for (y U, H) using the original equation (6.63)+(6.61)+(6.56) on an interval

[0, 1] = [O 271]. The under]ymg model is zg,;; € ///1 as in Lemma 6.24, W is
taken as in (6.65), and a)o, J)z O for ¢ e {1,2,3}, and @] are defined through (6.66)
and Lemma 6.26.

We then take 7' = 7 with time centred around oy and U ||, _7 1 Playing the role
of U above, and

XY RY -2 - 2001 and he® R0

Solving now (6.106)+(6.56) w1th this data (and the same model 792y we extend the

solution to the interval [0, o>] def [0, 211 +212].

Then we set T = 13, centre time around o7, and solve again (6.106)+(6.56) with
U= Ul oy—T 001 Xo = (RY)(02) and hog = (RH)(02). We thus extend the solution
(Y, U, M) to the interval [0, T*) where t* =) ;2 o%.

The proof of the proposition is then similar to that of [22, Prop. 7.23]. In par-
ticular, similar to [22, Remarks 7.21, 7.22], the reconstruction (X, U, h) solves the
renormalised PDEs (6.92)+(6.4) on the interval [0, 0,,] provided that §2 < ; for all
i =1,...,n. Moreover, by the convergence of models from Lemma 6.24 and Corol-
lary 3.15, for every n > 1, there exists ¢, such that we can choose the same 71, ..., 7,
for all € € [0, &,].

The final important remark is that for ¢ = 0, the reconstructions of the above max-
imal solutions on each interval (o, ox+1] coincide with the reconstructions of the
solutions to the original fixed point problem (6.63) with W = 0 and @, defined again
through (6.66) and Lemma 6.26 —note that, since we take § | O first and then ¢ | 0,
the initial condition at each time step oy is independent of & [, ) (modulo centring
time around oy ), therefore the estimates and convergence results from Lemma 6.26
still hold since o} can be taken as a stopping time. In particular, the maximal solution
for & = 0 is in (S x %)% which, combined with Proposition 6.38, implies that
(X, U, h) converges as € | 0 in (S x Bo-eysol (ip probability). O

6.7 Gauge covariance

In this subsection we prove Theorem 6.1. We keep using the notation of Sect. 6.5.
Following Proposition 6.38, we will use the main result of Appendix D to show that
cé —C¢ and C0 ¢ e DOth converge to finite limits as ¢ | 0. This in turn will

JsYM J »Gauge

allow us to conclude the proof of Theorem 6.1.
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Proposition 6.41 Suppose y is non-anticipative. With notation as in Lemma 6.36,
there exists (D1, D2) € L (g, 9)2 such that

lim (D], D3) = (D1, D3) .
el0
Moreover, (D1, Dy) does not depend on the choice of mollifier.

Proof We start by proving the first statement regarding ¢ |, 0 convergence. Recalling
that sup,¢, 13 (|Df| + |D§|) < oo by Lemma 6.36, we argue by contradiction and
suppose that there exist sequences &, £, |, 0 along which we have distinct limits

(D", Dy") = (D1, Dy) and (Dy", DY) — (Dy, Dy), (6.107)

as n — o0o. We will show that this gives rise to a contradiction with the results of
Appendix D. We first note that we can find o such that, setting D = o’D; + (74D2
and D = 62D; 4 6Dy, we have D #* D. We fix 80 € QSO @ such that D@3dg0g #*

D®3dgog, " and some arbitrary ¥y € S.

Now for ¢ > 0 let (X?, g°) be the maximal solution to (5.4) (with 6¢ = ¢ and
CO’Z = Ca =0) and (1.17), started from the initial data (X, go) where Yy = go + Xop.
Observe that, by Lemma C.1, (X¢, g°) converges in probability in (S x &%€)%! a5

& | 0to a limit we denote (X, g). On the other hand, Y* def g%+ X°? solves

Y =AY +Y Y+ (Y¥) + C,Ye + cgdgg—l +0°(gt%), YO0)=Y,,

where in the definitions of Cj &f C5 and Cy one takes ¢ =Ca=0and Cf =
asz + J4D§. Then, by (6.107), we have Co’ﬁ” — D and Cﬁ" — D.

For the rest of the argument we recall the space of local solutions (S x @0-¢)lsol
and local solution map A%""" introduced in Remark D.8.

Then there exists some strictly positive F-stopping time 7 such that, in probability,
we have

lim (z,Y*, U, h*") — AZ*"™0, D, Xo, go]
n—oo

and  lim (z, Y%, U, h¥r) — A0, D, X, go] .
n—oo

Here U, h (resp. U®", h®» [ U®n h®r) are obtained from g (resp. g / g®) via (6.2).
On the other hand, since (X¢, g%) does not depend on Cﬁ and by the continuity of
the group action given in Proposition 2.28, it follows that

lim (z, Y%, U®", h‘s”)— hm (r Yo, U h*")y=(t,X,U, h), (6.108)

n—oo

in probability, as random elements of (S x @50*@)1501 —here (7, X, U, h) is defined by
stopping the maximal solution (X, U, h) € (S x &%¢)%! at 7.

By (D.13) and cancelling stochastic integrals and terms (0€B3 @ (—mz))X on either
side, we have the almost sure equality

D®3h1(0,1) = 5®3h1(0yr) .
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However, this is a contradiction since lim; o £(¢) = dgog,, !'_ this finishes the proof
of the first statement of the proposition.

The statement about independence with respect to our choice of mollifier x can be
proven with the same argument — the key point above was that the limit (z, X, U, h) in
(6.108) is independent of which ¢ | 0 subsequence we choose, thanks to BPHZ con-
Vergence.37 However, the BPHZ model that defines (t, X, U, h) is also insensitive to
the choice of mollifier one uses when taking ¢ | 0. Therefore the argument above to
prove uniqueness of the limiting constants obtained with two different ¢ | 0 subse-
quences and a single mollifier can be repeated when taking ¢ | 0 with two different
mollifiers. |

As a corollary of Proposition 6.41 and the proof of Proposition 6.38, we obtain
convergence of (Y, U, h) as maximal solutions.

Corollary 6.42 In the setting of Proposition 6.34, (Y, U, h) converges in probability
in (S x 8%¢)%l g5¢ | 0.

Proof Consider X, g as in the proof of Proposition 6.38. Since ¢ in (6.104) converges
as ¢ | 0 to a finite limit due to Proposition 6.41, (X, g) converges in probability in
(S x B%0)%l a5 ¢ | 0 due to Lemma C.1. Since ¥ = g - X and (U, h) are defined
from g by (6.2) for all positive times (until the blow-up of (X, g)), the conclusion
follows from the local uniform continuity of the group action (Proposition 2.28). [

The next proposition concerns the ¢ | 0 limit of the renormalisation constants
C%¢ which appear in the renormalised equations for X.

Gauge

Assume that the mollifier x is non-anticipative. For any fixed & > 0, after taking
8 1 0, since g is adapted one expects that the law of X should remain the same if
one replaces g&€ by £, in which case the equation for X would simply become the
equation for X. Therefore one expects that C%¢ should vanish when the mollifier x

Gauge

is non-anticipative. However the following result is sufficient for our needs.

Proposition 6.43 Suppose x is non-anticipative. Then, for j € {1,2}, there exists
% e Lg(g, g) such that

J s Gauge

0,¢ 0,e _ 0,0 0,0
1, Gauge? Cz,Gaugc) - (Cl,Gmugc’ C ) :

2, Gauge

lim (C
el0

0,0 CO,O

Moreover, (C\ .. Co e

) is independent of our choice of non-anticipative x .

Proof We first prove the limit as ¢ |, O for a fixed choice of mollifier. Recall that by

Lemma 6.37 we have supge(oyl](ICO"9 |4 1CY¢

1 Gonge 2 cane ) < 00. TO prove convergence we

37 This is clearly true for the maximal solution (X, U, h). The stopping time 7 can also be chosen small
enough in a way that only depends on the limiting BPHZ model and initial data (X(, gg) and an a-priori
bound on the constants C f,‘, Cﬁ.
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again argue by contradiction and suppose that we have sequences ¢, and &, going to
0 along which we have the distinct limits

(Covsn CO,En )-)(CO’O CO,O )

1,Gauge® 2, Gauge 1,Gauge’ 2, Gauge

0,3 0,3 ~0,0 0,0 (6.109)
and (C;™ Cz,’z:uge)_’ cy Cy. ).

1,Gauge’ 1,Gauge® 2, Gauge

We fix o € R such that, if we set D = ozC?’gaune + 1'14(?(2)'2“ge and D = 026?’22.@5 +
0463”(?3%, one has D # D. Fix 20 € %2 such that
D®dgog; " # D dgog, ! (6.110)

along with some arbitrary X € S.

Again, for ¢ > 0, and this time making e-dependence explicit, let X¢, g° be the
maximal solution to (6.92) with 6¢ =@, Co'ﬁ = —02C?”§ﬂ“ge — 04C2’§aug3, and Co'f; =0
started from initial data (X, g0). By Proposition 6.39 we have the convergence in

probability
()?8’17 Usns I/_lgn) - A:HZ[Ov _Dv X09 80]
and (X®, 0% hP") — A""[0, —D, Xo. go] .

Here U®, h® are obtained from g° as in (6.2) and Az is the BPHZ solution map
given in (D.1).

Now, let (X¢, g°) be the maximal solution to (C.6)—(C.7) with CZ =0and ¢ =0
started from initial data (X, g0). Due to our choice of renormalisation constants,
(X¢, g°) is equal to (X¢, &%) in law. Moreover, by Lemma C.2, (X?, g) converges in
probability as ¢ | 0 to a limit (X, g).

It follows that A>"“[0, —D, Xo, go] faw A0, —D, X, gol but this combined
with (6.110) gives a contradiction with Lemma D.1 since

lim E[0,(A5[0, =D, Xo, go])] = —D®dgog,”
: BPHZ N — ~@3 —1
and  lim E[0,(Ay"[0, —D, Xo, g0)] = —D%dgog, " -
n—oQ

The above argument finishes the proof of the first statement. The second statement,
regarding independence of the limit with respect to our choice of non-anticipative
mollifier x, can be also be proven using the above argument —the relation between
the first and second statement of this proposition mirrors what is explained in the
final paragraph of the proof of Proposition 6.43 —again the limit (X, g) of (X?, g°)
above does not depend on the choice of mollifier. Thus we can repeat the argument
above for two sequences obtained by taking ¢ | O for two different non-anticipative
mollifiers. 0

Proof of Theorem 6.1 Part (i) was already proven in Proposition 6.34.

We now prove part (ii). We will apply Proposition 6.38 (together with Proposi-
tion 6.39 and Corollary 6.42) with 6, = ¢ = 1. Note that Proposition 6.38 holds for
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any choice of converging sequence (¢t (ofﬁ). We now find the claimed e-independent
¢ , so that for any ¢ A as in Theorem 6.1, we can choose suitable (Co' £, le ) for the
systems in Proposition 6.38 so that the two systems (1.16)+(6.3) being compared in
Theorem 6.1 and the two systems (6.93)+(6.92) being compared in Proposition 6.38
match, at least up to order o(1). To match (1.16) and (6.93) we require

CfM + éA = CfM + CO‘Z ’ Cfm + éA = éﬁ + Cgaugc ’ (6111)
while to match (6.3) and (6.92) to order o(1) we require
CE+CaA=CE +C5,  Ca—-C=CE+Cl +o(l). (6.112)

To satisfy the first identities in (6.111)—(6.112), we take éf\ = éA.
For the second identities, by Proposition 6.41, one has convergence of C;, — C¢, ..
We therefore set
él’f déf CfM - Cguugc + éA ’
so that the second identity in (6.111) is satisfied and limg o C}f exists. Furthermore,
by Proposition 6.43 and the non-anticipative assumption on x, one has convergence
of C%¢ . We therefore set

Gauge *

¢ Lim ¢z, - €2 - %), (6.113)
el0 ©

so that the second identity in (6.112) is satisfied. Since the difference between the

constants in the two systems (6.3) and (6.92) vanishes, stability of the fixed point

problem (6.63) with respect to ¢ p implies that the two systems converge in probabil-

ity to the same limit.

The claimed convergence in probability in part (ii) therefore follows from Propo-
sition 6.38 with the above choice of (C%, éﬁ) together with Proposition 6.39 and
Corollary 6.42. Indeed, Proposition 6.39 and Corollary 6.42 imply that the two sys-
tems converge separately as maximal solutions in probability in (S x B-0)sol 55
¢ | 0, while Proposition 6.38 implies the two limits are equal on an interval [0, 7]
where 7 > 0 is an F-stopping time bounded stochastically from below by a distribu-
tion depending only on the size of the initial condition. Since both limits are (time-
homogenous) (S x &%2)-valued strong Markov process with respect to F, it follows
that they are equal almost surely as (S x &%2)%°\_yalued random variables.

Furthermore, C is unique by the injectivity in law given by Lemma D.I —any
alternative choice of C would mean that each of the each of the two systems again
converge to solutions of the form A‘i"“z[é As éh, X, gol, but now with distinct choices
of (Ca, Cp) for each of the systems. This completes the proof of part (ii).

For part (iii) of the theorem, observe that the right hand side of (6.113) is in-
dependent of Ca thanks to Remark 6.8 and independent of our specific choice of
non-anticipative x thanks to the second statements in Propositions 6.41+6.43.

The final part (iv) of the theorem is mostly a reformulation of the other parts of
the theorem. Note that (g « X, U, h) is almost surely equal to the maximal solution
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(Y,U,h)=(B,W¥,U,h) (as given in part (ii) of the_the_or_em) started from the initial
data (go -« x, 0(go), dgogo_l). On the other hand, if (X, U, k) (again, the limiting solu-
tion given in part (ii)) is started from initial data (go - x, @(go0), dgog, 1) then we have

law

(Y,U,h) = (X, U, h) almost surely, in particular (Y, U, h) = (X, U, h).

law

Finally, we have that (X,U,h) = (X, U h) for all choices of (x, g0) €S X ®0e
if and only if Ca = C. To see that Ca = C is a sufficient condition for this equality
in law, note that, for ¢ > 0 and non-anticipative mollifiers, we have equality in law
for the solutions of (6.3) and those of (C.6)+(C.7) (with ¢® = 0).

law

To see that CA =Cisa necessary condition for (X,U,h) = (X U h) note that,
by the injectivity in law given by Lemma D.1, there exists a choice of (go « x, go) €
S x &% for which limits of the law of (X, U, h) started from (gg « x, go) has a
different law then that of the limit of the maximal solutions to a modification of
(6.3) where one again starts from (go « x, go) but drops the term (CA — C)(8l g2)g -1
However, this latter law is equal to the law of (X,U0,h) (again, since the dynamics
only differ by a rotation of the noise by an adapted gauge transformation). This shows

that if € # C then there exists initial data for which (X, U, 1) & (X, 0, h). O

7 Markov process on gauge orbits

We finally turn to the existence and uniqueness of a Markov process on the orbit
space £ associated to the SPDE (1.14), which is the second part of Theorem 1.9.

We first adapt to our setting the notion of a generative probability measure
from [22] in order to specify the way in which a Markov process is canonical. Our
definition differs slightly from that of [22] due to the different structure of the quotient
space.

Definition 7.1 Unless otherwise stated, a white noise & = (&1, &, €3, ¢) is understood
to be an E = g> @ V-valued white noise on R x T? defined on a probability space
(Qrise 7 P). A filtration F = (F1)e>0 is said to be admissible for & if & is adapted
to F and &|[;, ) is independent of F; for all # > 0. By the SYMH solution map (driven
by &) we mean the random map

A:{(s,1) 1 0<s <t <00} xS — LOQ"; S)

for which ¢ — A ;(x) is the € |, 0 limit in probability in S sol of the solutions to (1.14)
with initial condition x at initial time s, and with a mollifier x and operators (C Z, C fb)
defined by (5.5) with Ca =C and ¢° = 1, where C is the unique y -independent
operator in Theorem 6.1(iii).

We will frequently say that X solves SYMH driven by & with initial condition
x €S and time s > 0 to mean that X (t) = As.1(x). Remark that A (x) = x by
construction. We will drop the reference to s whenever s = 0.

For fixed s, ¢, x, note that A, (x): Quoise . $ is a random variable and we
make no claims about the P-a.s. continuity in x (the difficulty here being the extra
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stochastic objects in Lemma 5.19 that need to be constructed from the initial data).
Nonetheless, ¢ — Ag;(x) is P-a.s. continuous since it is P-a.s. in 8% Moreover,
S3x > Ay (x) € LO(Qrobse; 3) is continuous in probability for any s > 0.

Furthermore, for an admissible filtration F and an F-stopping time t, if Xy is
an F;-measurable random variable, then t — A r4,(Xo) is well-defined as a Ssol.
valued random variable and is adapted to the filtration {F74;};>0. Indeed, this follows
from independence of \ilg and X in the notation of Lemma 5.19. Furthermore, we
can readily verify the flow property

Aru(Ns,1(X0)) = Asu(Xo)  as. (1.1

for any F-stopping times s < ¢t < u and Fs-measurable X. Indeed, (7.1) follows from
the analogous identity at the level of the mollification £° combined with continuity
of x = A ;(x) in probability.

For a metric space F, denote by D(Ry, F) the usual Skorokhod space of cadlag
functions. We extend the gauge equivalent relation ~ to S=8Su{®) by imposing
that X ~ @ & X =@,

Recall that we have fixed the parameters n, 8,5, «,0 in the way described
in the beginning of Sect. 5 which is required to define the space (S, %) =
(S0.8,8,0,65 2,8,8,a,6) as in Definition 2.22.

Consider 7] € (n, —3), § € (3, 8) such that B < —2(1 — §)—, and & € («, ). Note
that (n, 8, 8) also satisfies (7). Denote & = Eﬁ’ﬁ,g’&ﬁ.

Definition 7.2 A probability measure p on D(Ry, 3) is called generative if there
exists a filtered probability space ("¢, F, (F;);>0, P) supporting a white noise &
for which the filtration F = (F;);>0 is admissible and a D(R, 3)-Valued random
variable X on Q"¢ with the following properties.

1. The law of X is u and X (0) is Fo-measurable.
2. Let A denote the SYMH solution map. There exists an non-decreasing sequence
of F-stopping times (¢ ?io’ such that a.s. co =0 and, for all j > 0,

(a) onehas X (1) = A, (X(g))) forall 7 € [}, 5j+1), and
(b) the random variable X (g;+1) is F¢,, -measurable and

X(Gj+1) ~ Agj i (X(5))) -

3. Let T* d:efinf{t >0 : X () =}. Then ass. lim;_, o ¢; = T*. Furthermore, on
the event {T* < oo}, almost surely

e X=%on[T* c0), and

e one has
lim inf X(Y,0)=o00. (7.2)
t/'T* YeS
Y~X(1)

If there exists x € S such that X (0) = x almost surely, then we call x the initial
condition of .
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Remark 7.3 The meaning of item 2 is that, before blow-up, the dynamic X runs on
the interval [g;, ¢;j41) according to SYMH, after which it jumps to a new point in
its gauge orbit and restarts SYMH at time ¢;11. The main point of item 3 is that
the whole gauge orbit [X (¢)] “blows up” at time T* provided we measure “size”
in a slightly stronger sense than ¥. We use ¥ in (7.2) due to technical issues with
measurable selections; using X in (7.2) would be more natural, but we do not know
if Theorem 7.5(i) below remains true in this case. The reason why this is nevertheless
sensible is that even if we start with an initial condition in S for which ¥ is infinite,
it is immediately finite so that the infimum in (7.2) is almost surely finite for all
te 0, 7).

Remark 7.4 In the setting of Definition 7.2, if Z: Quoise . S jg JF,-measurable, then
t — Ag(Z) is adapted to (F;);>s. Hence X is adapted to F, T* is an F-stopping
time, the event (7.2) is Frx-measurable, and 7™ is predictable.

Define the quotient space HLS /~, which we can readily identify, as a set, with
O U{®}. Note that O is not Hausdorff, but there is a simple description of its topology
in terms of the (completely Hausdorff) topology of O. Indeed, O C O is open if and
only if either (O =) or (' ¢ O and O C O is open), see Proposition 2.53.

Let7: S — O denote the canonical projection map. If u is generative, then thanks
to Definition 7.2, the pushforward 7, i is a probability measure on C(R., £), instead
of juston D(R4, ©). Our main result regarding the construction of a suitable Markov
process on 9 is as follows.

Theorem 7.5 (i) For every x € S, there exists a generative probability measure |
with initial condition x.

(i) For every z € )5 there exists a (necessarily unique) probability measure P* on
C(Ry, O) such that, for every x € z and generative probability measure p with
initial condition x, wepu = P*. Furthermore, {PZ}ZG{D define the transition func-

tions of a time homogeneous Markov process on 9.

The proof of Theorem 7.5 is postponed to Sect. 7.3. Before that, we provide a num-
ber of results showing how to exploit the gauge covariance obtained in Theorem 6.1
in this setting.

7.1 Coupling SYMH with gauge-equivalent initial conditions

Throughout this subsection, we fix a white noise £ defined on a probability space
(Qroise 7 P) and let F = (F1)i=0 denote its canonical filtration. Let furthermore
x,x €S and X = (A, ®) € S solve SYMH driven by & with initial condition
X(0)=x.

If ¥ = x8© for some g(0) € &, it follows readily from Theorem 6.1 that X & xe
solves SYMH driven by g& = (Adg&1, Adgér, Adgés, g¢) with initial condition x,
where g is the ¢ | 0 limit of the solutions to (1.17) with initial condition g(0) (and
where (A, ®) = X). The point of this subsection is to prove that if only x ~ x, then a
similar statement still holds true. Namely, we have the following result.
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Proposition 7.6 Suppose x ~ x. Then, on the same probability space (Qroise F, P),
there exists a process (X, g) and a white noise &, both adapted to F, such that X

solves SYMH driven by & with initial condition X and such that g(t) € @2

X(1) = X ()2 for all t > 0 inside the interval of existence of (X, g) € S x 6%_.
3 _

Furthermore, g cannot blow up in &2~ before X (X) + X(X) does.

Remark 7.7 The proof of Proposition 7.6 will reveal that g solves (1.17) with some
initial condition g© € &1

Lemma 7.8 Foreveryx €S,
(@) limg o Z(F;(x),x) =0,
(i) limg o sup,cpo 71 Z(PsFi(x), Fi(x)) =0, where T < Poly(@(x)’l) is a time of
existence of F;(x) appearing in Proposition 2.9.

Proof (i) Writing p; dof P:x and Fix = p; + ry, it follows from Proposition 2.58(ii)
that lim;—0 2(ps, x) = 0. Observe further that |rf|Cf} — 0 by Proposition 2.9.

Since ,3 > 20(x¢ — 1) by assumption (5.1), it follows from Lemma 2.25 that
lim; ¢ I7¢ll4,o = 0. Furthermore |r;|cn — O since, by (5.2) and the conditions on

n and § (which in particular imply that n 4+ § < % and therefore 7 > 1), one has
n< /§ Finally, by Lemma 2.35(i),

lp: +rex H/‘J’ s Slpex ﬂﬂ,a + Hrtﬂﬂyg + (pelen + |xlen)relen s
with 7 as in (5.2). As r — 0, the first term on the right-hand side converges to 0 since
®(ps, x) — 0, the second term converges to 0 since

0relps < Drellos < |”t|c,7

by Lemma 2.35(ii) and since ,3 >n> % — & by assumption (5.2), and the third term
converges to 0 also because of (5.2).

(ii) As above, write F;x = p; + r;. Since P; is a contraction for the norm || - [lo.¢
by Lemma 2.55(ii), it follows that

sup [IPspr — pillag = sup [IPi(Psx — X)lla.p < IPsx — xllap -

te[0,T] t€[0,T]

which converges to 0 as s |, 0 by Proposition 2.58(ii). By an identical argument,

lim sup [Psp; — pilen =0. (7.3)
530 ¢€10,7]

Furthermore, by Proposition 2.9, lim; |rtlcﬁ =0 and sup, (. 77 I71|L> < oo for ev-

ery € > 0. Using that |Ps f — f|Cﬂ < s—ﬁ/2|f|Loo and ,8 < 0, it follows from (7.5)
that

lim sup |Psry —r].53=0. (7.4)
540 ¢e[0,T] ’ c
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Therefore, using B > 20(a — 1) and Lemma 2.25 to estimate [|Psr; —rllyo S
| Psrs — r,|c/§ we obtain

lim sup [|Psr; —rillgo=0. (7.5)
530 ¢e[0, 7]

Since 1 < —% < ,3, (7.4) also implies lim, o SUP;¢[0,7] |Psry — r¢len = 0.
It remains only to consider the terms with [-; -] 85" By Lemma 2.35(i), uniformly
int>0,

1Ps(ps +re); ps +”t|],3,5 S Psprs ptﬂﬁ,5+ H’Psrt;rtﬂlgﬁ

+ | Pspr — pelenlrelen + | Psre — relealxlen

for n as in (5.2). Since ,3 > 1, it follows from (7.3)-(7.4) that the final two terms con-
verge to 0 as s | O uniformly in 7 € [0, T']. For the first term, observe that, by (2.22),

sup [Pspis pillgs= sup [Pips; Puxllgs S lps — xlenlxlen + [psi xllg 5
1€00.7] 1€[0.7]

Since limg o © (ps, x) = 0 by Proposition 2.58(i),

lim sup [Psps; pillgs=0.
510 10,77 * p.d

Furthermore, by Lemma 2.35(ii), uniformly in 7 > 0,

I]Ps”ﬁrtﬂg,a S|Py —rt|cﬁ|”t|cﬁ .

The final term again converges to 0 as s |, 0 uniformly in ¢ € [0, T']. 0
Proof of Proposition 7.6 Let us define x,,, X, € C*°(T>, E) by

def — def _
Xn = Fim(x), Xn= Fipn@),

(0)

which exist for n sufficiently large. Let g, (0) € &° such that x,, = X,. It follows

from Lemma 7.8(i) and Theorem 2.39 that, for some v < %,

limsup|g, (0)|cv < 0.

n—00

In particular, passing to a subsequence, we can assume g,(0) — g(0) in &%V,
Let X, = (A, ®) solve SYMH driven by & with initial condition x, and let g,
solve (1.17) driven by A, with initial condition g, (0).

Consider further the process &, given by g,& on [0, Tx, ,,) and by & outside this
interval, where we set, as in [22, Sect. 1.5.1],

Tx def inf{t >0: (X,9)®) =} .
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Remark that &, is a white noise by Itd isometry. Let X,, solve SYMH driven by &,
with initial condition X,. Observe that X,, and X f‘;” are strong Markov processes,
for which, by Theorem 6.1, X, = X5" on an interval [0, T] where T is a stopping
time bounded stochastically from below by the size of (X,,(0), g,(0)) in S x &%¢_ It
follows that

X, = X5" on the interval of existence of (X, gx) . (7.6)
Next, we claim that

lim (X, X§") = (X, X®%) in probability in (S x 8%, (1.7)
n—>oo

where g solves (1.17) with initial condition g(0) and where we define X8(0) = x

(for ¢ > 0, note that g(¢) € Qi%_ and thus X8 (r) makes sense by Proposition 2.28).
To prove (7.7), remark that X(x,,x) — 0 by Lemma 7.8(i). It thus follows from
Lemma C.1 with ¢® = 0 therein that (X,, g,) — (X, g) in probability in (S X
@&0.v—ysol Therefore, for any A, >0,

lim P[ sup |gn(t)—g(t)|C%7>8]=O.

=00 Lie[n,Tx,g—Al

It follows by joint continuity of the group action from Proposition 2.28 and the esti-
mates on gauge transformations from Theorem 2.39 (which ensures that |g|-1/2- and
thus |g|¢3/2- cannot blow up before X (X) + X (X#) does, hence Ty, = Tx, x¢) that

lim P[ sup {E(Xn(t),X(z))+E(Xﬁ”(r),xg(t))}>3]=0. (7.8)
tel

n—00 ATy xg =2

It remains to handle the time interval [0, A] for which we can proceed similar to the
proof of Proposition 6.38. Specifically, it holds that

lkiinlimsupP[ sup (XL (1), X3 (0)) > 5] =0 V5>0. (7.9)

n—oo t€[0,A]

Indeed, this follows from X&" = X,,, which solves the SYMH driven by &, with initial
condition X, and limg g sup,, ¥ (PsX,, X,;) — 0 by Lemma 7.8(ii), combined with the
arguments from the proof of Theorem 5.1 to handle the remainder terms. The proof
of (7.7) now follows from combining (7.8)-(7.9) and the facts that X (x, x,,) — O by
Lemma 7.8(i) and that X,, — X in probability in S,

Finally, since &, lgvé and ¥ (X,,x) — 0 by Lemma 7.8, X,, la—v)V X in 8%, where
X is equal in law to the solution to SYMH with initial condition x. By Remark D.7,
there exists a white noise & on the probability space ("¢, F, P) which is adapted
to (F¢)r=0 such that X solves SYMH driven by € with initial condition X. Combining
with (7.7) and (7.6), we obtain the first claim in the proposition statement.

For the second claim we first note that Theorem 2.39 gives control of |g|c1/2- in
terms of X (X) 4+ X (X). Next we point out that, by Lemma C.1, for any v > 0, we can
start the limiting ¢ |, 0 dynamic (C.1)-(C.2) with initial data g € &". Moreover, the
limiting dynamic has maximal solutions in a space where the g component belongs to

B3 Therefore, g can blow up in ®3- only if it blows up in &" forevery v > 0. [

@ Springer



Stochastic quantisation of Yang—Mills—Higgs in 3D 673

7.2 Measurable selections

Define m: S — [0, oo] by

m(x) < inf $(Y), (7.10)

where ~ is the equivalence relation on S C Z defined in Definition 2.11. The follow-
ing is the main result of this subsection.

Theorem 7.9 There exists a Borel function S: S — S such that forall X € S

e S(X)~X,
e Z(S(X)) <2m(X) if m(X) < 0o, and
e S(X)=Xifm(X)=o0.

Proof of Theorem 7.9 We start with the following preliminary statement.
Lemma 7.10 The function m given in (7.10) is lower semi-continuous on S.

Proof Let X, — X in S and consider ¥, € S such that ¥, ~ X, and =(¥,) —
m(X,) < % Passing to a subsequence, we may suppose that lim, .o m(X,) =
liminf,_, .o m(X,). If m(X,) = oo, then there is nothing to prove. Otherwise,
sup,, ¥ (Y,) < 00, so by the compact embedding due to Proposition 2.57(iii), there ex-
ists Y € S such that X(Y,, Y) — 0 and £(Y) < liminf, £(¥,) = lim, m(X,,). Since
(X,, Yy) = (X,Y) in 8% and X,, ~ Y, it follows that X ~ ¥ by Lemma 2.50. O

Consider the sets B def (X eS8 : 2(X)<2m(X) < oo} and ' C S? defined by
the disjoint union

I E(X, X) - m(X) =00} U{(X,¥): X~Y, Y €B}.

Lemma7.11 Forevery X € S,{Y € S : (X, Y) € '} is non-empty and compact.

Proof If m(X) = oo, the result is obvious. Otherwise the result follows from the
invariance of m on [X], the fact that [ X] is closed in S by Lemma 2.50, and the fact
that {Y € S : £(Y) <2m(X)} is compact in S by Proposition 2.57(iii). O

We now have all the ingredients in place to complete the proof of Theorem 7.9.
Since X, m: S — [0, o] are lower semi-continuous (Lemmas 2.54 and 7.10), B is
Borel in S. Moreover, {(X,Y) € 82 : X ~ Y} is closed in S? (Lemma 2.50) and thus
I is Borel in S2. The conclusion follows from Lemma 7.11 and [8, Thm 6.9.6] since
S is a Polish space. O
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7.3 Proof of Theorem 7.5

Proof of Theorem 7.5 (i) We extend the function S in Theorem 7.9 to a Borel func-
tion$: S > & by S(¢) = &, Let & be a white noise defined on a probability space
(Qrise 7 P) and let F = (F;) >0 be the canonical filtration generated by &.
Consider any x € S. We define a cadlag process X: Q¢ — D(R., S) with
X (0) = x, and a sequence of F-stopping times (¢ j)?ozo as follows. The idea is to run

the SYMH equation until the first time ¢ > ¢; such that (X)) > 1+ 4m(X (1)),
at which point we use § to jump to a new representative of [X(7)] and then restart
SYMH, setting ¢;41 =t. At time ¢t = 0, however, it is possible that X (x) =m(x) =
00, in which case this procedure does not work. We therefore treat ¢+ = 0 as a special
case.

If x =, we define X (r) = forallr € R} and ¢; = 0 forall j > 0. Suppose now

that x # . Set ¢p = 0 and X (0) = x. Define Y € C([0, 00), S‘) by Y (t) = Ao, (x) and
R €C([0,00),Ry) by

ROYsr) —sw).

Define further
a®inflr>0: RO)=1).
We then define X (r) = Y (¢) forr € (0, ¢1) and X (¢1) = S(Y (g1)). Observe that a.s.
O<gy <inf{t >0 : R(t) =00}

and thus f)(X(gl)) < 00 because T(Y (1)) < 0o = Z(Y (1)) < oo forall t > 0.

Having defined ¢1, consider now j > 1. If ¢; = 00, we set ¢ ;41 = 00. Otherwise,
if ¢; < 0o, suppose that X is defined on [0, ¢;]. If X (¢;) =, then define ¢; = ¢j41.
Suppose now that X (¢;) # . Define Y € C([s;, 00), S) by

Y L Ag (X (5))

and
¢ Einfit > ¢; : SO @) = 1 +4m(Y (1))} .

We then define X (1) = Y (¢) for 1 € (¢, cj+1) and X(gj4+1) = S(¥Y(gj41)). Ob-
serve that the map [¢j,00) — ﬁ+, t — (Y (@)), is as. continuous. Further-
more, i(Y(gj)) <2m(Y (g;)) and the map [g;,00) >t > m(Y (¢)) is lower semi-
continuous (Lemma 7.10). Therefore, a.s. ¢j11 > ¢;.

Let T* def limj_o ¢j. If T* < 00, we define X (1) = @ for all ¢ € [T*, 00). We
have now defined X (¢) € S forall t € R, and, by construction, 7* = inf{t > 0 :
X () = ©}. Moreover, X takes values in D(R, 3).

To prove (i), it remains to show that

P[T* < 0o, liminfm(X (1)) SM] —0 VM>0. (7.11)
t *
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Since, by construction, S(X @) € [m(X@)), | +4m(X (r))] for all ¢ > G1, it suffices
to prove that

P[T* <00, 1ir;liTnfi(X(r))§M]=o VM > 0. (7.12)
t *

To this end, consider M > 1. For any stopping time T < 7%, on the event > X)) <
M, we have

sup (A (X(1) < Z(X(1) +1/2 (7.13)
te[r,t+4]

where § € (0, 1) is random and depends on X (7) and the realisation of £ on [z, 7 4 1],
but is stochastically bounded from below by a function of M in the sense that there
exists ¢ = (M) € (0, 1) such that

P[§>¢|Z(X(1)<M]>¢. (7.14)

Indeed, (7.13)-(7.14) follows from the fact that £(P,Z) < (1 4+ Cr)X(Z) for any
Z € S by Lemma 2.55, from the stochastic bounds on sup,.¢[o 4 S (W, PrWo)
for the SHE W from (3.2) and Proposition 3.7 and the stochastic bounds in Lem-
mas 5.18-5.19 (we use that 7 is a stopping time in all of these stochastic bounds), and
from the perturbation argument similar to that in the proof of Theorem 5.1 that uses
Lemma 2.35 (see (5.31)).

Consider the sequence of stopping times 7; = inf{t > ¢; : S(X (1)) < M}. For
Jj =2, we have

i} 1.
(X)) = Etl}l?j{z(x(t)) — 1},

and thus, if 7; < ¢4 and

sup T(Ag (X(1) <EX (@) +1,

reftj,tj+¢€l
then by the flow property (7.1) (which allows us to restart the dynamic at 7;), we have
T(X(5j41) <X (1j)/2 or Gjiy1—Gj>€.
Therefore, by (7.13)-(7.14), a.s.

Lij>o; +P[E(X(5jr) < DX (1) /2 01 gjp1 — 15 2 &| Fr; ] > .
Remark also that £(X (¢j+1)) < £(X(t;))/2 implies (X (¢j+1)) < M/2 and thus
Tj+1 = Gj+1. It now follows from the strong Markov property of {X¢, };>0 that, for
any integer g > 1,

Lo +P[E(X(5j4g) 27 IMorgjyy —1j =8| Fry | > €9 (7.15)
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Finally, since Z_I(X(gk)) > 1 forall k > 1, by taking any ¢ in (7.15) such that 279 M <
1/2 and by (7.13)-(7.14), we obtain

Loj>gy +P[gjtgt1 — 5 = 8|]:Tj] AR

It readily follows that, on the event T* < oo, there are only finitely many j such that
Tj < ¢j+1, which concludes the proof of (7.12) and thus of (7.11).

(i1) The idea, like in the proof of [22, Thm. 2.13(ii)], is to couple any generative
probability measure /i to the law of the process X constructed in part (i). Consider
x,¥ €S withx ~ ¥ and a generative probability measure it on D(R4., 8) with ini-
tial condition X. Let ("¢, F F = (F)i=0.P), &, X: Qe 5 DRy, S) and T*
denote respectively the corresponding filtered probability space, white noise, random
variable, and blow-up time as in Definition 7.2.

It follows from Proposition 7.6 that there exists, on the same filtered probability
space (Qreise 7 F P), a cadlag process X: Ry — S constructed as in part (i) using
a white noise & for which F is admissible and such that X ~ X and X (0) = x. In
particular, the pushforwards .t and . coincide, where u is the law of X.

To complete the proof, it remains to show that for the process X from part (i)
with any initial condition x € S, the projected process X € C(R4, D) is Markov.
However, this follows from taking & in the above argument as the law of X with
initial condition x ~ x. g

Appendix A: Singular modelled distributions

In this appendix we collect some useful results on singular modelled distributions. We
write P = {(¢, x) : t = 0} for the time O hyperplane. Recall that the reconstruction op-
erator R: 20" — D' (R¥*1\ P) defined in [56, Sect. 6.1] is local, and there is in full
generality no way of canonically extending R to an operator R: 2" — D' (R4T1).

Here o denotes the lowest degree of the modelled distribution as usual. [56, Prop. 6.9]
provides such a unique extension under the assumption a A n > —2 (which is then
also required by the integration results [56, Prop. 6.16]) which is insufficient for our
purposes in Sect. 5 and 6. Below we collect some results which require weaker con-
ditions.

As in [22, Sect. 7], it will furthermore be important for us to have short-time
convolution estimates on intervals [0, t] which depend only on the model up to time
7. This is used to ensure that a time T > 0 on which fixed point maps are contractions
is a stopping time.

We write 271 = 9V1 "\ 9" as well as P¥*1 C ¥ for the subspace of those
functions f € 9V such that f(t,x)=0 for t <0. Similarly to [56, Lem. 6.5] one
can show that these are closed subspaces of 277, so that we endow them with the
usual norms || fl,,,. We also note that 1., f = f forall f € 17280

Remark A.1 If n < «, then 92&/ o simply coincides with the space of all f € 1724
which vanish for ¢t <0.
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Recall from [22, Appendix A] that w € C*"'" is called compatible with f € 25",
where y > 0, if @(¥) = Rf(¥) for all ¥ € C°(RY*F! \ P). For the proofs of the
following results, we refer to [22, Appendix A].

Theorem A.2 Let y > 0 and n € (=2, y]. There exists a unique continuous linear
operator R : 24" — C"* such that R f is compatible with f.

LemmaA3 For F; € )" with a; <0 < y; and 1; < y;, one has Fy - F; € @;’llaz
withy = (a1 + y2) A (062 +y1) and n = (a1 +n2) A (o2 +11) A (1 + n2). Further-

more, if F; € 93", then Fy - F, € @;’111&;"2.

Remark that the multiplication bound [56, Prop. 6.12] and Lemma A.3 also hold
for the e-dependent norms in Sect. 6.4.

Below we assume that we have an abstract integration map Z of order 83% and
admissible models Z, Z realising a non-anticipative kernel K for Z. Following [47,
Sect. 4.5] and [22, Appendix A.3], given a space-time distribution w and a modelled
distribution f, we write K f for the modelled distribution defined as in [56, Sect. 5]
but with R f in the definition replaced by w.

Working henceforth in the periodic setting R x T¢, we use the shorthand O7 =
[—1,T] x T¢ for T > 0. Recall from [22, Appendix A.1] the semi-norm || Z||7 de-
fined as the smallest constant C such that, for all homogeneous elements 7 in our
regularity structure,

(M) (9D | < CllzfadeeT,

forall ¢ € B, x € Or, and A € (0, 1] such that B;(x, 21) C Or, and

degr—o

T ytlle < Cllizllllx = yls

for all x, y € Or. The pseudo-metric ||| Z; Z|l7 is defined analogously. We will write
| + |@v.n. 7 for the modelled distribution semi-norm associated to the set Or, and like-

wise for 971, We similarly define |a)|(;g for w € D'(R x T?) and « € R as the
smallest constant C such that

(@) < CA®
forall € B, x € Or, and A € (0, 1] such that B;(x,21) C Or.

Lemma A4 Fix y > 0. Let f € 2" and let w € C"* be compatible with f. Set
Y =v+ B, 1= Aa)+ B, which are assumed to be non-integers, @ = (a + ) A0
and nANa > —2. Then X® f € _@g’n, and one has REX® f = K * w.

Furthermore, if f € 9" is a modelled distribution with respect to Z and & €
C" s compatible with f, then

KLy f: KLy flgpar S5 Flavnr +1Z: Zlz + o — @l e (A.1)

38Note that we write B in this section following the convention as in Schauder estimates in [56], and it
shouldn’t be confused with the parameter 8 in Sect. 2.
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locally uniformly in models, modelled distributions and space-time distributions w,
. Finally, the above bound also holds uniformly in ¢ for the e-dependent norms on
models and modelled distributions defined in [22, Sect. 7.2].

For the spaces Y1, we have the following version of Schauder estimate.

TheoremA.5 Lety > 0,and n > —2 suchthaty +p ¢ Nand n+ B ¢ N. Then, there
exists an operator K : 9V — GV BB \ohich also maps PV to GV H: +p and
such that RE f = K « R f with the reconstruction R from Theorem A.2. Further-
more, for T € (0, 1) and k >0

2
K flgro—cnts-s.p ST flgra.T |

_ _ _ (A2)
K 5 F gyt S TS5 Flavnr +12; Zlr)

where the first proportionality constant depends only on || Z||7 and the second de-
pends on \Zllr + W Zllr + 119t +1Flgrnr.

Write & and K for integration operators on modelled distributions corresponding
to 3 and m. Recall from (6.11) that they represent the kernels K and K¢ = K * x°®.
We assume that x is non-anticipative and therefore so is K x x¢. Recall the fixed
parameter ¢ € (0, «] and the norms | - in Sect. 6.4.1. The following results
are from [22, Sect. 7].

| Gvone.

LemmaA.6 Fixy > 0andn <y suchthaty +2—«x ¢ N,n+2—« ¢ N,andn > —2.

Suppose that x¢ is non-anticipative. Then, for fixed M > 0, one has for all T € (0, 1)
|%f - jf|9y+2—/(,n+2ﬂ(,s;]" S Sg |f|_@y,n,s;T

uniformly in € € (0,11, Z € M, with |Z||e.71 <M, and f € DY Z.

LemmaA.7 Under the same assumptions as Lemma A.4 with B =2 — k and for fixed
M > 0 one has forall T € (0, 1)

Ky f = KV flgicior S 1 flgrme.r

uniformly in ¢ € (0,11, Z € M with | Z||s.7 <M, and f € 2V x Z.

Appendix B: YMH flow without DeTurck term

In this appendix we collect some useful results on the YMH flow (without DeTurck
and @3 term) which reads

8,A:—dj§FA —B(ds PR D),

’ (B.1)
8 ®=—dids D,
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or, in coordinates,
0 Ai=AA; =05 A; +[A;,20jA; — i Aj+[Aj, Al
+[0;A;, Ai] —=B(0; P+ A; D) ® D),
0®=AP+ (AP +2A;0;®+ ATD.

In this section we set E = g @ V where d € {2, 3}.

Lemma B.1 (Theorems 2.6 and 3.7 of [61]) For d = 2,3 and any (Ag, ®p) €
C®(T?, E), there exists a unique solution to (B.1) in C* (R, x T¢, E) with initial
condition (Ag, Pgp).

RemarkB.2 1t is assumed in [61] that the Higgs bundle V is the adjoint bundle, i.e. the
setting of Remark 1.6, and that d = 3. The same proof, however, works in the case
of a general Higgs bundle; the case d = 2 follows by considering fields X = (A, ®)
with A3 =0and d3X =0.

Definition B.3 Let £: C®°(T¢, E) — C®(R, x T% E) be the map taking X =
(Ag, @) to the smooth solution of (B.1) with initial condition X.

A classical way to obtain solutions to (B.1) is given by the following lemma, the
proof of which is standard.

Lemma B.4 Let X € C®°(T%, E) and F(X) = (a, ¢) € C®([0, Tx) x T?, E) as de-
fined in Definition 2.11 (the solution of the YMH flow with DeTurck term and initial
condition X). Let g: [0, Tx) — C®°(T?, G) solve

¢ 'og=—d'a, g=id. (B.2)

Then (A, @) def F(X)8: [0, Tx) — C(T<, E) solves (B.1) with initial condition X.

Corollary B.5 Foreveryt >0,C* 3 X — & (X) € C* is continuous.

Proof For X € C*, by Proposition 2.9 there exists r > 0 sufficiently small (depend-
ing, say, only on | X|p) such that C* 3 Y + (F;(Y), g/) € C* is continuous at X,
where g solves (B.2) with F(Y) = (a, ¢). Hence Y — &;(Y) is continuous at X.

Continuity for arbitrary ¢ > 0 follows from non-explosion of |X |z~ (Lemma B.1)
and patching together intervals. O

For o € (%, 1], recall the action of %€ on Q2 > C*®(T¢, E) from Sect. 2.2.

LemmaB.6 Suppose X,Y € C°(T¢, E) and X% =Y forsome g € & and o € (%, 1].
Then g € C*°(T%, G) and &£ (X)$ = &(Y) forall t > 0.

Proof C“ control on g gives C* control on dg by writing dg = (Ad, A — A8)g where
X = (A, ®). Hence g is smooth. The fact that £(X)8 = £(Y) is clear. O
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Appendix C: Evolving rough gauge transformations

In this appendix, we extend the analysis performed in Sect. 5 for the system (5.4) to
the coupled system

AX=AX+X0X+ X+ (COPOCHX + (g 'dg d0) +&°,
Xo=(a,$) €S,

(C.1)

and
g (e =09;(g " 0je)+1A;, g7 0jel, goed™, (C2)

where X = (A, ®), v > 0 and ¢® € L(g, g). Note that (C.2) is identical to (1.17).
The following result provides well-posedness and stability of (X, g), which is used
in Sects. 6 and 7.

Lemma C.1 Ler (X%, g°%) solve (C.1)-(C.2) with v € (0, %), c¢® € L(g, 9) such that
limg o ¢® exists, and C%, Cfp as in Theorem 1.7. Then (X¢, g°) converges to a process
(X, g) in probability in (S x &%) Furthermore, the solution map

S x 8% 5 (X, g0) — (X, g) € LO(Q"¢; (8 x &%) (C.3)

is continuous, where L°(Q"5¢: (S x &%V)%) s the space of (S X &)l yalued
random variables defined on the underlying probability space Q"' equipped with
the topology of convergence in probability.

Proof To circumvent the issue that the target space G is nonlinear, we can assume
without loss of generality that for some n € N, we embed G C O(n), g C o(n) (the
Lie algebra of O(n)), and V C R". Then A; and g just take values in R**" which is
the linear space of n by n matrices. Therefore we can exchange the term ¢ g~ !dg @0
in (C.1) for c¢®g*dg @ 0 and equation (C.2) for the equation

(0 —AN)g=—(0;8)g"0;g+glAj. g"9;¢gl, (C4)

where g takes values in R"*" and we are using the fact that, for M € O(n), M* =
M~ Here the bracket is just the matrix commutator.

Since the solution theory for (X, g) is similar to that of (5.4), we only sketch
the main differences. We enlarge the regularity structure introduced in Sect. 5 to
treat (C.1) and (C.4) together, and verify that the corresponding BPHZ character
does not introduce any renormalisation into (C.4) nor any additional renormalisa-
tion into (C.1). This means that the dynamic for g remains compatible with (C.2),
in particular it preserves G as the target space if the initial data is G-valued, and the
dynamic for A; also preserves the Lie subalgebra g as the target space if the initial
data is g-valued. We then verify that the enlarged abstract fixed point problem is also
well-posed. Arguing the convergence of the BPHZ models can be done in the same
way as before.

To enlarge the regularity structure we introduce a new type €, namely we set £4 =
{3, £}. The target and kernel space assignments are enlarged by setting W = R"*"
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and ¢ = R. We also set deg(¥) = 2 and reg(¥) = 3/2 — 5«. We also have an en-
larged nonlinearity by reading off of the right-hand side of (C.4) and adding a term
corresponding to (¢ g*dg, 0) to the nonlinearity (5.8) for X.

We use the shorthand g for the component A g o) of A = (A,)pee € A. Writing H
for the coherent expansion for the solution to (C.4), we then have

q_3H = g1+0;8X; +[Ie(F;E). g*0].

Here and below g, denotes the projection onto degrees < L, and we used the sum-
mation convention in the bracket as in Remark 6.9. We also have g1 H* = g*1. A
simple power counting argument shows that the only trees T where one has both
deg(t) <Oand Ye[r]#0are?, ¥ and 79;.F¢ (7). The first two trees are planted and
thus do not contribute to renormalisation. By parity (similarly to Lemma 5.5) the last
one vanishes when hit by the BPHZ character.

To see that no additional renormalisation appears in (C.1) beyond that already
shown for (5.4), it suffices to observe that tree of lowest degree added to the expansion
of X by the presence of (c®g*dg, 0) is ,, which has positive degree.

The fixed point problem

H=Gel (= 9/HH 0, + HIA;, H'0;H]) + Pgo (C.5)
can be solved in 27" with y = 1+ since, for the term d; HH*9;H one has
@())/,v—l « 9())/1) « @())/,v—l N @glv—2

and for the term H[A;, H*3;H] one has

1
: —3- , -1 -3-v-3-
.@g')x.@ylz x 9" x g - 9"? S
. -

8=

Here 2v —2 > —2,and v — % > —%, so [56, Prop. 6.16] applies. The abstract fixed
point problem for the X-component is solved in essentially the same way as in the
proof of Theorem 5.1.

We note that continuity at time t = 0 of RH follows from the fact that the initial

condition g is in %", on which the heat semigroup is strongly continuous, and the

3_ i
fact that the first term on the right-hand side of (C.5) goes to zero in Qg AEENEE

for short times by [56, Thm. 7.1].

The final claim on continuity of the map (C.3) follows from Lemma 5.19, which
shows continuity (in L” and thus in probability) with respect to X of the singular
products of PX¢ and the SHE ¥ appearing in the fixed point problem, combined
with standard arguments showing (pathwise) continuity of the solution in the initial
data. g

We state the following straightforward variant of Lemma C.1 which is used in the
proof of Propositions 6.38 and 6.43.
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Lemma C.2 The statement of Lemma C.1 stills holds with (C.1)-(C.2) replaced by

(X =AX+X0X+ X3+ (COB®CHX + (cPdgg ' @ 0) +&°,
Xo=(a,$)eS,

(C.6)

and
8)g ' =938 H+IA;,39)e™ "1, goe®™. (C.7)

Remark C.3 1t is natural to ask why we use two different approaches for formu-
lating the evolution of our gauge transformation in linear spaces: for the proof of
Lemma C.1 we view G as a group of matrices while in Sect. 6 we adopt the view-
point of tracking the pair (U, h) as in (6.2).

In Sect. 6, (U, h) are the natural variables for tracking how our gauge transforma-
tions act on our gauge field (which makes / appear) and on our E-valued white noise
(which makes U appear). This also makes them good variables for keeping track of
the renormalisation in (6.6) and (6.7).

On the other hand, & as introduced in (6.2) is not well-defined for the initial data
treated in Lemma C.1 when v < 5, which is the class of initial data that is used in
Proposition 7.6.

Appendix D: Injectivity of the solution map

Our objective in this appendix is to prove that one can recover, from the outputs
of the limiting solution maps for (6.92) and (6.93), the values of the constants
(Ca, Cn) € L(g, g)2. This tells us that these solution maps have injectivity proper-
ties as functions of these constants, and this is a key ingredient for the proof of the
convergence statements in Propositions 6.41 and 6.43. Our arguments here are in the
same in spirit as [12, Thm 3.5], but adapted to the present setting where our solution
contains more singular components.

We introduce the same notations for the set of types £ = £, LI £_, rule R, kernel
and target space assignments, corresponding regularity structure ', and kernel as-
signments K ) and noise assignments ¢%¢ that we defined in Sect. 6.1. Recall (see
[10]) that models can be described by non-recentred evaluation maps II, and for the
rest of this appendix we use this notation when referring to models. We then write
I1; . for the canonical lift of the kernel assignment K ) from (6.11) and noise assign-
ment £%¢ from (6.12), I3 for the corresponding BPHZ lift, and pr:z for the BPHZ
character that shifts Il . to I§". By BPHZ convergence (see Lemma 6.24) for the
family of models IT§";, we obtain a limiting random model IIg"y = lims o IT§", as
well as a limit IT*"™* = lim, o HBPHZ

Fix initial conditions X = (@, ¢) € S and go € &*¢ as well as Ca,Ch e L(g,9)
and ¢ € R. We write Q"¢ for the canonical probability space for the underlying
white noise on which all the random models introduced above are defined. By Propo-
sition 6.39, we have a mapping

L(g,9)* x S x %€ 5 (Ca, Ch, %, g0) > AZ“[Ca, Ch, %, g0l € LY (D.1)

sol »
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where L(S)Ol is the space of equivalence classes (modulo null sets) of measurable maps
from Qi€ o (S x &%¢)%°! and A;‘;’“L[Co’ A, Ch, X, go] is the corresponding maximal
solution map for both?? (6.92) and (6.93) and the (U, h)/ (U, h) obtained from their
corresponding gauge transformations g/ g using (6.2).

Our main result for this section is the following lemma.

LemmaD.1 There exists a sequence ofmeasurable maps (Oy)neN from (S X BO-e)sol
to D' (T3, E) such that ,foranyo € R, CA, Ch € L(g,9),and (x, go) € S X %2 one
has

lim E[0, (A7 [Ca, Cn. %, g0])] = €5 + Cy(dgo)gy

Above Co'j, éh are defined from é’A, éh asin (6.14).

The abstract fixed point problem used in the proof of Proposition 6.39 will not
be suitable for our analysis in this section and it will be preferable to use the ab-
stract fixed point problem used to prove the ¢ | 0 convergence of local solutions in
Propositions 6.34+6.38.

For that reason, we give another construction of maximal solutions obtained
by patching together the limits of local solutions. Fix again initial conditions x =
(@, ¢) € S and go € &% as well as Ca,Ch L(g,g) and o € R. Let F denote the
canonical filtration generated by the noise &.

Let 71 € (0,1) be the F- stoppmg time from Proposmon 6.38 corresponding to
initial condition (x, gg), constants Cce = CA, Ch = Ch, and 0 = o. We first define
(X, U, h)on [0, 7] as the & | 0 limit of the solution to (6.92) as in Propositions 6.34/
6.38.

We now let 7o — 71 € (0, 1) be the stopping time from Proposition 6.38 correspond-
ing to the new ‘initial time’ 71 and initial condition (X, U, h)(11).%*9 We then extend
()_( , U, }_z) to [11, t2] by defining it as the ¢ | O limit of the corresponding solution
to (6.92).

We proceed in this way defining (X, U, h) as an element of C([0, %), S x &%2)
where * = lim,,_, o 7,. We then extend (X U, h) to a function [0, o) = (S x
®0:0) L {®} by setting (X, U, h)(r) = @ for all > t*. We then have the following
lemma.

Le_mIIla_D.Z With the above construction, one has (X,U,h) € (S x 60’9)801 and
(X, U, h)=A"[Ch, Ch, X, go.

Proof For the first statement, observe that 7,41 — 7, is independent of 71, 72, ..., T,
when conditioned on (X, U, ﬁ)(rn) and is stochastically bounded from below by a
distribution depending only on (X () + |(U , f_z)(rn)léovg. Furthermore, for any
F-stopping time o < t*, there exists another F-stopping time & > o such that 6 — o

395ee Corollary 6.42.

40propositions 6.34 and 6.38 were stated in terms of lnltldl conditions in S x 692, but of course can be
p
equivalently stated in terms of initial conditions in S x ®0e.
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is §t0c_:hastically bounded from below by a distribution depending only on ¥ (X)) +
|(U, h)(0)|go.. and such that

sup (X)) + (U, h)(®)| g0} < 1+2(Z(X(0)) + (U, h) ()] go.0) -

telo,o]

It follows that, on the event T* < oo, almost surely lim, /r*()_( LU, h) (1) =@ and
therefore (X, U, h) € (S x &0-¢)s°l,

The second statement follows from the last paragraph of the proof of Proposi-
tion 6.39. U

We now state a version of [12, Lemma 3.6].

Lemma D.3 Fix (Ca, Ch) € L(g, 9)? and (%, go) € S x &2,

Let (Y, U, H) be the local solution, associated to the model II*™ along with the
rest of the limiting e-inputs, of the abstract fixed point problem (6.56)+(6.63) with
constants C As (i’h and initial condition (x, Uy, ho) (the latter two are determined from
go via (6.2)) promised by Lemma 6.31, and let T be the associated F-stopping time
given in the statement of that lemma. Let ()_(, U,h)= RO, U, H).

Then, the (random) distribution n &f 7%(145) € D' ((0,7) x T3, E), where R is
the local (defined away from time t = Q) reconstruction operator for the model II*™*,
admits an extension to a random element of D' ((0, 1) x T3, E) such that for every
(deterministic) E-valued space-time test function ¥,

ny)=c /0 (Uyr, dW (s)) , (D.2)

where the integral is in the Ité sense and oW is the L>(T>, E)-cylindrical Wiener
process associated to the noise € = RE.

Proof First note that the quantity (D.2) is well-defined since s — U (s, -) is continu-
ous and adapted. To obtain (D.2), we approximate IT*** with the models IT§";" (using
a non-anticipative mollifier x) and let n° be the analog of 1 but with the role of IT*"*
replaced with II§" along with the corresponding regularised e-inputs.

Now, on the one hand, we have lim, o #° (¥) = (/). On the other hand, thanks
to [11], it follows that if we write (}_( e Ue, ht ) for the relevant objects defined from
"y along with the associated e-inputs, one has the identity

) =o /0 (g, AW (s))
+ Y [ e T O ) as.
oeT_ 0

where £%:¢ is defined as in (6.49) —note that Y‘f;[o] can be written as a function of

BPHZ

the pointwise values of the smooth (until blow-up) functions (X¢, U, h?).
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Observe that o € T_ and Y:; [o] # 0O forces o to have an occurrence of [ at the
root, so by Lemma D.4 below the second term above vanishes. The result then follows
by the stability of the Itd integral. g

The above proof used the following lemma regarding properties of the renormali-
sation character £%:¢ in (6.49).

BPHZ

Lemma D.4 Suppose that x is non-anticipative and that £%¢ is given by (6. 49) Then,

forany o € TF that has an occurrence of L at the root, one has O o]=

Proof The action of the negative twisted antipode on o generates a linear combi-
nation of forests, and each such forest must contain at least one tree of the form
Ji(1)6 where every noise in ¢ is incident to an e-regularised kernel. For § > 0 suf-
ficiently small, I:L;,g[j[(l)&] = 1_15,8[5[(1)] . l:[(;,g[&] by independence, and since
l:I,g,g[J[(l)] = 0 the proof is completed. Il

The key step in constructing the O,,’s promised in Lemma D.1 is constructing, as
function of the limiting ¢ |, 0 solution (X, U, h) to (6.92), the nonlinear expression
N(X,U,h) = “X3 4 X9X ”—which are the limits of the corresponding terms on
the right-hand side of (6.92)). We will have to define N'(X, U, h) in a renormalised
sense, that is by regularising (X, U, h) at a scale & > 0 and defining a regularised and
renormalised Nz (e, o, ).

To do this we introduce modelled distributions that describe the regularisation of
(X, U, h),*" and show that the reconstruction of N applied to the regularised mod-
elled distribution for X converges to the reconstruction of A/ applied to the modelled
distribution for the original, unregularised X. At the algebraic level, this regular-
isation of (X, U, h) is encoded by introducing new labels corresponding to regu-
larised kernels. Intermediate quantities appearing when comparing the two recon-
structions described above will involve both regularised kernels and unregularised
kernels which makes adding labels necessary (as opposed to just modifying our as-
signment of kernels to labels).

Finally, to complete the argument one needs to know that reconstruction of our
nonlinearity evaluated at these regularised modelled distributions makes sense as an
observable on (S x &-¢)%°! _but this last point can be justified with arguments from
(11].

Let ./ be the set of models on I that are admissible with the kernel assignment
K@ _note that IT™ € ./ . We then define a larger set of labels by addlng a duplicate
type t foreach te £, . Our new set of kernel types is then £+ =2, uft:tef ), and
our new set of types is &= £+ L £_. We also set, for each t € £, deg(t) = deg(t),
WA = Wt, and IC,( = IC{.

We extend the rule R to obtain a rule R on £ as follows: for any t € £ we set
ﬁ(t) = R(t) and, for any t € £, we set Ii’(f) to be the collection of all the node types
N that can be obtained by taking N € R(t) and replacing any number of instances of
edge types (t, p) € £ x N*1 with (4, p).

4I'Which we note are different from the solutions to the regularised equation.

@ Springer



686 A.Chandraetal.

We define the set of trees € O T to be those that strongly conform to R but where
we also enforce that any edge of type (t, p) has to be incident to the root. Since
the latter constraint is preserved by coproducts, T determines a regularity structure
go9.

Finally we introduce a parameter ¢ € [0, 1] and define the kernel assignment
K& = (KE] tbe )A3+) by setting, foreachte £, K{é] = K{(O) and Ki[g] = Kt(o) * Xz-
We write ///; for the collection of K'¢l-admissible models on 9 and then set
M= Us //Zg We denote by m( the natural restriction map g : M~ M.

We define a mapping T56 > 7006) e by replacing, for every te £ and p €
N4+1 " all edges of type (f, p) in & with edges of type (¢, p). Overloading notation,
this mapping on trees also induces a linear map*> 79[6]: T[6] — T [#0(6)]. We
again denote by 7o the corresponding linear map 7 : g 9. Right composition by
7o gives us another map ¢ : .Z — //20 and we note that 7y ot = id.

For every £ > 0 we define amap & : A4 — ///; as follows. Given IT € .Z we fix
&; (IT) to be the unique model in ,///:g that satisfies

e &(IM[o]l=MN[o]foroc ¥

o Foro =6 [[j_; I, ,,(0j) € Twith&,0; €T, one has

gg(n)[o]=n[&](®apf1<fj *Xé*n[a,-]). (D.3)
j=1

Note that 7 o & = id. Below, we write R for the renormalisation group for . We
can now state and prove our analog of [12, Lem 3.7].

Lemma D.5 There exists a sequence (M 2 :£€(0, 1)) of elements of R that all leave
I invariant and such that the models

i, ¥ &) o M (D.4)

converge in probability to ((II"™) as & |, 0. Moreover, one has No(ﬁg) =1,

Proof First note that the statement 7o (IT z) = 1" will follow from showing that M;
leaves I invariant thanks to the identity (D.4).

The general idea is to define M s to be the BPHZ renormalisation of the ran-
dom model & (I1*™*). However, we can not directly BPHZ renormalise the random
model & (IT*"*) since &; (IT***) is not a smooth model (simply because II*™” is not a
smooth model). We can suppose, by regularising the noise, that we have a collection
of smooth random BPHZ models IT}"* that converge to IT*"* as ¢ |, 0 in every L”.

We then define IT 2.¢ to be the BPHZ renormalisation of £ (IT;™"), and let M; . be
the corresponding element in renormalisation group that satisfies

;=& o My, .

42Note that 77y may not be an isomorphism because one may have dim(J [6]) > dim(T [7((5)]), there
will be some symmetrisation in the action of 779[6] when 77((6) has more symmetries than 6.
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By stability of the BPHZ lift, ﬁg‘y ¢ converges to ((IT"™”) whichever way one takes
£,800.

Next, we argue that Mg’ ¢ leaves J invariant. Writing £; . for the character that
defines A;Igﬁg, it suffices to verify that 0 € T_ C T = £; ;[0] = 0. Recall that £; .
is given by the composition of the negative twisted antipode with E[E; (IT5")[-](0)].
The negative twisted antipode takes trees in o € T_ into forests of trees in T which
contain at least one tree 6 € T_. Note that for 6 € T_ we have E[&; (IT}")[0](0)] =
E[II}"™[5](0)] = 0 since I} is a BPHZ model in .# . Therefore, £; ;[0] = 0.

What remains to be shown is that, for fixed & > 0, the limit M, def limg o Mz .
exists. Here, it suffices to show that for every o € ¥, E[£;(IT}"")[0](0)] converges
ase | 0.

Since the models & (IT}"") themselves converge, we have the convergence of
E[Eg(HZPHZ)[O'](O)] for deg(c) > 0 as ¢ | 0. If 0 € T_ then we may assume that

o € %o where o consists of all ¢ € €_ which have even parity in both space and
noise, since otherwise the expectation vanishes.

Now, if o € @7 has a vanishing polynomial label then & (IT}"*)[o°](-) is space-
time stationary, and so for any fixed smooth space-time test function ¢ integrating to
1, we have

E[&(I1;")[01(0)] = E[& (17" [0](¢) ] (D.5)

Again, convergence of the random models &; (IT}"*)[o ] implies the convergence of
the right-hand side above.

Now suppose that o € Foo has a non-vanishing polynomial label, then it must
be the case that o contains precisely one factor of X; for some j € {1, 2, 3}. Since
& (IT¥™) is a “stationary model” in the sense of [10, Def 6.17] it follows that, for any
h € R4 one has

EMF)ol(-+h) and  ETF)[0]() +h;E M) [o]()

are equal in law, where & is obtained from o by removing the factor X;. It follows
that, for any fixed smooth space-time test function ¢ integrating to 1 that satisfies
Jra+1 2j¢(z) =0, one again has (D.5). O

We can now state the key construction in our argument for proving Lemma D.1.

LemmaD.6 Let T be a stopping time with respect to the canonical filtration on (S x
&0-2)s°l dominated by the blow-up time t*.

There exists a measurable map OF : (S x Y0yl 5 9/ ((0,1) x T3, E) with the
following property.

Fix any (CO'A, Co'h) € L(g,9)% and (x,80) € S x %€ and write (X,U,h) =
Az#[Ca, Ch, %, go). Then

0% (X,U,h)=[C;X + Cyh)lz +on’ (D.6)
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for almost every & € Q"¢ where the random distribution 1% is defined by setting,

for any deterministic ¥ € D ((0, 1) x T3, E),

~ T o
n(Y) = / (U, dW (s)) ds .
0
Above, W is the L*(T3, E)-cylindrical Wiener process associated to the noise .

Proof Without loss of generality, we set ¢ = 1 and drop it from the notation. Heuris-
tically we want to define O (X, U, h) as

« [at)'( —AX + (0B omdX — X3 — )‘(a)‘(] *on (0,7) x T3,

where we are using the notation of (1.12) for the fourth and fifth terms on the right-
hand side.

The first three terms on the right-hand side are canonically well-defined but the
fourth and fifth are not. However, we know how to construct, for (X, U, &) in the
statement of the lemma, the renormalised nonlinearities X> and X9 X, and the crucial
point is that the construction of these nonlinearities has no dependence on the choice
of Ca and Cp, because our renormalisation counter-terms do not depend on these
constants.*3

Let X = (X¢: t e £4) be the limiting modelled distributions that solve the fixed
point problems (6.56) and (6.63) —in particular,

V=Xg+Xn, U=X,, and H=2X+Xy. (D.7)

We perform a trivial enlargement of our fixed point problems by including a sec-
ond set of components which represent the &-mollification of the first.
Note that, for £ > 0, one can pose and solve a fixed point problem for modelled

distributions X = (X : te £,) and Xé] = (X{gl :te £4) of the form

X=GP[F((X:te £)],

[€] [El.or £ (D-8)
X;‘ = gi ’ [Ft((X{ ite 2+))] y
where what we wrote for the system for X is a shorthand for the system appearing in
Lemma 6.31, and o represents the data regarding ill-defined products at ¢ = O that is
needed to pose the fixed point problem.

Then g{m is an analogous shorthand for the abstract lift of the kernel G # x¢ or

VG * x* with rough part K ¢ and augmented by the same data as the X —note that

the same collection of products ill-defined at # = 0 appear in both equations above.
Furthermore, for any € > 0, the fixed point problem above, augmented by the &-

inputs w built from & along with the model IT*™*, admits solutions in appropriate

3For independence with respect to ¢ ‘A our particular choice of the renormalisation character plays a role
here, see Remark 6.8.
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spaces of modelled distributions on [0, T) x T3 for some £ > 0. Henceforth we use
the notation X" and X'¢] to refer to the solutions to these fixed point problems.

We define (y[“,u [é], H[g]) analogously to (D.7) but with the role of X replaced
by X We also set, for y e {Y, y[él},

N L Yoy + 33— 0B omd)Y .

For any model Ml € .# which satisfies 7o(I) = O™, we have RV, U, H) =
(X, U, h)on [0, ) x T? since the equation for X’ does not involve the trees of g \ %,
and we also have the distributional identity

[E;X + Cyh] + 1 = RY — ARY —RN(QY) on (0,%) x T,

where again R is the local reconstruction operator (which avoids # = 0). To finish our
proof we would need to construct 7@‘}1())) as a functional of (X, U, h).

If f1 € .# is of the form ((T) for I € ./ then one has R o 7p = R and 7o Y¥) =
Y. In particular, we have AN =9(Y) and 7@9}0}[0]) = 7%‘5{(37).

For each & > 0, let f[g be as given by (D.4) in Lemma D.5. We fix a subsequence
€n | 0 such that the models i 2, converge almost surely as n — 00.

By the observations above and Lemma D.5 we have that, as distributions on
0, %) x T3, 7@9?()2[5"]) converges to ﬁm(y) almost surely as n — o0.

Moreover, we claim that there exist ¢z 1, ¢z 2 € L(g*, g%) and Cs3 € L(g3, E) such
that

RNQVE) = X5 X% + (X3 — 0% @ m) XP + [ca1 X + c2XE + ca3h]

LN (X, T, 0, (D.9)

In order to justify this claim one can argue as in [11, Sect. 2.8.3] and include
Ny S]) as yet another component of our system associated to some new label 3, we
write F = (Fy:te £u {3}) the non-linearity for this blgger system Since the model
E: (™) is a multiplicative model on the sector that 9t(Y']) lives in and & (TT*"™)
agrees with M 2 on this same sector, the renormalised nonlinearity that allows us to
calculate the left hand side of (D.9) is

FA)+ ) (6:®idp)T;lolA),
oeX_(R)

where ¢; is the character corresponding to the operator M@ in Lemma D.5. To argue
that the second term above agrees with the functional form seen in the bracketed term
appearing in (D.9), one observes that the trees contributing to the above formula are
obtained as graftings onto trees ¢ where & is obtained from taking one of the trees

{9(&) G e TN\ (K (1)}} and replacing all of its kernel edges (%, p) incident
to the root in 6(6) with their &-regularised versions (&, p) —here 6 is the map that
“takes (Y, U, h) trees to (X, U, h) trees” described before Lemma 6.23. Note that
changing edges in this way does not change noise, spatial parity, or degree. One can

then by hand, work through the recursive formula that defines Y; and afterwards
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take advantage of the fact that Y/ = Tf = Tf for t € {m, b, ', 3} to apply the same
arguments as in the proof of Lemma 6.22 to obtain the desired claim.

B The key takeaway from (D.9) is that NE ()_(, U, h) is well-defined on all of (S x
®%-0)s°l Finally, we set O7(X, U, h) to be the limit of

lim [8, X% — AXS — N& (X, 0, )]105 (D.10)
n—oo

if this limit exists in @’((0, 1) x T3, E), otherwise we set O (X, U, h) = 0.

Now, by Lemma D.2, A "Z[C°‘ A, Co‘h, X, go] can be obtained as the patching of the
limits of local solutions obtained from Proposition 6.38. In particular, the argument
above gives us (D.6) almost everywhere on Q"% if one replaces 7 both in (D.6) and
(D.10) with 71 A T where 71 > 0 is the F-stopping time coming from Proposition 6.38
as described in the patching construction of (X, U, h). However, the same argument
can again be applied on every epoch [7; A T, 7j41 A T] and patching the observables
obtained on each epoch together gives us the desired result. g

Proof of Lemma D.1 Define
7 définf{s >0: (X)), Us), h(s)| > 1+4)(X(0), U(0), E(O))H} ,  (D.1D)

where ||(x, u, h)|| in (D.11) is shorthand for X (x) + |(u, h)|®0’g.
Given ¥ € C®(T3, E) and Z € (S x ®0-0)% we define

On(Z)(W) = OX(Z) (W),

where we choose some v, € C*°((1/n,2/n), R) integrating to 1.

The desired result then follows by using that n7 (/v,,) has expectation 0 and that
the € X+ ¢ nh appearing on the right-hand side of (D.6) are actually functions of
time with values in C”(T3, E), are uniformly bounded over time and Quoise by the
definition of 7, and converge almost surely to the desired deterministic values as one
takes ¢ | O. 0

Remark D.7 For fixed (Ca, Ch) € L(g, g)* and (X, g0) € S x &%¢, Lemma D.6
allows us to recover nf directly from A‘“’”Z[CQ' A,Co‘h,i, gol. In particular, x
AB"”Z[CO‘ A, éh, x,idg] = (X, U, h), restricted to the X component, is a local solution
map to (1.14) (where Ch plays no role). By applying Lemma D.6 with T = t*, we
have 77 = &1(0,7~) —this means that we can recover the noise & directly from the
solution of (1.14) from positive times up to the blow-up time of X.

Remark D.8 Our proof of Lemma D.6 can also be carried out for local solutions to
(6.92) and (6.93). Indeed, one can define a space of stopped local solutions

(S x &%)l — Iz, 7)€ (0,11 x C([0, 11,8 x &%) : Z, = Z, forall s > 7} .
Then Propositions 6.34+6.38 give us, for each fixed o € R, a mapping

L(g,9)* x S x %€ 5 (Cqa, Cn, %, g0) > AL [Ca, Ch, ¥, 801 € LY, . (D.12)
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Here L?Sol is the space of equivalence classes (modulo null sets) of measurable maps

from QO (o (S x &%¢)15! Fyrthermore, writing (7, Z) = Ag sz ol G, X, gol,
we can enforce that 7 is an F-stopping time.

One can then replace the role of 7 with t coming from (7, Z) € (S x @00 yisol i
the argument of Lemma D.6. This gives a measurable map 0l (S x BYe)ylsol
P'((0, 1) x T3, E) such that, for any (cA, Ch) € L(g, g)% and (%, g9) € S x &%, if
we write (7, X, U, h) = A2 [Cn, Ch, X, go], then

T
Olsol(_[’ X.U, ljl) — [6‘3)_( + éhﬁ]l(o,‘[) —|—o"/(; (L_/lﬂ, dW(s)) ds, (D.13)

where W is the E-valued Wiener process associated to &.

Appendix E: Symbolicindex

We collect in this appendix commonly used symbols of the article.

Symbol Meaning

I e, Extended norm on QD'

e lle &-dependent seminorm on models

AP () BPHZ maximal solution map to SYM equation
A BPHZ local solution map to gauge transformed system
dq Target space of jets of noise and solution g def [Toce Wo
BA-s Banach space for the lifted quadratic objects

é As m?, & h Parameters in unrenormalised equations

Ct,. C fhw BPHZ mass renormalisation maps for (A, ®)

CS C§ Masses in BPHZ renormalised equations for (A, ®)
C é\f, Cnggs BPHZ mass renormalisation maps for (A, ®)

C¢, auge? CG auge BPHZ “h-renormalisation” in B or A equation

¢ The crucial map for obtaining gauge covariance

7280 A subspace of 27

dg (e, ) &-dependent metric on models (d is dg with e = 1)

E Shorthand for E = 93 eV

& The set of edge types £ = £ x Nd+1

Er(X) Deterministic YMH flow without DeTurck term
Fi(X) Deterministic YMH flow with DeTurck term

F Filtration F = (F),>( generated by the noise

Fsol Functions into 7' def F U {} with finite-time blow up
®e The gauge group C° (T3, G)

0. Closure of smooth functions in &€

e Space C€ x C8~ Leof (U, h)'s”

®0-e Closure of smooth functions in &€
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Symbol Meaning

g; Integration operator G def H;+ RR

T “First half” of the space for initial conditions

Fi Integration operator for type t on regularity structures
K Truncation of the heat kernel G

K©® Kernel assignment for the gauge transformed system
H; Integration operator for type 3 on modelled distributions
N Short-hand for Hy,, the abstract integration for K¢
K Integration operator with an input distribution w
Lg(V,V) G-invariant linear maps from a space V to itself

M The family of K (¢)-admissible models

N Quadratic mapping X — Py X ® VP X

[okad Smooth quotient space

O Quotient space O def g /~

Q¢ The Banach space Qé,gr x ce~l(v)

P P X def e'2 X, or its lift as a modelled distribution
R The operator realising convolution with G — K

R “Local” reconstruction operator away from {t = 0}
S State space for stochastic YMH flow

z Metric (resp. extended metric) on S (resp. Z)

(C] MetriconZ =17, g 5

We Target space assignment for type t
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