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The objective of this paper is to develop efficient numerical algorithms for the linear advection-diffusion
equation in fractured porous media. A reduced fracture model is considered where the fractures are
treated as interfaces between subdomains and the interactions between the fractures and the surrounding
porous medium are taken into account. The model is discretized by a backward Euler upwind-mixed
hybrid finite element method in which the flux variable represents both the advective and diffusive
fluxes. The existence, uniqueness, as well as optimal error estimates in both space and time for the
fully discrete coupled problem are established. Moreover, to facilitate different time steps in the fracture-
interface and the subdomains, global-in-time, non-overlapping domain decomposition is utilized to derive
two implicit iterative solvers for the discrete problem. The first method is based on the time-dependent
Steklov-Poincaré operator, while the second one employs the optimized Schwarz waveform relaxation
(OSWR) approach with Ventcel-Robin transmission conditions. A discrete space-time interface system
is formulated for each method and is solved iteratively with possibly variable time step sizes. The
convergence of the OSWR-based method with conforming time grids is also proved. Finally, numerical
results in two dimensions are presented to verify the optimal order of convergence of the monolithic
solver and to illustrate the performance of the two decoupled schemes with local time-stepping on
problems of high Péclet numbers.

Keywords: Advection-diffusion; reduced fracture model; mixed-hybrid finite elements; local time-
stepping; time-dependent Steklov-Poincaré operator; optimized Schwarz waveform relaxation.

1. Introduction

The presence of fractures in porous media often has a strong influence on the fluid flow in the rock
matrix, which greatly complicates the modeling of flow and transport problems. The permeability
in the fractures may be significantly higher or lower than the one in the surrounding regions.
Therefore, the time scales in the fractures can be much faster or much slower than those in the
subdomains. Additionally, the widths of the fractures are usually much smaller than the size of the
domain of calculation and any reasonable parameter of spatial discretization. Thus, to accurately
represent the fractures, one must refine the grids locally around the fractures, which is computationally
costly. To address this difficulty, we consider a reduced fracture model in which the fractures are
treated as lower dimensional interfaces embedded in the rock matrix. The model consists of d-
dimensional problems in the subdomains coupled with (d — 1)-dimensional problems on the fractures
via suitable interface conditions. For a thorough review of such reduced fracture models, we refer to
[2, 3, 6,29, 37,51, 54, 57] and the references therein.

In this paper, we are concerned with numerical algorithms for the reduced fracture models of the
linear advection-diffusion equation written in mixed form. The fracture is assumed to have larger
permeability than the surrounding porous medium; as a consequence, the physical processes in the
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fracture occur faster than those in the rock matrix. Thus, it is computationally inefficient to use a single
time step size throughout the entire domain of calculation. Additionally, when the advection is strongly
dominant, standard numerical methods tend to produce numerical instabilities, typically due to the
improper resolution of sharp layers in the approximate solution [19, 59]. To overcome these challenges,
we propose to use non-overlapping, global-in-time domain decomposition (DD) methods and upwind-
mixed hybrid finite elements to facilitate different time step sizes on the fracture and the subdomains
and obtain a stable numerical solution.

Global-in-time DD methods provide a powerful tool to perform parallel simulations of time-
dependent physical phenomena with different time steps across the domain. This approach has been
extensively studied for the flow and transport problems without fractures (see, e.g., [43, 45, 46, 47, 52]
and the references therein), in which an artificial interface and additional equations on that interface
are introduced to write the transmission conditions. When a fracture is present and the reduced
fracture model is considered, the fracture serves as a physical interface which decomposes the rock
matrix into non-overlapping subdomains. Moreover, the tangential PDEs on the fracture obtained
from the averaging process and the interactions between the fracture and the rock matrix provide
a natural representation of the physical transmission conditions. Recently, different global-in-time
DD methods have been constructed to find a numerical solution of reduced fracture models for the
compressible fluid flow [44, 49] and linear transport problems with operator splitting [50]. Among
those methods, the global-in-time fracture-based Schur (GTF-Schur) and the global-in-time optimized
Schwarz (GTO-Schwarz) methods are shown to be most efficient; in particular, numerical results
suggested that both methods give fast convergence without using any preconditioners and GTF-Schur
preserves the accuracy in time on the fracture when smaller time steps are used in the fracture than in
the subdomains [49, 50]. However, with operator splitting, the advection is treated explicitly, which
increases the computational time for problems with high Péclet numbers as the time step is constrained
by the CFL condition. We also remark that due to the complexity in the structure of reduced fracture
models, the convergence analysis of global-in-time DD methods for such models in general remains an
open problem.

The upwind-mixed hybrid finite element scheme for the transport problem (with no fractures) was
first introduced in [59] and analyzed in [19]. Unlike the standard upwind-mixed schemes [23, 24] where
the flux variable only represents the diffusive flux, the upwind-mixed hybrid scheme employs a mixed
hybrid finite element method for spatial discretization in which the flux variable approximates the total
flux consisting of both advective and diffusive fluxes. To define the upwind weights for the scheme,
the Lagrange multipliers arising in the hybrid formulation are utilized to give an approximation for the
advective flux. A similar idea was also employed in [62] for the discretization with Raviart-Thomas
elements of lowest order and in [18] with Brezzi—-Douglas—Marini elements of lowest order. Optimal
first-order convergence in both spatial and temporal errors for the upwind-mixed scheme was proved
in [19]. It was shown in [19, 59] that the upwind-mixed hybrid scheme is fully mass conservative and
provides the same accuracy as the upwind-mixed method [23], while being more robust and less costly
for problems with high Péclet numbers.

The goal of this work is to design and analyze efficient numerical methods for the reduced fracture
model of strongly advection-dominated transport problems. While there is a rich literature on the
numerical methods for the reduced fracture model of the flow problems and their convergence analysis
with or without providing the order of convergence [1, 5, 6, 13, 22, 28, 37, 51, 54, 56, 57], there has
been little work that explores these aspects for the transport problems [4, 38]. In this work, we first
introduce a fully discrete upwind-mixed hybrid finite element scheme and demonstrate the existence,
uniqueness, and optimal first-order convergence for the scheme with conforming spatial discretization.
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Due to the presence of the fracture, the main difficulty of proving the optimal error estimate lies in the
terms representing the traces on the fracture of the normal fluxes from the subdomains. In particular,
if one uses the inverse inequality directly to handle these terms, only sub-optimal order convergence
in space is obtained. However, these normal fluxes can be eliminated if we utilize the properties of the
L?—projections associated with the Raviart-Thomas mixed finite element spaces on conforming spatial
meshes (see the proof of Theorem 3). Moreover, since solving the reduced model monolithically only
allows a single time grid to be imposed on the fracture and the subdomains, we propose two global-
in-time DD methods, namely GTF-Schur and GTO-Schwarz, for the fully discrete problem to enhance
computational efficiency with nonconforming temporal discretization. These methods were previously
used in [50] for the same reduced fracture model. However, unlike [50] where the advection and the
diffusion are separated and treated differently due to operator splitting, the fully discrete interface
problem formulated for each method in this work requires no separate unknowns or equations for the
advection and the diffusion. In addition, the methods proposed here are fully implicit with no CFL
constraints for the time step size.

The main contributions of this work include four aspects. Firstly, we derive a fully discrete upwind-
mixed scheme for the reduced fracture model and establish optimal first-order convergence in both
space and time discretizations. Secondly, to allow local time-stepping in the subdomains and in the
fracture, we formulate two global-in-time DD methods, GTF-Schur and GTO-Schwarz, in the context
of upwind-mixed hybrid finite element method. In particular, we impose smaller time steps in the
fracture and larger ones in the rock matrix via an L?>—projection in time [33, 34]. Thirdly, we prove the
convergence of the GTO-Schwarz method with conforming discretization in time. To the best of our
knowledge, this is the first time optimal order convergence as well as the convergence of GTO-Schwarz
for the reduced fracture model of linear transport problems with mixed hybrid finite elements have
been established. Lastly, we carry out numerical experiments with various Péclet numbers to verify
and compare the performance of the two proposed DD methods with conforming and nonconforming
time grids in the fracture and in the rock matrix. It should be noted that while the numerical methods
and analysis are presented for problems in two spatial dimensions, the results can be straightforwardly
extended to the three dimensional case, except for Theorem 2 as discussed in Remark 1.

The rest of this paper is organized as follows: in the next section, we present the reduced fracture
model of the linear advection-diffusion equation, its fully discrete formulation, and the corresponding
upwind-mixed hybrid scheme. Existence, uniqueness, and convergence analysis for the upwind-mixed
hybrid scheme is carried out in Section 3. In Section 4, the fully discrete interface equations for the GTF-
Schur and GTO-Schwarz methods are derived; convergence of the OSWR algorithm is also proved
where conforming time steps are imposed in the subdomains and in the fracture. In Section 5, we
describe how to formulate the two global-in-time DD methods when nonconforming time grids are
used via L?—projection operators. We present numerical results in Section 6 to illustrate and compare
the performance of the proposed methods. Finally, some concluding remarks are given in Section 7.

2. Upwind-mixed hybrid finite element method for the reduced fracture model

2.1. Reduced fracture model of the linear transport problem

Let Q be any bounded domain in R? with Lipschitz boundary dQ and 7 > 0 be some fixed time.
We assume that Q is separated into two non-overlapping subdomains ;, i = 1,2, by a fracture Qy of
thickness & as depicted in Figure 1. For simplicity, we assume further that Q; can be expressed as

0 6
Qf = {er:x:x},—i—sn7 where xy € yand s € <_2’2>}’
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where 7 is the intersection between a line and Q.
)

Q, Q Q0 | Q, | Q|

. n, / N n, /

FIG. 1. The domain Q with the fracture Q (left) and the fracture-interface y (right).

We consider the linear advection-diffusion problem written in mixed formulation as follows:

9dic+dive = g inQx(0,7),
@ = uc—DVe inQx(0,T), .1
c =0 on dQ x (0,T), ’
c(,0) = co in Q,

where ¢ is the concentration of a contaminant dissolved in a fluid, ¢ is the source term, ¢ is the
porosity, u is the Darcy velocity (assume to be given and time-independent), and D is a symmetric
time-independent diffusion tensor.

For i = 1,2, we denote by ¥ the part of the boundary of Q; shared with the boundary of the fracture
Q¥ = (dQ;NIQs) NQ. Moreover, let n; be the unit, outward-pointing, normal vector field on 9€;,
wheren =n; = —ny. Fori = 1,2, f, and for any scalar, vector, or tensor valued function g defined on Q,
we denote by g; the restriction of g to Q;. The original problem (2.1) can be rewritten as the following

transmission problems:

¢idici+dive;, = g; in Q; x (0,T), i=12,f,
Q; = wujc;—D;Ve; inQ; x(0,T), i=12f,
¢ =0 on (dQ;NIQ) x (0,T), i=1,2,f, 22)
¢ = ¢y ony; x (0,T), i=1,2, ’
Q;-n; = @rn; ony; x(0,T), i=1,2,
Ci(~,0) C0,i in Q,’, i= 1,2,f.

In this work, we consider a reduce fracture model for (2.2) under the assumptions that the fracture
Q has a small width compared to the size of € and higher permeability than that in the subdomains.
The model was first derived in [2, 3] by averaging across the transversal cross sections of the two-
dimensional fracture Q. Denote by V; and div; the tangential gradient and tangential divergence,
respectively, and let ¢y := 8¢ and Dy := 8Dy ;, where Dy ; is the tangential component of Dy. The
reduced model for (2.2) consists of equations in the subdomains,

Gidci+dive; = g in Q; < (0,7),
@i = wuic;—DVe; inQ;x(0,T),
¢ = 0 on (dQ;NIQ) x (0,T), (2.3)
¢ = ¢y onyx(0,T),
Ci(~70) = €0, in Qi,

for i = 1,2, coupled with the following equation in the one-dimensional fracture,
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2
Pydicy+dive@y = gy + '21 @i-nyy  inyx(0,7),
s
@, = uyy,—DVic, inyx(0,T), 24
cy = 0 on dy x (0,T),
cy(-,0) = coy iny.

Throughout the paper, we assume that:
(A1) The coefficient matrices D;l, i=1,2and D, I are symmetric and uniformly positive definite.
Furthermore, there exist two pairs of positive numbers (D™, D) and (D; , D;,r) such that
D nP? <n™D;'(x)n < DF|n|?, forae.x€Q;, Vn eR? i=1,2,
Dy [¢]* < ¢™Dy' (s)g < DJ|g|?, forae.s€y, Vg eR.
(A2) There exist two positive numbers ¢~ and ¢ such that

0" < ¢i(x)<¢T, forae.xeQ;, i=1,2, and ¢~ < ¢y(s) < ¢T, forae.s€y.

(A3)Let J = (0,T) and H!(Q;) = {g€ H'(Qi): §=00n0dQ;NdQ}, the following regularity
conditions hold: u; € C( (W1 = () ) gi € C(J,L*(Q;)) and co; € H!(Q;), for i =1, 2,

and uy € C( (Wh=(p) ), qy € C(J,L*(y)) and co y € Hj (y).

We utilize the following notation to derive the weak formulations of (2.3)-(2.4). For any measurable
subset & of R?, let (-,-) and ||-||y, denote the inner product and norm on L? (&) or (Lz(ﬁ))z,
respectively, and let [|-[|, , stand for the norm on H*(0) := Wk2(0) (H*(0) concides with L?(0)

when k = 0). Let H(div, &) denote the space of functions in (L? (& ))2 having the divergence in L? (©).
We next define the following Hilbert spaces:

M = {p = (1, 2, ty) € L7 (Q1) x L* () x L*(7) },
r= {v: (vi,v2,vy) € (L2 (Q1))* x (L (Q2))* x L*(y) : div v; € L*(;), i = 1,2, and div,vy — )i:] (vi-m), € LZ(Y)}-

Finally, we introduce the following bilinear forms a(-,-), b(-,-) , r¢(-,-), du(-,-) and e(-,-) on E x E,
YEXM,MxM,MxX and M x £, respectively,

2 2
a(wvv) = Z (D wl7vl) (D W%v}/)y b(W,[l) = ');1 (le Wi;lii)gi + (diVT w77“7>y7

i=

1
2 2 2.5)
T ( ) El ((Ptrlw ,ul) (¢y77y~, .u]/) ya du (,LL,W) Z (D u; ‘U,,Wl) (D u}’u}'vw]/) Y

2
Z i\J/7.uJ/>y7

=

2
and the linear form L, on M: L,(u) = Z (gis Mi)o; + (gy, Hy)y- With these spaces and forms, the weak
i=1
form of (2.3)-(2.4) can be written as follows:

Find ¢ = (c1,¢2,¢y) € HY(0,T;M) and @ = (@1,92,9,) € L*(0,T;Z) such that
a(@,v)—b(v,c)+e(v,c)—dy(c,vy) = 0 WeL,
ro (e, 1) +b (@, 1) —e(, 1) = Ly(w) veeM,
together with the initial conditions:
¢i(+,0) =co, inQ;, i=1,2, and c¢y(-,0) =coy, iny. 2.7

(2.6)
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For error analysis purpose, we shall assume that the solution (@,c) of (2.6)-(2.7) satisfies the
following regularity condition:
(A4) (p,c) €C(J,5#") x (H' (1;") NH* (I;M)NC (J, ")), where % := H*(Qy) x H¥(Q) x
H*(y) and 5% .= (H*(Q1))? x (H*(Q2))? x H*(y), k=0,1.

2.2. Upwind-mixed hybrid finite element method for the monolithic problem

We now derive the fully discrete upwind-mixed hybrid finite element algorithm to find a numerical
solution to (2.6)-(2.7). We begin with discretizing the equations in (2.6) in space based on the lowest-
order Raviart-Thomas mixed finite element method. For simplicity, assume € is a rectangular domain.
Let J#, ;, i = 1,2 be a finite element partition of each Q; into rectangles such that they match on y and
their union %, = U?_| %, ; forms a finite element partition of Q. Note that the analysis presented below
also holds for triangular meshes that satisfy assumptions (M1) - (M6) in [19] and match on the interface.

Fori=1,2,let é”h’ ; be the set of all interior edges and 5}3 be the set of edges of the external boundary
dQ; N dQ. Moreover, we denote by é”hy the set of edges of elements in J7}, | or %}, » that lie on y. We
then denote by &, ; the set of all edges of elements in 7} ;:

Eni=E,UELUET i=1,2.

We also denote by @Z the set of endpoints P of all interface edges E € @“’hy. For any K € J,;, i = 1,2,

let ng denote the unit, normal, outward-pointing vector field on the boundary JK; for each edge E on

dK, let ng denote the unit normal vector of E, outward to K and let ny be the unit tangential vector

field of E at the two endpoints of E, outward to E. Let hx = diam(K),hg = |E|, h; = Jnax hg,i=1,2,
hii

hy= max hg, and h = max{hy, hy,h,}. With the given notation, the lowest-order Raviart-Thomas mixed
2
finite element spaces on ; are defined as follows:
My, = {,u,- eL*(Q): Wik = constant, VK € Ji?l,,-} ,

Ty = {vpi € H(div, Q) : vk €EZg,VK € A} ,i=1,2,

where g := {w (K — R2, w(x,y) = (ag + brx,ay +byy), (ag, bg,ay,by) € R4} is the local Raviart
—Thomas space of lowest order on K € .}, ;. Similarly, for the discretization on 7, we have the following
mixed finite element spaces:

Myy = {1ty € L*(Y) : iyp = constanton E, VE € &)},
Zhy = {vy € H(dive, y) : vy €Eyp,VE € &'},
where £y := {v, 1 E = R, v(s) = ag + bgs, (ap,bg) € R*}, for E € &}

Instead of using these classical mixed finite element spaces, in this work we apply a hybridization
technique to obtain an equivalent hybrid formulation, namely the mixed hybrid finite element method
[17, 61]. For this approach, the continuity constraint of the normal fluxes across inter-element
boundaries is relaxed and is imposed by virtue of an additional equation involving Lagrange multipliers.
The finite element spaces related to the mixed hybrid finite element scheme are defined as

%= {vi € (LA(Q))? vk €Lk, VK € A} ,i=1,2,

Zhy = {vy € L2(7) vy € Ty VE € 6},

0= {n €L (&) nN|g = constanton E, VE € éa;fJU(fhy and N =0, VE € <§’th} i=1,2,
Ony:={c: 2/ =R, ¢(P)=0if Py},
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where the last two spaces are for the Lagrange multipliers of the two-dimensional problems on the
subdomains and the one-dimensional equations on the fracture, respectively. Next, we introduce several

products of these finite element spaces:
My =Mpy X Mo XMy, Ep=Xp1 XEp2 XXy, 2.8)
Ly =Ep 1 XEpo Xy, 0O =01 X0, X 0O,

For i = 1,2, and any ¢, ;(t) € M}, ;, we have the unique representation:

Cht(t x,y Z CtK XK(X y)
k&

where Yk is the characteristic function of element K € 7}, ; and ¢;  represents the average of c¢;; on K.
Similarly, for the Lagrange multipliers 6, ; € ®,; of ¢y, it can be represented uniquely as

Oni(t,x,y) =Y 6.(t)xe(x.y),
Ecéy;

where xg is the characteristic function of edge E € &,; and 6; ¢ is the average value of 6, ; on E. The

velocity @5,(t) € f‘.h}i is defined locally as

(ph,i<t7xay)|K = Z (Pi,KE(f)Wi,KE(x»)’)a VK € ji/h,h
ECOK

where @; xg is the normal flux leaving K € %, ; through the edge E and {w; k£ } pox are the basis
functions of the local Raviart-Thomas space Xk satisfying

/ Wike Nk = 6 g/, VE' C OK.
E '

Similarly, for any ¢, ,(t) € M}, , and @, 7(t) € )Eh .y» we have the following unique expressions

cny(t,y) =), eyl ), and @iy (t.¥) g = Y. @yep(t)wyer(y), VE € &/,
Ee&) PEJE

where {wy gp}pcyr are the local basis functions of X, . We also denote by u, = (u, 1,up2,uy.y) the
projections of u = (uy,us,uy) on Xy | X Xjo X Ep 4

upi(x,y) =Y, Y wikewike(xy), wny(y):=Y. Y uyepwyee(y), (2.9

Ke)  ECOK Ecé) PEIE

1
where u; kg = TE] Jpui-ng and UyEp = (uy'naE)\P-

The classical mixed finite element scheme for the problem (2.6)-(2.7) is given by:
Find (cu(2),@n(t)) € My, x E, for a.e. t € (0,T) such that

a(¢h?vh)_b(vhac]1)+e(vh70h)_duh(ch,vh) = O VVh EZ}“ (2 10)
7o (9rcns ) +b (@ny k1) — e(@n, 1p) = L,(u) Y, €My, :
with the initial condition
(cn(0), 1) = (co, p), Vi € My, (2.11)

where ¢;, = (cp,1,¢n2,Chy)s co = (€o,1,¢0,2,¢0,y) and @, = (@p.1,Pn2,Pn.y)-

It is well-known that if we employ the basis functions of M), and X, in the system (2.10), the resulting
linear algebra system is in general indefinite [19, 59, 62]. Moreover, it is not guaranteed that the scheme
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works for strongly advection-dominated problems [59]. To overcome these difficulties, we apply a
hybridization process to replace ¥;, by )Eh, thus, the continuity conditions of the normal components of
the flux variables across element interfaces are no longer required. These conditions are later imposed
by introducing the Lagrange multipliers from the space ®j, to ensure the equivalence of both algorithms.
Towards this end, we define, in addition to the forms in (2.5), the following mapping on ®, X Eh:

p

IMpv) =Y X Y (Mnivhi-nk),+ X My Vay-ny ,

(i) = & S EC&K< Vhi MK ) E€£Y< ¥ Vhy RIE) o 2.12)
EG@z.i\(’fhy h

where 1, = (M1, Mn2, Mhy) € Op and vy, = (V4 1,V 2,Viy) € 2~‘,h. To take into account the interface as
part of the subdomain boundary, we define the space

O, ={ned,:mg=0,VEc &'}, i=1.2,

and denote by ®2 the product space @21 X @2 5 X Op . Altogether, the semi-discrete mixed hybrid
formulation associated with (2.10) is written as follows:

Find (c;(t),@5(1), 04(1)) € My x X), x ®, for a.e. 1 € (0,T) such that
a(@n,vi) — b(vi,cn) +e(vp,cn) — duy (cn,vi) +1(0p,vi) =0,
7o (Orch, M) +b(@n, ) — e(@n, ) = L (g, ) , ¥ (lps Vi M) € My, x By X ), (2.13)
[(Nn: @1) =0,

with the initial conditions (2.11), where 6, = (61,652, 6y)-

For advection-diffusion equations, the Lagrange multipliers can also be used to discretize the
advective terms via upwind operators, which leads to an upwind-mixed hybrid scheme [19, 59] that
can handle strongly advection-dominated problems. Specifically, we define an approximation of the
advective flux dy, (-,-) as follows: for w, = (Up1,Mn2, Bay) € Mp, M = (Ma15Mn2,Mhy) € O and

Vi = (Vn,1,Vh2,Vhy) € Zp,

_ 2
du,((HpsMn),ve) =X L ( Y wikexe(ik,Nie) Dy Wik, vii)k

i=1 Kty ECOK
Ee&\E)
1 (2.14)
+ Y wikeU%p Wik, tye) (D7 Wi ke, vi)k
ECOK '
Ee&)
1
+ ¥ X uyepUep(lye Myp)(Dy Wyep,Vay)y,
Eeg’hyPGBE

where, for any K € ¢, ; and E C JK:

i) ifE € &,,\&/, the upwind value % kr is computed by

Wik, ifui ke >0,
U ke(Wik,MiE) =< 2MiE—Mik, ifE€& andujxe <0, i=1,2, (2.15)
0, ifE e é"th and u; kr <0,

ii) ifE € é’hy, the upwind value @/17}@ is computed by

Wik, ifuike>0,
o ” _ ’ \ =1,2, 2.16
i KE (Wi ks LyE) { Wye, ifuike <O, l =10
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while for any E € é"hy and P € JE, the upwind value %, gp is given by

“Y,Ev if Uy EP Z 0,
Uy ep(Uy.esMyp) = 2Ny —Mye, TP ¢ dyanduypp <O, (2.17)
0, if P e 8}/and uyrp < 0.

By replacing dj,, (-,-) in (2.13) with the new operator defined by (2.14), we obtain the following semi-
discrete upwind-mixed hybrid scheme:

Find (c4 (), @n(t), 04(t)) € My, x £, x ®, for a.e. t € (0,T) such that
a(@n,vi) —b(vi, i) + eV, cn) — duy ((chy O),v) + (O, v) = O, ~
ro(Orch, Mn) + b(@ns 1) — €(@ns i) = Lg (M), V(4 Vs ) € My X Ejy X O}
L(Mn, Pn) =0,

2.1
Finally, we discretize (2.18) in time by the backward Euler scheme and obtain the fully di(screte
upwind-mixed hybrid finite element method. We define the time step size Ar = T/N and the discrete
times t, = nAt, n=1,...,N, where N is a positive integer. The time derivatives are approximated by
the backward difference quotient
N — Cn—l

écn—T,nzl,...,N,

where the superscript n indicates the evaluation of a function at the discrete time ¢ = #"*. The fully-
discrete version of (2.18) reads as follows:

Forn=1,...,N, find (c},@},6}) € Mj, x ), X O, satisfying
a(@;,,vi) = b(vi,cp) +e(vi, ;) — du, (¢, 6;),vi) +1(6} ,vi) =0,

ro (9, i) +b(@}, k) — e(@, tn) = Lyn (W), V(Lth; Vi, M) € My X Ej, x O,
l(nhv¢2) = 07
o .. . 2.1
where the initial conditions (c) |,c9,,c) ,) are given by 2.19)
1 . 1
Chilk, = W/K cois VKi € Hpiyi=1,2, and ¢) = E/ECO”’ VE € %) (2.20)

That means c27i is the L>—projection of co,; onto My ;, for i = 1,2, and cg’y is the L>—projection of coy
onto My, 4.

In the next section, we establish the existence, uniqueness and derive a priori error estimates for the
solution of the upwind-mixed hybrid scheme (2.19).

3. Analysis of the upwind-mixed hybrid finite element method

For analysis purpose, we make use of the Raviart-Thomas projection operators ITj; x P,; : (H'(€;))? x

L*(Q) = Ep X Myi = 1,2, and I,y X Pyy : H' () x L2(7) = T,y X My, y. The following properties

hold for these operators [28, 60]:

(P1) Py, Py and P, are the Lz—orthogonal projections onto My, |, M, » and M, 5, respectively.

(P2) For any (vi,v2,vy) € (H'(Q1))> x (H'(Q2))* x H'(y) and (W1, o, ly) € L*(Q) x L*(Q2) %
L*(y),

(diV(V,' — I"Ih,iv,-), Wh,i)Q =0,V Whi € Mhﬂ" (diVT (VV — Hh#vy)’wh,y) ¥ =0,V Why € Mh,%

(div vy i, Priti — 1) o, =0, Vi € Epj, (divevp,y, Py ylly — Ny)y =0,Vvyy €Xpy.
3.1
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(P3) The following approximation properties hold:

||0Q < Chlvill, g,, Wi € (H 1(Q- 2, vy =10, Yv?’”o < CthYH , Wi e H(y),
HIJ‘I Phl.ulHOQ < ChH”lHl Q0 Vi € H =B, 7“7”07/ = ChHl'LVHI Y’ V“Y € HI(Y)

(P4) For sufficiently smooth v; € (H'(€;))?, we also have [28] 32

(|vi — T, v

| (vi =Ty vi) - mil| .., < Chlv; - nlly . i=1,2. (3.3)

||0 Y
Finally, we define the following norms for any function g in % or #*: ||g||7 := || g1 ||,iQl +lg2 ||i7Q2 +

el k=0.1.

3.1. Well-posedness analysis

Theorem 1 For every n € {1,...,N} and sufficiently small At and h, problem (2.19) has a unique
solution.

Proof Since problem (2.19) is linear, it suffices to show its uniqueness. For this purpose, we consider
the corresponding homogeneous system:
a(@},vy) —b(vp,c}) —du,((c},0),v) + eV, c}) +1(6)},v) =0, B
r¢(ac27.uh) +b((p27uh) - e(q)zhuh) =0, v('uh’vh’ nh) € My x By X ®2’

l(nh»‘PZ) =0
(3.4)
for n=1,2,...,N, given that the initial condition (] ',@} ', 6/"") is zero. We show that the only
solution (CZ, (18 9,;’) to (3.4) is zero. Let u;, = ¢, v, = At@}] and Mn = (Mn,1,Mh2, May) in (3.4) where,
fori=1,2,

—A16]p, onEe€ 5}{.1. —Ar6y p,  atinterior point P,
=1 o (1) =

otherwise, 0, otherwise ,

and adding the resulting equations, we obtain

ro(ch,cp) + Ata(@}, ) = Atdy, ((c}, 67), })- (3.5)

We next provide an estimate for the error HG;: on each edge E € &},;, i = 1,2 by utilizing the

lo.z
technique in [8]. Fix i € {1,2}, for K € J#,;, E C JK, let 1¢ denote the unique element of X;; with
supp(7e) C K and
0';, OonE=E,
TE ‘Rpr — ’
ETE 0, otherwise.
Then, it follows from a scaling argument [8] that
1/2
i 17 | g+ 17l < 2|64 -
By using v, = (vj,,1,vn2,0) where v;; = Tg, v j = 0, j = 3 —1i as a test function in the first equation of
(3.4), utilizing (3.6) and the weighted Cauchy-Schwarz inequality, we obtain

+h Ohi 0 3.7
0.K KE/%(K)H thO,E) 3.7

(3.6)

Hehl e Jrh 12 Z,i

||0E<c(h

Summing this estimate over all edges of K and pushing back the last term for % sufficiently small yields
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Bl/2 —1/2
|\eh,HOE<c( / +hK/ oy ) (3.8)
*llo,x
Similarly, for the Lagrange multipliers on the fracture, we have
172 1 n 12|
‘6/”,})’<C(h 3 ‘O +h M‘O,E>' (3.9)
By using (3.8) and Young’s inequality, we have, fori = 1,2,
At Y Y wikeUke(Slg, 0%) (D7 Wike, @) )k + L wikeUkp(clg.cp) Dy ' Wike, @) )k
Kety ; ECOK ' ECOK
E€&\E] Ee&)
< Citt wil, el i e, llen|. +car v
- Kegfh.i K 0.k P 0J<+ l KGZJ:( EE?K Chy 0.E @i 0J<+ l Kegﬁ,l .
Eef
LR 2112 A2 2
<Cee[ef, |, +Ce ‘C,WH +C ‘
(3.10)

Similarly, from (3.9) and Young’s inequality, we have

2 Ar?

-1

ALY wmrUyen(cy e, 050) Dy Wi, 0 )y < Gl | w6 ot
Eggh}’PeaE Y

2 2
+CyAth H n H .
‘077 2P,

(3.11)
Altogether, we combine (3.5), (3.10), and (3.11) to find

n .n n n 7 2 C(AI)Z n 2
ro(chci) +Ata(@), @) < Ce ||y + | —Z—+Carh | || @]y, (3.12)

where C = max{Cl,Cz,Cy}. To give a lower bound for the left-hand side of (3.12), we use the
assumptions (Al) - (A2) to find

rolchich) =9 HchHO’ a(@y. @}) = Dy Hq’hHO’ (.13)

where D_. = min{D", D;} By substituting (3.13) into (3.12),we have

— 1 ..n2 — ny2 ny 2 C(AI)2 ni2
O~ [[chlly + Dt @515 < Celchllo+ ie +CAth | [|@plo- (3.14)

A
By taking At, h and € in (3.14) sufficiently small such that ¢~ —Ce >0, D_. —Ch—C 4—2 > 0, we have
¢y, @, vanish. Then 6;! vanishes according to (3.8)-(3.9). [

3.2. A priori error estimates

We first state some preliminary lemmas: Lemma | is a direct consequence of the Bochner’s
inequality [27], Lemma 2 is a discrete version of integration by parts, Lemma 3 demonstrates the
discrete Gronwall’s inequality, and Lemma 4 is a generalization of [19, Lemma 4.2] to the reduced
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fracture model of transport problems. We remark that the key result needed for our proof of error
estimates is Lemma 4 to control the advective terms. The proof of Lemma 4 relies on [8, Lemma 2.1]
and can be found in Appendix A.

Lemma 1l Let X be any Banach space with norm ||-||y and let f : [0,T] — X be a measurable mapping
such that the mapping t — || f(t)||y is also measurable. Then, we have

‘ATf@ﬁk

Lemma 2 [/9, Lemma 4.3] Let (a, and (b, be real sequences. Then, for any m € N,
neNy neNy q

T
< [ IOlas. (.15)

m m
Z (an - anfl)bn = amby, — aobo — Z an—1 (bn - bn71)~
n=1

n=1

Lemma 3 [58] Let T > 0,B > 0, and let ay, by, cpy,dyy,m > 0, be non-negative sequences such that
ap < B and

m—1 m

m
am+12bl STZdlal—i—Tch—l—& m>1.
=1 =1 =1

Then

m m—1 m

am—l—’L'Zb[ < exp (‘L’ Z d1> <TZC1+B> ,m>1.
=1 =1 I=1

Lemma4 Assume that the solution (c,@) of (2.6)-(2.7) satisfies (A4). Let (c},, @}, 6;') € M), x f.h X O

be the solution of (2.19). Then, for h sufficiently small, there exists a constant C > 0, independent of n

and h, such that

IS

2 2 2 2 2
o EZaK |E|*(6] — cik) +E%K\E| (he—cix)™ |+ ZYP%E(G),},P_C;,E)
e, 619
Zh,i\n “h

<C(lle" = chllo+ llo" — @1+ 12 Jue” —mact [+ [ )

1

We now state the first-order convergence in both space and time of the upwind-mixed hybrid
algorithm (2.19). Unlike [19], here the reduced fracture model consists of an extra term representing
the total normal flux across the fracture which may cause the loss in spatial accuracy if it is not
treated carefully. In the following analysis, we eliminate that total normal flux term in the formulation
by employing the orthogonality property of the L’-projection P,y since with conforming spatial
discretization, the traces on the fracture of the discrete normal fluxes belong to Mj, 4, the same space as
the scalar variable in the fracture.

Theorem 2 Assume that At and h are sufficiently small and the solution of problem (2.6)-(2.7)
satisfies (A4). Let (c},,@},0;) be the solution of problem (2.19), then there exists a constant C > 0
independent of At and h, such that
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2 2 2 2
<C (||3thHL2(0,T;%0) A+ llellz 0,720 h + HCHLw(o,T;;fl)hz +l9cllz2 .70 h* (3.17)

2
+ @l 71y 1 + L 19 - 7il| 707011 () h2> :

Proof We first take v, € ¥, in (2.19) and use the continuity of concentration across the interface to
obtain

a(¢2’v/1) - b(vthZ) +€(V]1,CZ) - ‘Zlh((cﬁ ehn)avh) =0,

- V(uh,vh) €M, xX;. (3.18)
ro(dch, tn) + b(@}, W) — e(@f, i) = Lan (W) ,

In (2.6), we take t =" and v = v;, € ¥}, and substract (3.18) from the resulting equations to have the
following error equations

a(q’" _¢Z7Vh) _b(vhacn _CZ) —|—e(vh,c” _CZ) _du(cnvvh) +d~uh((02a 9}?)7‘%) =0

- " V(un,vi) € My X Ep.
ro(dic" —dcp, ) +b(@" — @, W) — e(@" — @, 1) =0,

(3.19)
Let v, = I1,@0" — @)}, 1, = Pyc" — ¢} in (3.19), where I, = (Hh,l‘Plunh,Zq’th?y(Py) and Pyc =
(Pyic1,Phoca, Pyycy), we have

a(@" — @}, 11,9" — @}) — b(I1,@" — @}, c" — c}) + e(I1,@" — @}, " — c})
—dy (", 119" — (P;’l) + dy, ((CZ, 9}?),Hh(p” — (pZ) =0, (3.20)
ro (0" —dc), Py — ) +b(@" — @) Ppc" — ) —e(@" — @)}, Py — ) = 0.

By adding both equations in (3.20) and using property (3.1) of the Raviart-Thomas projection operators,
we find that

a(@" — @), IL,@" —@}}) +ry(dc" — écZ,Phc" —ch)
= dy (", 119" — @};) — du, ((c}, 6;), 11,@" — @}) — e(I1,@" — @}, Py — ") +e(@" — 119", Pyc”" — ).

(3.21)
Equivalently, (3.21) can be rewritten as

a(@" — @}, 9" — @},) +ro(d(" —c}), " —c})
= —a(@" — @}, IL,@" — Q") — ry(Ic" — A", Puc™ — ") — 19 (9" — I, " — ¢l
—19((c" =€), Phc” — ")+ du(¢" T1@" — @}}) — i, (., 119" — @}) + dlu, (¢, 119" — @)
_‘L/l((CZv ehn)’nhq)n - (PZ) +e(nhq’n - q’ZaPhCn - Cn) _|_€((pn - Hh‘pnvphcn - CZ)
(3.22)
Fix any 1 <m < N, by summing both sides of (3.22) from n = 1,...,m, and multiplying by 2Az, we
have

m m -
201 Y a(9" — 9!, 9" — @) +2A1 ¥ co(A(c" =), =) =Ty +Ta+...Ty, (3.23)
1 n=1

n=

where
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= —2A¢ Z Cl((p (phanhq’ q’ ) T2 = —2At g r¢(alcn_écnaphcn_cn)a

n—=

T3 = —2At Z ro(Oc — A" " — ), Ty=—2At Z ro(d(c" —clt), Py — ),

n=1

— oA Z du (" 11,@" — @) — 2At glduh(cﬁanhtp"—%),

n=1
m
Ts = 2A¢ Zl dy, (¢}, T1,@" — @}) — 2At 21 dy, ((ch,67),11,0" — @})),
n= n=
m m
Ty =20 ¥ e(Ti@" — @) Pic" —c") + 241 Y (" —T1, ", Pyc" —c}).
n=1 n=1

Our next step is to give an upper bound for each term 7;,1 <i < 7. By using the Cauchy-Schwarz
inequality and Young’s inequality, we first obtain

i=1n=1

ni<oay ¥ ’ (D (9 91,1007 tp?)ﬂi' +260 Y ‘ (D' (@}~ #7.,). 11110 - ‘P'y’>7‘

L & o (01— 01) |, 100~ 02l (930, It - 93,
2 D*A m 2 DA[ m
o, ’,; 919 el
<c,mzu<p tthO f\lnw —9"[2.

(3.24)
where C; = max{D™, D;,r} Similarly, it follows from the Cauchy-Schwarz inequality, Bochner’s
inequality (3.15) and the regularity of ¢ that

m cnicnfl 2 m 2 2 2 m 2
|| <At Y |[dic" — ————|| +Ar Y ||Puc” =" < HaﬂCHB(OAT-%’O) (A" + At Y ||Puc” =5,
n=1 At 0 n=1 o n=1
n n—12
m c'—C m 2 2 2 m n " 2
|3 <At Y |[dic" — ————|| +Ar L ||[" =g < HalfC”LZ(OT'%”O) (A)"+Ar Y HC _ChHO'
n=1 At 0 n=1 7" n=1
(3.25)
To obtain an upper bound for the term 74, we first use Lemma 2 and get
=2 Z co ((c"—c)— ("= 1), e — ")
n=1
m
=2c4 ("= Pyc™ — ™) —2¢4 (P =, Puc® — O =2 % ¢ (¢! fcz_% (P—1)(c"—c"1)).
n=1
(3.26)

We then apply the Cauchy-Schwarz inequality, Bochner’s inequality (3.15) and the regularity of ¢ on
the right-hand side of (3.26):

—1
Tl < eflen =i+ Ipen — e cal I~ o+ a E ler -l + 5 £ A -n @ -

<ellem—cf HO —||cm|\1+At z | —chHO—I—C4HcOH h2+H8,cHL207%,1)h.

(3.27)
For T5, we decompose it into three subterms 75 1,75 » and 75y, where
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Tsi= 280 L (D; ! (wyicf —wic)). Ty @7 — @) +200 ¥ (D anchy —wich). 0F —f) L i=1.2,

T5y72AtZ< (i~ re}). Ty 10— 95) +2At2< (1 —ure}). 95— 0,)

By using the Cauchy-Schwarz inequality, Young’s inequality and the L™ —approximation properties of
I, ;,i = 1,2 [25], we have

m
zmz’( Nunicy; — C?)’Hh"i(p;?—q)l’f)gv‘§2At ZIHlel(uh_ic’ﬁJ—uic?) ’()QHH;H-(D,"’—())?HOYQ’_
1 n= =er

<m0 § (|7 wns(et )], 1001 0 o, + 107 w06, 171107 0 o, )

2 m m 2
Chi— €} OQ_+C5Afh2 Zl||0§'||<2)_gi+C5Af Zl 110,907 — 7[5 0, -
i n= n=
(3.28)
Similarly,
2At Z ‘( Y (uh yChy Uuycy ) I,y — ‘Pr}i)y'
) L ) m s (3.29)
hy ™|, AR X lleh] 0y HCA X |05 — @51, , -

By repeating the steps in (3.28) and (3.29) for the second terms of 7s5;, i = 1,2,7, we obtain the
following upper bound for the term 75:

& n n||2 2 w n|2 v n n|2
|T5| < CsAt ; " —cp |, +CsAth Z [[c"[lg + CsAr g IT,@" —@" I

(3.30)

C5Al‘ CSAth

z e —eillo + z "5+ Csear z lo" — o515

To handle Tg, we first perform the decomposition 75 = T 1 + T5 > + 15y, Where

m
-1
Tei=2AtYy Y Y uikEe (%,KE(C?J(v /') _Cﬁk) (D,- wi ke, Iy @7 —‘PZ,,-)
n=1Key; | ECJK ' ' ' K
Ee{golui\”gohy

Y y Y . -1 -
+ L uike (%,KE(C?K7C’}Z/,E) - L?,K) <Di wike, 1@ — ‘PZ,i) < | =12
C
Ee&)

m
Toy=2Ar Y, ¥ Y uyep (%%EP(C;,E’ 6y.p) —C’y',E) (D? 'wyep, Hh,y‘P?—‘PZ,y) :
n=1 Eeé“hy PedE Y

Applying the Cauchy-Schwarz inequality, Young’s inequality, and Lemma 4 yields
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Al m 2
Ts|<——YX ¥ Y x |E‘2(9{'E*Cﬁk)2 r |EF (c} *C?,K)z
n=1li=1KeJ),; ECJK ECOK
Eeé”hj\&’,y Ee&)

CeAt m 2
+cove § 8 [mgr—ep ) +SFE 5§ (0, conve § [y,
n= € = lEeﬁyPeaE
cﬁhzm m C6h At m
Z lle"|I7 + Z e[| + CoeAt Z 9" — 0|5

CsA
+L’<1+h2> £ e —ch||o+ce( we)a £ o' —oil;.

(3.31)
By collecting the estimates (3.24)-(3.31) and plugging them in the right-hand side of (3.23), then using
the L?-approximation properties (3.2), we deduce that

2Azn); a(@" —@),@" — @) +2At Z co (" =), " —cp)
< (cereserc <%+8>>Atn)glH(p”fcpZHéJreHc a2
+(2rar 220 +h2))mn§1||c"—czH+h;||c’"\|%+c4h2||c°lﬁ (3.32)
Her SO i § et (S csce)a ol
+ (iﬁ + 1) thtn);l 1" 113+ 19hellZ2(0.7. 1) 72+ 19cliFa 0700y (A1) + | T .

For the left-hand side of (3.32), by using assumptions (A1) — (A2) and Lemma 2, we have

2A1 Za(rp — @), 9" — @) +2At Z co(A(c" =), c" =)

5 s (3.33)
> 20,00 £ 0" =gy +9~ e~ o+ |~ 3.
From (3.32)-(3.33) and (3.2), it is implied that
2,00 X [0 =@+~ e =g
hz & n n 2 m m 2
S (GetGet G| ~+e) M ;l”q’ = @hllo+elle =clly
Cs C m h?
+(z+c5+—5+—6<1+h2>)m;nc"fczuéﬁ|\cm|\%+<c4+¢+>h2uc°|ﬁ (3.34)

Cs  Cgh " ¢ 3
<C5+5+ 6 )h2At r lle"|I5 + (1 +Cs +C6£) At P o3

n=1

Ce
+( +1) w1 5 101 + 10l 2+ 130 .0 (40 + 3

For the last term 75, we recall that
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=2y E (i —0,) -mi Py —c5) —2mi & ,21 (07— 07) miy Prey =i, )
(3.35)

It follows from [17, Proposition 3.2] that for any local lowest-order Raviart-Thomas mixed finite
element space Xk in which K is a triangle, the traces on dK of the normal component of any function in
X are constant. This result also holds when X is a rectangle [17]. Therefore, for any K € %}, ;,i = 1,2,
we have @} ;-n; is constant for any E C dK. Moreover, since the spatial mesh grids on the two
subdomains are conforming and match on the fracture y, we have q’Z,i -n;g s also constant for any
E ¢ éahy. In other words, we have @} . -n;, € My for i = 1,2. Similarly, we have Il @} -n;, € My y
for i = 1,2. Therefore, the first term in (3.35) vanishes due to the orthogonality property of the
L?—projection operator P, y. By using the approximation property (3.3) and Young’s inequality, we

have
i< X o § (et - o) myl, vel ,
p e 1,iQP; i ilvllo,y 0,y
m

n n
Ph-,}'cy - ch,y

n=1
C7h2 2 m 2 m 2 2
<0 B ot e £ =l fla-al  cwm
Cih2 2 m
<L Ellorml, oo £ g7, —%Aw
From (3.34) and (3.36), we deduce that
o 2
g o 1 R L
W © n nl|2 m__ .m mi|2 +\21].0(|2
<(CletGet+Go| o +e) ) ar zlucp — oo +elem e+ —||c [T+ (Cat+ 00RO}
e
+<2+C5+%+%(1+h2)>m§ HC”—CZHS+<05+5+C6h )thr 5 el
n=1 n=1
H(Sresree)mn § ol (%+1+c7s) e § el
n=1 =
Cih?At
+\|8tc||iz(0j;;,/o1>h2+HanCHiZ(o,T;ij) (Ar)*+ Z Z @ n l\}'Hw
i=ln=
(3.37)

In (3.37), we fix € small enough such that ¢~ — & > 0, 2 — (C; +Cs+Cg)€ > 0, then choose A and
sufficiently small to find

m 2 2
w8 o gt et
m1 n n||2 2 o n|2 2 & n|2 2 & ni2 2| ,m||2
< CAt ):1 [l —cpll, +Ch*Ar Z1HC llo +Ch=At ZIH‘P Iy +Ch=At ZIHC [T +Ch* <"1}
n= n= n= n=
12|+ A Y 5 @ my |2+ 1ore? 12+ || e Ar)?
+Ch? |||} +C '21 ZIH‘Pi '”il7”1,y+H icllzz o7ty ™+ 19uclli2 0,7, 000) (A1) (3.38)
i=ln= ’
m_ 1 2 2 2 2
SC(N X " = chllo +lellzeo,r,0) B + @1 0,751 B> + el 1,01y 12
n=

2 2
+ ,;1 |o: '”iI)’”Lw(o,T;Hl(y))hZ + Hgtc“i?(o,T;ﬂl) W+ Ha’lCHiz(O.T;,}fo) (Af)z) .
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2
2 2 2 2
Let B = [l .05 + 1010 2 + lellieoroeny + E 105 Bl 3o 72 +
2
0’

|\8,c||iz(0,72%1>h2 + Hc?,,c||iz(0m%0> (Ar)*. By applying Lemma 3 in (3.38) with a,, = |em =

2 .
b =||@™ — 7|5 cm = 0. dy = 1, we obtain

e —e||e + Ar ﬁl 9" — @}|c < exp(Ar(m—1)) B < exp (AtN) B < exp(T)B < CB. (3.39)

Since (3.39) holds for any 1 <m < N, we obtain (3.17). O

Remark 1 The proof of Theorem 2 relies on Lemma 4 to bound the advection terms Tg;, i = 1,2,7,
which involve the upwind operators and Lagrange multipliers arising from the hybridization. For
simplicity of presentation, we have considered only the lowest order Raviart-Thomas RT\y space on
rectangular grids. The results are also valid for any two-dimensional RT spaces of arbitrary order k
by invoking [8, Lemma 2.1] if k is even (cf. (A.4)— (A.7) in Appendix A) or using the arguments
(3.25) —(3.32) in [17, pp. 189-190] if k is odd. Extension to other mixed finite element spaces such as
BDM). and BDFM, [17] can be obtained by using the results in [14, 15, 16] which are analogous to [8,
Lemma 2.1] and valid for both two- and three-dimensional cases.

The upwind-mixed scheme (2.19) can be solved directly to find an approximate solution to (2.6)-
(2.7). However, as Dy > D;,i = 1,2, it would be more efficient to have a smaller time step on the
fracture than on the subdomains. In the next section, we use global-in-time non-overlapping DD [42,
43,44, 45, 46, 49, 50] to decouple (2.19) and enforce local time-stepping.

4. Fully-discrete, global-in-time nonoverlapping domain decomposition methods

We first decompose (2.19) into local problems on the subdomains:~
Fori=1,2,and forn=1,...,N, find (¢}, ;, @} ;, 6 ;) € Mp; X Ep,; X Oy ; such that

1 . 1

(Di lPZ_,-Wh,i) —(dlvvh,i,CZJ) - X Y wikeUke(clg, 0]g)(D; WikE,Vhi)k
’ Q; Qi Kety, ECoK
E€6\&)

+ ¥ uike U (g () i) (D; lwi,KE»Vh,i)K>+<Vh,i'"iw(cﬁ,i)ly>
ECJK ’ Y
Eeéahy
S 4.1
+ X ¥ <9;',’,-,Vh,i'nk> =0, Vv, €Xy;, “.1
KEM),; ECIK ’ E
E€\&)

(¢iécz,pl~lh,i) o, + (diV ‘PZ,,-ath.,i) 0 (g7, i) o VHni€ My

Y Y <77h,i,‘PZ ; ‘nK> =0, VY, € O},
Key; ECIK ’ E ’
Eegh‘[\ghy

where the initial data cg‘ ; is given by (2.20). Moreover, to recover the solution of (2.19), the solutions
of (4.1) are required to satisfy the following transmission conditions across the space-time interface
yx (0,T):forn=1,...,N,
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/ hi= / Chys VE € &, 4.2)
E E

~1 . —
(Dy ¢Z.yv"h$7) - (dlvrvh,yvcz,y> — L X uyppUypp(cy i, 0yp)(Dy 'WyEp,Viy)y
’ Y Y EgghyPeaE

n . _ ¥
+ EZ(}' <6h,y’ Vhy naE>¢9E 07 Vv;m, S Zh’%
S
4.3)

. 2
(‘PVaCZ,w Wm’) y+ (leT‘Pﬁ.w Ww) . (4, “M),ﬁ '21 <¢Z,i iy, F‘lmf>yv Vlny € Mh,y,
=

)y <nh,yv q’z y n8E> =0, vnh,y S ®h.y~
Ec&Y 7 JE
h

Based on these transmission conditions, we develop two global-in-time DD methods: GTF-Schur
and GTO-Schwarz. The former is derived using directly the equations (4.2)-(4.3), while the latter is
constructed based on more general transmission conditions, namely Ventcel-to-Robin transmission
conditions which will be derived in Subsection 4.2. For each method, a fully discrete interface system
is formulated on the space-time fracture ¥ x (0,7) and is solved iteratively. Throughout this section for

. . . . . ) N
any mixed finite element space &), defined in the previous section, we write ¢, := (gh")nzl € (ﬁh)N.

4.1. Global-in-time fracture-based (GTF) Schur method

The idea of GTF-Schur is to construct an interface operator which is close to the identity operator by
making use of the presence of the fracture. In particular, the contribution of the traces on 7y of the
discrete normal fluxes from both subdomains is considered as the interface unknown, and is denoted by

N N
Yy = (l//}f’y) € (Muy)", where

n=1
2
/w,';y:z/Z%_,.-niW, for n=1,...N, E€&". (4.4)
E 7 JE D

We also use (4.4) to write the discrete space-time interface system for GTF-Schur. For the pure diffusion
problems, this approach has been shown to work effectively without the need of any preconditioner
[49, 50]. To formulate the interface problem for GTF-Schur, we first introduce the solution operator %y:

Ry: (Myy)" X L20,T;L2(9) x Hi(y) —  (Miy)™

(lllh,% LI% CO,}’) — Ch,’)/v

~ \N
where (cp,y, @y, 0hy) € (Mh,},)N X (Z/w) N (@h,y)N is the solution to the following time-dependent
problem on the fracture:

Forn=1,...,N, find (CZ,Y"PZ,W 9,’}7,) € My, y X Ejy X Oy, 5 such that

—1 . -1
(D305 vny) — (diVevipschy) = T L upen@n(cy . 050)(Dy Wy, viy)y
Y Y Ees)PEIE

+ Z <9}:€y7 vh,}’ 'n3E>aE = 07 vv/’l,]/ € Zh,}/:
Ee&)

4.5)
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(¢’)/écz,y7 Nh,y)yJF (din(PZJ,, ley)y = (ql;/auh,]/)y+ (W]I/Z,w .uh,’y)y7 Vﬂh,y € Mh,’)/a
(4.6)

, Q) =0, VNhy € Opy.

EEZUP,B’ <nh,y Phy ”8E>3E MNhy hy
where the initial data c2 y is given by (2.20). To compute the right-hand side of (4.4), we define the

space-time Dirichlet-to-Neumann operators %DtN, i=1,2:
SN (M) X L20,T;L2(Q)) x HH(Q:) — (Myy)Y

4.7
(Any, gis co.i) = (@i '”i)\yv

~ \N
where (cpi, @n, On;) € (Mh7,~)N X (Eh,i) X (®h7l~)N is the solution of the local problem (4.1) with
Dirichlet boundary conditions

(cZ’i)W:l,?’y, forn=1,2,...,N. 4.8)
Altogether, the fully-discrete interface problem for GTF-Schur is obtained by enforcing (4.4):
Find ¥y € (Mj)" such that

1" £ 2
/t”_] /E‘Vh-,)/ dydt = /t"_l /E;L%DtN(%y(‘l/h,wCI%CO,y)thCO,i) d}/dtv vn = 17"'5Na VE S 672/7

or, equivalently, find v}, y € (Mhyy)N such that

TFVWhy = XF, 4.9)
where

SEWYhy = <
t

"

t" 2
I/Elllh,}' d}/dt - /t 1 ] ’SﬂiDtN (‘%Y(w/’l,% Oa O)a Oa 0) dydt) ’

"JE = n=1,...N, E€&)

n—

and

tVl

2
e = < /, | X SPN(0,q7,c01). a1 c0.) dY‘”)
i n=1

The interface problem (4.9) is then solved iteratively by using GMRES without applying any
preconditioner.

4.2. Global-in-time Optimized Schwarz (GTO-Schwarz) method

To derive the interface problem for GTO-Schwarz, we first transform the transmission conditions (4.2)-
(4.3) into more general ones, namely Ventcel-to-Robin transmission conditions. For each i = 1,2, let

Ciy= (CivV»E)Eeé‘}ly € M}, be the trace of ¢, ; on yand 6, = (61-,7,7;))1)632; € O,y the Lagrange multipliers

of ¢; y at the endpoints of each edge E € éahy. We denote by ¢y the tangential velocity associated with
¢i.y through the second equation of (2.19). Due to the continuity of the concentration across the discrete
counterpart of ¥ x (0,T), we have:

q";],l = q)’;c2 = (pz’y, forn=1,...,N.

Under sufficient regularity, the transmission conditions (4.2)-(4.3) can be replaced by the following
Ventcel-to-Robin transmission conditions: fori = 1,2, j=3 —i,and forn=1,...,N,
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(Dy ¢$ivvh,’y) - (lethmCZy) - X X My,EPOZ/y,EP(C?E,elfly,p)(Dy w]/.EP?"h,’}’)Y
14 Y EeglPeIE

+ X (O vymop) =0, ¥, € X
Eezgy Ly’ hy " NoE IE ’ h,y h,y>
“h

<_(PZ71' Ryt oy, #h,y) y+ (‘Pyécgy; Hny)y+ (din¢7/,i7 Hhy)y (4.10)
= (qy: Mny), + (‘PZ,j My 0y, .Uh,y> . Viny € Mp,y,

X , <nh,y> @y, 'n8E>

EEé),

OF = Oa vnh# € ®h7)/7

where a > 0. We denote by §,; = (Chl) L
transmitted from one sub-domain to the nelghboring sub-domain at each time step:
/ &, :/ @yt acy ), V=1, N, =31, @.11)
We then define the Ventcel-Robin operators YR, fori = 1,2:
SR (M) X L2(0, T3 L2(Q)) x H Qi) < HY (7) — (Miy)™

(Shs qis €0,is Co,y) = @i Ryt OCy,

(Mh’y)N, i = 1,2, the space-time discrete Robin data

N _ (s \V N N (s \V N .
where (cii, @i, Onis Civy, @i 0iy) € (Myi)" x (2h,i) X (On)" x (Mpy)" x <zh,y) X (Opy)" is
the solution to the time-dependent subdomain problem with Ventcel boundary conditions (4.10)-(4.11)
on ;:

Forn=1,...,N, find (ch,,(phl79}’:l, ”,,(pw, ly)
(p; q)hl,vh,) +(py q)w,vhy) (dwvh,,-,ch‘l.)g_—(divrvh,wc;jy)y

such that

1
- Zl Za ui ke % ke (g 0] ) (Dy " WikE,Vii)k + Za u; KE%, KE( Tk ,YE)(D WiKE,Vhi)K
Kelty i ECJdK ' ECodK
E€&\E) E€8)
_1
— L X uyepUer(cyp, 00 p) (D) WyEp,Viy)y+ <Vh,i Ny, Cﬁy>
Ecé&] PEIE 4
+K6§£’ ECZBK <9;:,'avh,i 'nK>E JrEZ{oY <9ir,l]/’ vh_y-n35>aE = 0, V(Vh,i,vh#) S Z;,‘[ X Zh’y,
i €6
EEé/’h'i\éa/?/ h

(_q);:,i mjyt OCCZ},,,LL;,‘Y) V+ (¢i962,u Iih,i)Q,- + (‘PY;C?,W .uh,y)7+ (diV ‘PZJ; .uh,i)Q,- + (din‘P?p,uh,y)y
= (q!, Mi)o; + (dy: ny)y + (‘;;,17.uh.,y)y7 Y (Mnis Myy) € Mpi X My y,

Y <77h.,i7¢PZ,,- 'nK> + X <nh,y7 @y ’”aE> =0, V(i NMhy) € O) ;X Oy,
Ket)ﬁ/h‘,' ECOK ' EEC? JE
Ec&\&)

4.12)
where the initial data cgi and cgy are given by (2.20). The fully-discrete interface problem for the
GTO-Schwarz method may be written as:
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Find (j, hCh 2) € (Myy)?" such that
tﬂ
/ /EC’N dydt = /tn,l/Eysz(Ch,z,fI27CO.2,C0,y) dydt,

tn
/tnfl/ECh@th = /I,H/Ey1V[R(Ch,17111,60,17007;/) dydt,

or, in a more compact form,

Vn=1,...,N, VE€ &/,

7o @1) = %o, 4.13)
2
where
1 o .
.1 / 1/Ch1 d”d’_/ /«VWR $12,0,0,0) dydt
y , = n n R
’ Ch’z ! ! VtR
C’i 2dydt — (81,1,0,0,0) dydt
n=1,...N, E€&)
and

"o,
/n 1/ 73 R(0,g2,¢0,2,c0,y) dydt

/" 1/thR061176017603/)013’0” ,
t n=1,...N, E€&)

The interface problem (4.13) can be solved iteratively using either Jacobi iterations or GMRES.
Performing Jacobi iterations leads to the following Optimized Schwarz waveform relaxation (OSWR)
algorithm: at the kth iteration, solve in parallel the following time-dependent subdomain problems on
Q;x(0,T),i=1,2:forn=1,...,N,

—1 kn 1 ko . k. . k,n
( Py i Vh, l)Q (DV 2% 7vh.,7) y - (le vh.,ivch,i)g_ - (dlv‘rvh,% Ci’y)}/

S k )
_ngf Za ui ke % ke (C ,}27 0;7)(D; 'Wi ke, vii)k + Za MIKE@/,KE( ,27 ,75)(1-) Wi ke, Vi) K
EHpi ECJK ECOoK
" E€&\&] Ee&)
S —1 k.n
- X Y uyepUep(c yE?elyP)(D)/ W%EP?Vh,y)y*'<Vh,i'"i\77ci,y>
Eeg]}’PeaE Y
n o
+ % % <9h, Vit n[(> + X < ,y,Vh.,y'naE>aE =0, Y(ni,Vy) €EEpi x Ty,
Ke ECdK Ee(‘”
" Eeq\g

k, : = &, =k N ok
(— bt may+ el by LT (9965 e + (¢796i.; M)y + (AiV @7 Ha o, + (dive@yy )y
k—1,n
= (q}, i) a; + (qys Bny)y + (‘Ph,j njy+ O‘C " y) V(Wi Kiy) € Mpi X My,

OE = 07 v(n/’l.h nh’}’) € G)g,i X ®h,77

k,n k.
Y Y <ﬂh,i7¢h‘i'n1<> + X <nhﬁy: ¢y;i'naE>
Kelty; ECOK ’ E Egghy

Eeht\g

(4.14)
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with given initial guesses g; j(f) 1= ‘th n; + a6’ y € Mpy, fori=1,2, j=(3—1i), to start the first
iterate. We next show that for the OSWR iterative al gorithm (4.14) converges. The following lemma is
needed in our proof.

Lemma 5 [7, Lemma 4.1] Fori = 1,2, there exists a constant C independent of h; such that:
=, —1/2
[v-nlloaq, < Chi " [Wllog, foranyv €y,
Theorem 3 For any sufficiently small but fixed At and h such that At /h < (¢ D, )/(16C) where h =

min{h1,hy} and C is provided in Lemma 5, Algorithm (4.14), initialized by (g; ;)i =1,2, j= (3 —1),
defines a unique sequence of iterates

(i @i O 12 Ch @51, 05) € (M )Y X (Zn )N X (O, X (M )N x ()™ x (O)",
that converges, as k — oo, to the solution of the problem

—1 _ . .
(Di (p,’;j,vm) + (Dqu)’;,_’i,vh’y) — (le thcz,i) — (dlvrvh,y,czy)
’ Q; Y Q; Y

—1
— %y Zé ui ke% ke (Cl g, 07 ) (D Wi ke, Vii)k + Z:,? uzKE%KE( ik zyE)(D Wi KE:Vhi)K
ket | ECOK ECOK
"\ Ees\g Ecé]
—1
— L X uyepUyer(cyp, 6y p)(Dy Wy,EP,Vh,y)y+<V/z,i'ni|y,cffy>
Eeé) PEIE Y
+ Zf Za <9;'1",-,V11,i'n1<> + X < iy Vh,y'”aE>aE:0» YV (VhisVay) € Zni X Zpy,
Kex,; ECIK ' Eeg’
Y

(_q)ZJ‘ 'ni|7+ acﬁy, .uhﬁ’)/) ')/+ (¢i9czﬁi7uh,i)9i + (‘Pyécgy»llh,y)y‘i‘ (le ¢Z7i7.uh,i)9,- + (divf‘p;_ia Ilh,y)y

= (61?7%')9,- + (q% .uh.,Y)Y_'_ ((PZJ 'njw+ acl;‘,ya ”h,}’) y? v(uh,ia .uh,)/) € M/l,i X Mh,)/a

Y X <nh,iv‘p2‘i'n1{> + X <Tlh,y-, ‘P%"laE> s Y(Mnis Mhy) € O ; X Oy

KeAy; ECIK ' Ee8! ' OF
Ee&\&

(4.15)

Proof As the equations are linear, we take g; = 0, gy =0 and cp; =0, co,y = 0, and prove the sequence
of iterates converges to zero. Fix i, foranyn=1,... N, let (11;”~7 Tlh.,y) in @y, ; X O,y be such that

0" onE e &l 65", on P ¢ 97,
(M) g =1 " " (M) =q : (4.16)
0 otherwise, 0 otherwise

We then substitute (vj,;,vs,y) = (q)h ; ,q)yl) (Mnis M y) = (cﬁ tc; 7,) and (M, Mh,y) defined by (4.16)
into the first two equations of (4.14) and add the resulting equations to obtain
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—1 .kn 1 kn kn kn k.n kn  kn
(0 0it i), + (D70 0y) walldy ]+ (0dean), +(oddly.cly)
k.n kn  kn
:KZ/ E%K ui ke % kE (¢ l[(velE)(D WzKEy‘Phl)K+EZaKu1KE%?;(E( ix:Ciye)D; WzKE,(Ph,)K
64;,.,' C C
E€&\E) Eeé)
N k—1n k—1n kn
+ X X “%EP%%EP( YE’el’)/P)(D WVEP"Pyz)7+(¢h] Rjjy+0c;,’ 7ci.,y)y'

Ee(g“hyPEaE
“4.17)

By summing (4.17) from n = 1,...,N and then multiplying both sides of the resulting equation by 2Az,
we have

k,n 2 It N (9 k,n
CY 0.7/+ Z (P’ th’chl Q

n=1

N -1 kn N 1 kn ko
2At Zl ‘Ph,v‘Ph, o T2 Zl Dy 0y 9y v
n= l n=

kn K, kn k, 1 K,
1M % (00ddy) —m 8 L | E e threlch 68D Wk @
n= n=1Kex}; ECOK
Ee&\&)
kn  k.n k,n
+ X “zKE%,KE(szC,yE)(D WzKE7‘phz)
ECd
Eefy

N
k, k, -1 k,
24t Y, Y X uyppyep(cy, 6y p)(Dy 'WyEp, @7 )y
nzlEEghVPeaE

N
200 ¥ (@) gyt ad )
n=1
(4.18)
By proceeding in the same manner as in (3.10), (3.11) and (3.13), we obtain from (4.18) that
2 N 2 2 N 2
o |l o T2, ¥ Hcpﬁj’ e cﬁf“oﬁzmngﬁn y Hq)’;f .
: ) n=1 )
CAt N H 2 CAt£ N H 2 N knll? CA N
< o, CAD H ‘ ‘ 4.19
€ = 1 ‘P i ngl ¢h’l O»Qi € = 1 ( )
CAte N 2 N
L Hrp N> H«p’;t:-’ +280 ¥ (@ ,\y+ac’jyl”7cfi’;’)
0,7 n=1 “ o,y n=1 Ty

Ce
We choose € small enough such that 2D, — e > D_ ., and then A¢, and & small enough such that

N Du
9~ > 75 Dun—Ch>—"7 (4.20)
From (4.19) and (4.20), we find
; ! mln ¢7 2 Dmm 2 kn 2
2 Hch, g Z Htp 0t 2 e H 4 Zmin A Z Hq) 3 .
CAtN 1 CAI N7 k, k-1 k—1n K, :
n= 1” Helyn 0=7’+2Atn§ (q)h] M njjy+oct, n>ci,,j’/1)y~
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By summing over the iterates k from 1 to K in (4.21), we obtain,

o~ £ H kN‘z Diin 5, ¢ S gk |*
L[ w1 (L ol iy, 25 k(1 o
2 k§1 Chi 0,Q; + 2 ,E’] P 0,Q; 2 i—1 Z k§1 Py 0,y
2 CAZ‘N 1 K CAt N— 1
k.n k.n k.n
200t e H el ’
+ ; (kzl Ciy O,y) - &€ n§1 <k21 Cni OQ,-> + Z (Z Ciy +

N K-1
280 % (@) mytackh ) oar y (@)-mjpy+ ac(;;, 7).
n=1 k=1 Y n=1 Y
(4.22)
By applying the weighted Cauchy—Schwarz inequality and Lemma 5, we obtain, fori = 1,2, j =3 —i:

2At§ k=l ok <2At2 Ay o
@ MirCiy) = ? ilr
n=1 Y 0,y
2
n
0,7')'

2 1 ’
e
0, y 0.9, phll’Y

’J/
N 2 k=1
<y . <Azz CpH(p

Using this and the weighted Cauchy-Schwarz inequality on the last two terms on the right-hand side of
(4.22) yields

2

k— ln kn

njy

2 DAt N (K 1 a2 o 2 DAt N el
2 (£l ) B 1, £ (ot )
2 K= 1H ' nZ1 L ||®hi 0. 2 k=1 2 n21 kgl L 0y
K 2 CAr N—1 CAtN=1 [ K || o
+20aAr ckn ) <= ( H > +— ( ' ” )
ngl (k)—:l "oy € Z k 1 Z L |cir 0,y
A N K=y 12 A KU\l jpim oA
t t t
o ngl (kg HC./-,V 0’y>+a Z (kzl iy o, >+ P Z (Z H‘Ph, og>
At N K—1 k+ln 2 At N H 2 ‘ 1n 2
— iy o aAt .
+ph nZ] ( Z Cm/ 0,y O( n— ‘P j|y+ CJ 4 + ngl ‘i L4 0,y
D_i, At ~D_.
We then fix p = ac 1 and use the assumption — 7 < w to deduce that
~ At N ¢ K 2 D At N (K2
mm T “min™" M
4 k= 1’ hl 2 n= 1( H(p 09) 4 g‘ H 2 Z (kqu,W 0,’)/)
K , CAt N1 CAt 4AtC K xnll?
+‘M(Z 7 ><2( i)+ (5 )2(2!” )
n=1 0y € =1 € Dmmh =1 75" lloy
2

)

o) E (Bl

2
“r* Z H‘p’” njw-‘rOCC”,H y

LA z ( H

4.23)

)

By summing over the index i for i from 1 to 2, we obtain from (4. 23)

T(EER LRI (£ i

4 \s=1i=1 09 jorim Y 2

2 CA[N 1
S Hchl
0y n= 1 k 1i= 1

DmmAt Z (K 1 2

kN
h,i

DmmAt N
poms g Hrp
k li=1

2
CAt  4AtC K 2 2
) ( £ D h) n);l (kgl i§l 0#)

2L (Bltmat )

kn
iy

N 2 Kn
+aar Y (¥ |le
i=1

n=1

£ o],

k=1i=1
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Consequently, we have

(£,

2 K 2 ’
4 \k=1i=1

o T L X|c

k=1i=1

2 N—1
) (£ 2 o
0y 8n1/<111

2 D-. At N inll2
(£ £ 2
H) 4 k111q)h’ k111¢7" 0y

ac N—1 2
= \a
) < +D h) ngl (kgli)::L K

K.n
iy

N 2
+aAr Y (z

n=1 \i=1

At N 2
+E” 1( ‘(P ,|y+acly j/)
I, 4.24
Denote the positive numbers ( )
4C
- p- max 8,C—|—7D_ 7
R¢D(Z::nﬁn QLW mmaa ) Lh:: =
7 4 4 R¢_’D7a
and the sequences
2
L2 £ £ =t o]+ L 2],
kltl k=1i=1 7 kltl klll
2
= o
“= aR‘Z’Docz 1H¢ il C y
We obtain from (4.24) the following inequahty
ay + At Z by < At Z Lyay + At Z Cn- (4.25)

n=
By using Lemma 3 in (4.25) with T = Ar, B =0, and d; = L, we obtain, (using nAt < NAt =T for any
n)

N N 1 2 5
an + At ):lbn <exp(At(N—1)L) <At ):lcn> <exp(LyT) (af(;N 'Zl ||gi,j||o,g,»> ) (4.26)
n= n= 1=

From (4.26), we deduce that ay and b, are bounded since the right-hand side of (4.26) does not depend

k,N

on k. Hence, chl

,and H(p];,:’H converge to 0 as k — oo, for i = 1,2 and for

LY HO Y
n=1,...,N. Note that (4 26) can be established for any 1 <n < N, hence, we have

k.n
Chz

k.n
Ciy

0.9, 0,y
converge to 0 as k — co forany 1 <n < N.
To show the well-posedness of (4.14) for i = 1,2, it suffices to show uniqueness which can be

obtained by repeating similar steps as above. [

Remark 2 In our convergence analysis, we assumed some relation between At and h to handle the
traces on the fracture of the normal fluxes (p;’“. ‘Nyjy,1 = 1,2 from both subdomains. However, such an
assumption is not needed when one has Robin-Robin or Ventcel-Ventcel transmission conditions since
for these cases, the boundary terms from both sides of the fracture can be manipulated in such a way
that they cancel each other (e.g., [40, 47]). Thus, it is possible to show the convergence of the OSWR
algorithm with nonconforming temporal discretization in the absence of the fracture. For the reduced
fracture model, this remains an open question.

The space-time interface system derived for each method is global-in-time, thus one can impose
different time steps on the fracture and on the subdomains. In the next section, we show how to
formulate the interface problem for each method with nonconforming discretization in time.
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5. Nonconforming discretization in time

Let 7, %, and 7 be different partitions of the time interval (0, 7] into subintervals J, = (¢!, ] for
m=1,...,N;,and i = 1,2, 7, respectively (see Figure 2). For simplicity, we consider uniform partitions
and denote by Af;, i = 1,2, 7, the corresponding time steps such that Az, < At;, i = 1,2 (note that the

fracture is assumed to have much larger permeability than the surrounding rock matrix).

-"'—\fl | Ato T = _qllr|.-ﬁ\f| = JI.{-‘_)._\A?‘-‘_) = ﬂ.{.}[_\f.}

FIG. 2. Nonconforming time grids in the rock matrix and in the fracture.

We denote by Py (.7}, #') the space of functions which are piecewise constant in time on grid .7}
with values in #: Py(J;, #') ={w:(0,T) — # ,yis constant on J, VJ € ;}. In order to exchange
data on the space-time interface between different time grids .7; and .7; (for i, j in {1,2,7}), we use the
L? projection I1j; from Py (F;, W) to Py (T, W'): for y € By (i, W), Hj,-y/wl is the average value of

vonlJj, form=1,...,N;.

To write the interface equations for GTF-Schur and GTO-Schwarz with nonconconforming time
grids, we enforce the transmission conditions weakly over the fracture time subintervals. More details
can also be found in [44, 49, 50].

5.1. GTF-Schur method

Ny
We choose Wy, y = (l//;,”y) - € Py(y, M, y) to be piecewise constant in time on the time grid imposed
on the fracture. The interface system (4.9) is then rewritten as:

M

&
/H/llfh,yd}’dt:/n
ty E ty

5.2. GTO-Schwarz method

The two interface unknowns represent the Ventcel term on each subdomain, thus, we let C;,J =

N
(C;}l) y1 € Py (Fy,Mpy) ,i =1,2. The interface problem (4.13) of GTO-Schwarz is rewritten as:
ot ) = ’

2
g’] HyithN(Hi}"%Y(Wh,‘y,q%CO,}’)athO,i) d}/dt,Vn =1,... 7N}’aVE € éahy'
(5.1)

Y
—1JE;

g 1
AFI/ECh,l dydt = /tH/EHJQS;]tR(szCh,z,%,Co,zvco,y) dydt,
! ' Vn=1,....,Ny, VE€&!. (52

iy y
/71/Ch,Zdet:/71/HyISYtR(HlyCh,laQIaCO,laCO,V) dydt,
ty JE 1y E



28 Y. CAO, T.T.P. HOANG, AND P.T. HUYNH

6. Numerical results

We consider an adapted version of the test case used in [3] which is a leaking contaminant repository,
located in a rock with low permeability (Figure 3). The repository is crossed by a fracture and
transported mostly upward. The rock is covered by an aquifer and the contaminant is assumed to be
moved away instantly at the top boundary of the domain calculation so the boundary condition there
is a vanishing concentration. The actual physical parameters are given in Table 1, where the diffusion
D; =d;I (i =1,2,7) is isotropic and constant in each subdomain and on the fracture, where I is the
2D identity matrix. The velocity u = (ul,ug,uy) presented in (2.3)-(2.4) is obtained by solving the
steady-state flow problem on the subdomains

diva; = 0 inQ; x (0, T),
up = —kVp; inQ;x(0, T),
Di = g on (dQ;NIQ)x (0, T), i=1,2, 6.1)
pi = py onyx (0, T),
pi(-,0) = po, in Q;,
and in the fracture . 2 .
diveu, = _Z] ui-ny, inyx(0,7T),
=
u, = —k©SVep, inyx(0,T), (6.2)
Py = & on dyx (0,T),
p}’('ao) = Doy in Y,

where, for i = 1,2,7, g; is the source term, p; the pressure, u; the Darcy velocity, and k; the time-
independent hydraulic conductivity in the subdomains and in the fracture, respectively. The global
Péclect (Pe) numbers on each subdomain and on the fracture are defined as

H; max |u;k(x, H
l(x,y)eKl )l ymaxuye(y)
Pei: max 71:1,2, Pey:max

== (6.3)
Kedt), i d Ee&) dy

where H;,i = 1,2,y are the size of the subdomains €2;, respectively, and u; x,i = 1,2 and u, g are the
restrictions of u#; and uy on the element K and the edge E, respectively. We also include in Table 1 the
values of the Péclet numbers corresponding to the given parameters.

Boundary conditions are as follows: for the velocity, we assume that there is no horizontal flow
on the lateral sides of the domain while a pressure drop constant in time is given between the top and
bottom boundaries. At the top, the pressure is constant in space while at the bottom it is increasing
slightly from the fracture toward the lateral sides. For the concentration, it is given, constant, at the top
and bottom boundaries, vanishing at the top. On the lateral sides we assume that there is no exchange
with the outside. We show in Figure 4 the snapshots of the concentration ¢ and the flux field ¢ at the
final time 7' = 4.

We fix T = 1 and verify numerically the optimal first-order error estimates (cf. Theorem 2) of the
monolithic scheme (2.19). Table 2 reports the errors in the L>(0,T’; 0')-norm (where 0 is either Q,Q,,
or ) of the concentration and velocity with decreasing uniform spatial and time step sizes. These errors
are computed by comparing with a reference solution on a fine mesh Ayr = 1/256 and fine time step
At.of = T /512. First-order convergence is observed in the subdomains as well as on the fracture for both
the concentration and velocity.

Next we consider global-in-time DD methods to enforce nonconforming temporal discretizations.
We examine the accuracy in time of both GTF-Schur and GTO-Schwarz where smaller time step
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FIG. 3. A contaminant storage crossed by a fracture.

0

TABLE |  Physical parameters for the experiment shown in Figure 3.
Parameters Subdomains Fracture
Hydraulic conductivity ; 3.15x1078 10~7
Molecular diffusion d; 107 3.15x 1074
Porosity ¢; 0.05 0.1
Subdomains dimensions 10x 10 -
Fracture width - 1
Péclet numbers Pe; 6.77e-02 3.00e-04
1 T
e
0.9 9 ool e
0.8 I8 0.8+ ;
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FIG. 4. Snapshots of the concentration c (right) and the flux field ¢ (left) at 7" = 3.
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sizes are used on the fracture and larger ones in the subdomains. The space-time L’ errors of the
concentration and velocity are computed using the reference solution obtained from (2.19) on a fine
time grid dfe = T /512 with T = 1. We report the errors for both methods in Tables 3 and 4; the
corresponding convergence rates are shown in the square brackets. We first notice that the two DD
methods preserve the first-order convergence in time in nonconforming time grids. By checking the
columns corresponding to 7y in Tables 3 and 4, we find that the errors on the fracture by GTF-Schur
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TABLE 2 Converge in both space and time for the monolithic upwind-mixed hybrid scheme with
conforming time steps. The corresponding convergence rates are shown in square brackets.

Errors for concentration

Errors for velocity

h At Q Q, Y Q Q, Y
1/8 T/4 8.15e-01 8.15e-01 4.74e-01 2.39e-01 2.39e-01 1.59e-03
1/16 T/8 4.07e-01 4.07e-01 2.38e-01 1.12e-01 1.12e-01 7.90e-04
[1.00] [1.00] [0.99] [1.09] [1.09] [1.01]
1/32 T/16 2.04e-01 2.04e-01 1.18e-01 5.16e-02 5.16e-02 3.90e-04
0.99] 0.99] [1.01] [1.12] [1.12] [1.02]
1/64 T/32 1.01e-01 1.01e-01 5.72e-02 2.20e-02 2.20e-02 1.91e-04
[1.01] [1.01] [1.04] [1.23] [1.23] [1.03]

are approximately half the values of those by GTO-Schwarz (note that Ary = Ar;/2). This behavior has
also been observed in previous works [49, 50], only GTF-Schur preserves the accuracy in time with
nonconforming temporal discretization.

TABLE 3 Converge in time of the concentration with nonconforming time grids. The corresponding
convergence rates are shown in square brackets.

GTO-Schwarz GTF-Schur
At; Aly Q Q) Y Q Qs Y
T/4 T/8 1.14e-01 1.14e-01 1.47¢-01 1.14e-01 1.14e-01 6.42e-02
T/8 T/16 5.80e-02 5.80e-02 7.31e-02 5.78e-02 5.78e-02 3.16e-02
[0.97] [0.97] [1.01] [0.98] [0.98] [1.02]
T/16 T/32 2.90e-02 2.90e-02 3.60e-02 2.88e-02 2.88e-02 1.52e-02
[1.00] [1.00] [1.02] [1.01] [1.01] [1.06]
T/32 T/64 1.41e-02 1.41e-02 1.74e-02 1.40e-02 1.40e-02 7.02¢-03
[1.04] [1.04] [1.05] [1.04] [1.04] [1.11]

TABLE 4 Convergence in time of the velocity with nonconforming time grids. The corresponding
convergence rates are shown in square brackets.

GTO-Schwarz GTF-Schur
At[ Aly Ql Qz Y Ql Q-Z Y
T/4 T/8 6.14e-04 6.14e-04 7.27e-04 6.14e-04 6.14e-04 3.58e-04
T/8 T/16 3.06e-04 3.06e-04 3.49¢-04 3.04e-04 3.04e-04 1.71e-04
[1.00] [1.00] [1.06] [1.01] [1.01] [1.07]
T/16 T/32 1.51e-04 1.51e-04 1.69e-04 1.50e-04 1.50e-04 8.15e-05
[1.02] [1.02] [1.05] [1.02] [1.02] [1.07]
T/32 T/64 7.29¢-05 7.29e-05 8.08e-05 7.24¢-05 7.24e-05 3.77e-05
[1.05] [1.05] [1.06] [1.05] [1.05] [1.11]

We now increase Péclet numbers and investigate the convergence of both DD methods with either
conforming or nonconforming time grids. We vary the values of the hydraulic conductivity k;, i =1,2,7,
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while keeping other physical parameters as in Table 1. Four sets of Péclet numbers corresponding to
different choices of k; are shown in Table 5. Again, the final time is 7 = 1. We first consider the uniform
time step At = T /N in the fracture and in the subdomains, where N = 32. The convergence speed of
GTF-Schur and GTO-Schwarz are illustrated via the relative residuals versus the number of subdomain
solves as shown in Figure 5. We observe that both GTF-Schur and GTO-Schwarz exhibit nearly the
same fast convergence speed. In addition, similarly to the results in [49, 50], they converge quickly
without the need for preconditioners, which highlights the efficiency of both methods. Moreover, GTF-
Schur and GTO-Schwarz are insensitive to the effect of the advection, which can be observed from the
consistency of their convergence curves as the Péclet number increases. Such robustness with respect
to the Péclet number is obtained due to the construction of the interface problem for GTF-Schur and
the optimized parameters for GTO-Schwarz; the use of upwind operators does not affect this behavior
of the proposed DD methods. We remark that when operator splitting is used [50], i.e., the advection is
treated explicitly and the diffusion implicitly, the convergence of GTF-Schur and GTO-Schwarz is also
independent of the Péclet number. However, unlike [50], here no CFL conditions are imposed on the
time step size.

TABLE 5 Parameters for different cases.

Parameters
Q 6.5¢—06 6.5¢—05 1.4e—04 2.4e—03
ki Q, 6.5¢ —06 6.5¢—05 1.4e —04 2.4¢—03
Qf 4.4e—02 4.4e—01 9¢ —01 9¢ — 00
Pe. Q4 ~ 0.45 ~4.45 ~9.6 =~ 165
! Q, ~ 0.45 ~ 4.45 ~9.6 ~ 165
Qs ~4.4 ~ 44 ~91 ~ 907

Finally, we consider nonconforming time grids on the subdomains and on the fracture with different
Péclet numbers in Table 5. Since we have the same diffusion coefficients in the subdomains, which are
smaller than that in the fracture, we impose the same large time step in the subdomains and a smaller
one in the fracture: Ar; = Ay = 2At,. For this experiment, we fix Aty = At = At =T /N, Aty =T /Ny
where N = 32 and Ny = 64. Figure 6 shows the residual curves versus the number of subdomain solves
with increasing Peclét numbers. From these curves, we deduce that the GTF-Schur and the GTO-
Schwarz methods preserve their fast convergence speed and remain unaffected by the magnitudes of the
advection when nonconforming temporal discretization is employed.

7. Conclusion

In this work, we have investigated both monolithic and decoupled numerical methods for the reduced
fracture model of the linear advection-diffusion equation in a fractured porous medium. The Euler-
implicit upwind-mixed hybrid finite element algorithm was first introduced to discretize the coupled
system in space and time, in which a mixed finite element method with a hybridization technique is
considered and Lagrange multipliers are used for the discretization of the advection terms. We proved
the existence and uniqueness of the discrete solution, as well as optimal first-order convergence in both
temporal and spatial errors of the monolithic solver. To accommodate different time steps on the fracture
and on the subdomains, we then proposed two non-overlapping global-in-time DD methods, namely
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FI1G. 5. Relative residuals of GTF-Schur and GTO-Schwarz with different Peclét numbers and conforming time grid.

GTF-Schur and GTO-Schwarz in the context of mixed hybrid finite elements. The convergence of GTO-
Schwarz with conforming temporal discretization was also proved. Several numerical experiments were
conducted to verify the accuracy of the monolithic solver and to compare the performance of the two
DD methods with different Péclet numbers and with both conforming and nonconforming temporal
discretizations. The results demonstrate that both GTF-Schur and GTO-Schwarz are capable of handling
strongly advection-dominated problems as they maintain the same fast convergence speed regardless of
the values of the Péclet numbers. Importantly, they achieved such fast convergence without applying
any preconditioners. Moreover, the methods are fully implicit and have no CFL constraints on the time
step size. Finally, GTF-Schur provided better accuracy in time on the fracture than GTO-Schwarz with
nonconforming temporal discretization as the errors on the fracture obtained from GTF-Schur in such
case were smaller than those of GTO-Schwarz. Thus, we conclude that among the two DD methods,
GTF-Schur is the most efficient method in terms of accuracy and convergence speed. Future work
includes extending the error estimates (3.17) to the case with both nonconforming temporal and spatial
discretizations, proving the convergence of GTO-Schwarz with nonconforming discretization in time,
and developing local time-stepping algorithms for multiphysics problems in fractured porous media.
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FIG. 6. Relative residuals of GTF-Schur and GTO-Schwarz with different Peclét numbers and nonconforming time grid.
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A. Proof of Lemma 4

We now present the proof of Lemma 4. The proof follows a similar idea as in [19, Lemma 4.2]. Fori =
1,2, letv, = (Vh,l ,Vh’Q,O) € X, be such that v, ; = 0 if j # i. By taking v, as a test function in the first
equation of (2.19), we obtain

Dfltp”wl.i) _(diVVhiCn') +<Vhi'n' a > + X Y <6"-vhi-nx>
( i Phi o D Cpi Q A ly gy v ke, ECOK hyio " E

Eggll‘i\ghy
~1 Y —1
- X Y wike%ke(clk, 07p) (D WikeVii)k — L uike g (k. Cyp) Dy Wike,Vii)k
Kety i ECOK ' ' ECOK ’
Ee&\&) Ecs]
= O, Vvh’,' € 21“'.

(A.1)
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For any K € .%,;, we divide K into two triangles 7K and TX by drawing a diagonal EX:
K=TFuTfUEX, TENTf =0, o1  noTf = EX.

Let Z,; = {TK, TzK}KE%J be a partition of Q; into triangles, and let &,; = &,; U {EK}KG;{,,_,'
Moreover, let Q,?i be the L?—projection from L? (éah’l-) onto Z° (éah’,-) where 20 (cg’h’,') is the space
of piecewise constant functions on éz'hﬁi. We then denote a new element &', € 29 ((57111,-) as follows

0/, IfE € &y,

. Y
éi?dE:élnE — C?/,E’ leGédh, (A.2)
0 : K
i TE € {E }Kejﬁ,.,-'

We begin with providing the following estimate:

Y ‘E‘Z(éan - C?,K)z
Ke; Ecgl( i
CoK 2 (A3)
<C<C?—02., o | o Q”“z et =% +h2”0?”%"’f>'

By [8, Lemma 2.1], there exists unique elements & ;¢ in the space @FR (9;,,) of linear
Crouzeix—Raviart elements [21] by means of /

0 A 0
D=8 2l =2 ch . (A4)
Then, by standard arguments, it follows that
18 = cilly.q, < Chlie] Il g, - (A5)

From (A.4), we have ,92,(521 ) =& - Qg_ic,’.’. Thus, it follows from [8, Lemma 2.1] and the
definition of &, on E € {E’(}Ke%,/1 that for any K € %, ,

a—é < |\|é};— ¢, S| o/ —
h,i h i 0K — h ) h,i O,HlK h,i h,i 07HK
1/2 n 0 .n 1/2 n 0 .n
<Ch{” ¥ éh’i — Qh’ici oE +Chy” X fh,i — Qh?ici oE
EcoHK ’ ECoHK , (A.6)
E€é); E€&;
<cnd® T |en-2ne|
EC © O lI0E
EE&I’
By combining (A.5)- (A.6) with the triangle inequality and Cauchy-Schwarz inequality, we find
2 2 2 2
& .—ct. & .= e —cl cl—cl.
/ = , . ,
h,i h,i 0.9 h,i h 0,Q; h,i i i h,i 0,Q;
) ) (A7)
<clh r e - " rer
- KEZJ’@ ECOK hz l 0.E i h,i 0.9; H 1”0,9,-

Ecéy;
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We now use that for any piecewise linear polynomial p;, € 21(.,;), the following estimate holds [17,
p- 112]:
”PhHLl(aH;() < C”Ph”o,HjKa j=12 (A.8)

By applying (A.8) and the definition of ¢} ;, we obtain

[EI(&f —clx) = <Ezv" ~ ik 1>E < €| 762’(‘ L\onk) ~ €l —cix ‘oﬂl Chi ™ hi 0K
(A9)
It follows from (A.7) and (A.9) that
2
Y X EP(Ee—ctg)* <38 —ch
KEt),; ECOK ’ 7 10,9;
EE&,‘;
(A.10)
2
<C hKez):{/ I = 2|, T o, TNl g,
"EEh, '

Finally, we show that

1/2 1/2
el sc(hK/ |or—on.],  +m £ 1EE el
’ 0,E EIC ’
whyl? wic? — e, o he Pl —en M) VK€ A VE € &1 C K.

(A.11)
Forany K € %, ; and E C JK.E ¢ &,i» it follows from [8] that there exist a unique element T; g € X, ;
such that supp(7);z C K and
i =2, onE,
TiE NE = ’
0, on dK\E.

It follows from a scaling argument [8] that

1/2 0
hi |1Tielly x +11Tiellg ¢ < Chy ‘ =2, (A.12)
By using v, ; = 7; g in the first equation of (A.1), we obtain
—1 .
(Di ‘Pzia'ti-,E) - (le Ti,E,CZ_,-) - Y ugpge(c ,K,G,E/)(D Wike s TiE) g
' Q; Qi E'cok
E’Gghi\gy
o (A.13)
L ”lKE’%IKE'( iK> yE’)(D Wi KE', TzE) <§}?ja€iﬁi_°@h,ic?>
E'COK ' E
E'es)

From the relation ¢! = u;c} —D;Vc!, by apply Green’s formula, we obtain

(D;l¢?7ri,E)Qi - (le Tl'~E>C?)Qi - (D;]u,'C?,Ti,E)Qi < ghz hl i >E (A.14)
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By subtracting (A.13) from (A.14) and using the definition of 207 ;» we find

n 0 o
éh,i - Qh,i i

<€h, uéhz "@211>

= (Di’l((p;‘—(phl T,E) ( ivTig,cf chl>g (D;lui(c?fc;l”i),’civE)Q

- Y Ui kg’ (%i,kE/(Ci,Kv@, E,) —Ci,K) (Df WLKE/;Ti,E)K

i

E'COK
E'e&,\&)
— Y Uke (%J%E/(CZKJ;E/) —C?J() (Di_lwi,KEuTi.E)K
E'COK ' '
E'es]
(A.15)
By applying the Cauchy-Schwarz inequality, we obtain from (A.15) that
0
‘ i~ Zhic" E =€ (H‘p? = Phi 0.K G~ Chi 0.K il
1 (A.16)
+ 5 B~ clellselo+ B~ Iriclo ).
E'COK ’ ’ 0.k

VK€, VE € &, ECIK.

We then obtain (A.11) by combining (A.16) with (A.12) and applying the Cauchy-Schwarz inequality.
By combining (A.10) with (A.11), we obtain

2
Y X EPE-ar<c(r|er-ep|  +n x E IEP (g k)
KeH) ; ECOK 0,9 KeH),  E'COK
2 n 2 n n 2 2 (2
o et ey e e, HR g

(A.17)
By choosing 4 small enough and pushing back the second term on the right-hand side of (A.17), we
obtain (A.3). For the advection term on the fracture, since we can derive analogous result to Lemma 2
for the 1-dimensional case, we can follow the steps in [19] and arrive at

2 2
Y Y (65p—cy £)? <C<h2 ‘Phy’ +h2“u7c$—u/1,yc;l’yH
Ec&Y PEOE Qi 1o
h . (A.18)
2 2
+e=ais]s, +# e, )

Then (3.16) follows from the combination of (A.3) and (A.18). O
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