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A B S T R A C T   

The ground thermal regime has a profound impact on geomorphological processes and has been suggested to be 
particularly important for weathering processes in periglacial environments. Several frost-related damage indices 
have hitherto been developed to link climate and frost weathering potential in bedrock, although only for in
dividual points or grid cells. Here, we model ground temperature and frost weathering potential in steep rock 
walls in the Jotunheimen Mountains, southern Norway, along a two-dimensional profile line for the Younger 
Dryas Stadial-Preboreal transition (c. 11.5 ka), the Holocene Thermal Maximum (c. 7.5 ka), the Little Ice Age 
(1750), and the 2010s. We use an established heat flow model and frost-cracking index based on the ice 
segregation theory. A central innovation of our model treatment is the implementation of ensemble simulations 
using distributions of automatically mapped crack radii in a rock wall, whereas previous frost damage models 
considered only a single characteristic crack radius. Our results allowed for the identification of sites with 
enhanced frost weathering. Such sites are typically found between rock walls and retreating glaciers, as well as in 
areas where snow depth changes abruptly, resulting in large thermal gradients. Hence, frost weathering may be 
highly active during glacier retreat, enhancing the damage to rock walls during deglaciation by adding to the 
damage from stress release. The coldest climates of the Younger Dryas Stadial-Preboreal transition and the Little 
Ice Age were generally most favorable for frost cracking. Such timing compares well with the knowledge about 
the timing of rockfall accumulations in Norway.   

1. Introduction 

Frost action dominates geomorphological processes in periglacial 
environments (e.g. Ballantyne, 2018). Although the efficiency of frost 
weathering and thus the periglacial imprint for long-term and large- 
scale landscape evolution have been questioned by recent research 
(André, 2003; French, 2016), geomorphological processes in cold, 
unglaciated areas are believed to be conditioned by seasonal and 
perennial ground ice despite the operation of azonal processes (Berth
ling and Etzelmüller, 2011). Recently, Egholm et al. (2015) explained 
the existence of high-elevation, low-relief surfaces, e.g. in southern 
Norway, by large-scale periglacial landscape evolution, the so-called 
“periglacial buzzsaw”, over several million years through a combina
tion of frost cracking and diffusive frost creep. Backwearing in cirques is 
thought to be a particularly effective mode of landscape smoothing 
(Oskin and Burbank, 2005; Steer et al., 2012), where denudation is 
likely driven by a combination of glacial and periglacial processes. 

Rock wall retreat is a component of long-term landscape evolution in 
periglacial landscapes and exemplifies detachment-limited erosion, 
which mainly depends on the shear strength and weathering- 
susceptibility of rock instead of transport capacity. Compressional tec
tonics generates major flaws and joints in bedrock. Glacial debuttressing 
in recently glaciated areas may also lead to fracture formation (Ballan
tyne, 2002). Subsequently, pre-existing fractures are widened or new 
fractures are generated by chemical or physical weathering, such as 
thermal cracking due to thermal expansion stresses and weathering due 
to frost action. These processes further increase material detachability 
from rock faces, ultimately leading to gravity-driven material transport, 
especially when bedrock permafrost thaws (Krautblatter et al., 2013; 
Murton et al., 2006). Rock wall permafrost is exceptionally vulnerable 
due to its rapid thermal response to atmospheric warming, exacerbated 
by low ice contents, three-dimensional effects, and shallow snow cover 
(Boeckli et al., 2012; Gruber and Haeberli, 2007; Myhra et al., 2017; 
Noetzli et al., 2007). The occurrence of rock falls induced by thawing 

* Corresponding author. 
E-mail address: justyna.czekirda@geo.uio.no (J. Czekirda).  

Contents lists available at ScienceDirect 

Geomorphology 

journal homepage: www.journals.elsevier.com/geomorphology 

https://doi.org/10.1016/j.geomorph.2024.109112 
Received 11 April 2023; Received in revised form 16 February 2024; Accepted 21 February 2024   

mailto:justyna.czekirda@geo.uio.no
www.sciencedirect.com/science/journal/0169555X
https://www.journals.elsevier.com/geomorphology
https://doi.org/10.1016/j.geomorph.2024.109112
https://doi.org/10.1016/j.geomorph.2024.109112
https://doi.org/10.1016/j.geomorph.2024.109112
http://crossmark.crossref.org/dialog/?doi=10.1016/j.geomorph.2024.109112&domain=pdf
http://creativecommons.org/licenses/by/4.0/


Geomorphology 453 (2024) 109112

2

permafrost has increased in the European Alps since the end of the last 
century (Fischer et al., 2012; Ravanel and Deline, 2011), particularly 
during unusually hot summers (Gruber et al., 2004). 

Traditionally, the drivers for frost weathering were mainly related to 
freeze-thaw cycles and the 9 % volumetric expansion of water when it 
freezes to ice in situ, so-called “freeze-thaw weathering” (e.g. McGreevy 
and Whalley, 1982). Such a process requires a closed system and satu
rated conditions, with most damage expected to occur very close to 0 ◦C; 
damage at lower temperatures in undersaturated conditions while fluid 
migration pathways are present requires a different mechanism. 
Accordingly, some studies have considered volumetric expansion as a 
frost weathering process that may be effective close to the surfaces of 
saturated rocks subject to rapid freezing, particularly in water-filled 
joints, or in rocks with small specific surface areas (e.g. Matsuoka, 
1990; Matsuoka and Murton, 2008). Other studies have argued against 
the importance of “freeze-thaw weathering” due to volumetric expan
sion in nature (e.g. Hallet et al., 1991) and instead invoke segregated ice 
growth as a much more effective and pervasive frost-damage mecha
nism. Ice segregation in rocks refers to ice growth due to water migra
tion (i.e. “cryosuction”), induced by chemical-potential gradients, 
towards the freezing front. This is the same mechanism responsible for 
frost heave in fine-grained soils. In the “ice-lensing model” of Walder 
and Hallet (1985), frost-induced rock damage results from the 
temperature-dependent buildup of ice pressure inside slowly growing 
cracks. Their results showed that frost cracking is most effective at 
ground temperatures between approximately −15 and − 4 ◦C, with the 
exact temperature range depending on initial crack size and the hy
draulic- and fracture-mechanical properties of bedrock. At higher tem
peratures, ice pressure and thus the stress-intensity factor are too low for 
crack growth, whereas at lower temperatures, the low hydraulic con
ductivity of partially ice-clogged fluid pathways inhibits the water 
supply needed for crack growth. Walder and Hallet (1985) emphasized 
that freeze–thaw oscillations are not required for effective frost weath
ering and instead the main limiting factor for crack growth is water 
transport, although freeze–thaw cycles may often help to enhance water 
supply (Walder and Hallet, 1986). This theoretical model for ice- 
induced crack growth was later tested by measuring microfracture ac
tivity in the laboratory for sandstone specimens subject to freezing, with 
results confirming that most frost damage occurred in a frost-cracking 
window (FCW), which fell between −6 and − 3 ◦C (Hallet et al., 
1991). Laboratory experiments by Murton et al. (2006) using wet chalk 
specimens showed that: (1) frost damage was associated with ice 
segregation during thawing cycles, and not freezing cycles themselves, 
(2) fractures caused by frost weathering were parallel to the cooling 
surfaces, (3) ice lenses were formed, and (4) the depth of fractures 
depended on whether they resulted from bi- or unidirectional freezing. 
Duca et al. (2014) conducted the first laboratory study using hard, intact 
rock specimens of gneiss and showed that ice segregation also operates 
in harder rock types, although the microcracking they observed 
occurred between −2.7 and − 0.5 ◦C, which is a higher temperature 
range than previous studies (e.g. Matsuoka and Murton, 2008) would 
have predicted for such hard rocks. 

Tracking the growth of each crack within a landscape would be a 
daunting task, and instead efforts to gauge the contribution of frost 
damage to landscape evolution have motivated the development of 
several one-dimensional frost-cracking indices that attempt to link key 
climate attributes with frost-cracking potential due to ice segregation in 
rocks. Anderson (1998) implemented the first frost-cracking index, 
which accounts for a correlation between frost damage and the time 
spent within an assumed FCW. Hales and Roering (2007) based their 
frost-weathering index on the premise that, in addition to time spent 
within the FCW, the temperature gradient is important for controlling 
the chemical potential gradients that facilitate water transport during 
frost cracking. Anderson et al. (2013) extended the latter model with a 
penalty function to address limits on water availability that increase 
with the distance between unfrozen reservoirs and potential frost- 

cracking sites. Lastly, in Rempel et al. (2016) a temperature- 
dependent hydraulic conductivity was introduced, with frost damage 
assumed to correlate with the porosity changes that accompany gradi
ents in water flux when the temperature is low enough for ice growth to 
extend cracks. 

The mentioned frost cracking indices assume that heat flow occurs 
one-dimensionally, whereas various ground temperature modeling 
studies implement realistic three-dimensional heat flow inside steep 
mountains (Noetzli and Gruber, 2009; Noetzli et al., 2007). Different 
rock surface temperatures depending on the aspect of rock faces have 
been measured in southern Norway (Czekirda et al., 2023; Hipp et al., 
2014; Magnin et al., 2019), certainly influencing ground temperature 
distribution and thus frost weathering processes. To our knowledge, 
only a few studies explicitly mention such lateral effects as important in 
their study areas. Studies of coastal cliff temperatures in Svalbard 
related the large frost weathering potential in the area to thermal gra
dients due to snow cover variations (Ødegård and Sollid, 1993; Ødegård 
et al., 1995). Farbrot et al. (2007) calculated relatively high retreat rates 
(0.4–0.6 mm a-1) in rock walls above talus-derived rock glaciers in the 
Tröllaskagi Peninsula in northern Iceland, which were attributed to 
large thermal gradients between the isothermal snowpack arising from 
maritime climate and colder permafrost-underlain rock walls. In addi
tion, the study by Myhra et al. (2019) showed large thermal gradients 
between shaded rock walls and talus slopes, implying that such 
boundary areas may be important spots for frost weathering. 

We hypothesize that lateral effects are important for frost weathering 
processes in rock walls. This study aims to increase knowledge about the 
importance of the lateral effects on frost weathering processes in rock 
walls, exemplified by those situated in the alpine periglacial environ
ment of the Jotunheimen Mountains in southern Norway. The following 
research objectives are set: (1) extend the existing one-dimensional 
frost-weathering index proposed by Rempel et al. (2016), described in 
more detail in Section 3.1, to two-dimensional configurations; (2) model 
ground temperature in two dimensions (Section 3.2); (3) run the frost 
damage model based on the modeled subsurface thermal fields (Section 
3.3); and (4) evaluate the spatiotemporal patterns of frost weathering. In 
contrast to previous studies (Rempel et al., 2016; Walder and Hallet, 
1985) that are formulated in terms of a single characteristic/initial crack 
size, we account for the population of initial crack radii in a rock wall by 
using ensemble-based modeling. 

2. Site description 

We focus on two rock walls below the Veslpiggen (or Vesle 
Galdhøpiggen) Plateau, located in the Galdhøpiggen massif, western 
Jotunheimen, central southern Norway (Fig. 1). The Galdhøpiggen 
massif is one of the highest mountain areas in Norway. The study area is 
within the tectonic unit of the Jotun-Valdres Nappe Complex with high- 
grade intrusive rocks. The bedrock in the area is composed of pyroxene 
granulite with a composition from gabbroic to quartz mangeritic (Lutro 
and Tveten, 2012). Rock walls below the Veslpiggen Plateau probably 
formed as a result of the cumulative operation of various geomorpho
logical processes during the multiple local glaciations and non-glacial 
periods throughout the Quaternary, similar to other larger-scale 
erosional bedrock landforms in Norway (Fredin et al., 2013). The 
most important geomorphological processes in those rock walls have 
probably been glacial and periglacial erosion, possibly with some 
contribution from debuttressing effects. These processes were probably 
not effective during the full-scale Pleistocene glaciations because other 
studies suggest that these mostly cold-based ice sheets were non-erosive 
in Norway, except in the deep valleys and fjords (Kleman et al., 2008). 
Hughes et al. (2015) suggest a deglaciation onset in the study area 
around 12 ka (the Younger Dryas Stadial), a rapid ice retreat from 10 ka 
and completion of the ice-sheet glaciation around 9.5 ka (the Boreal 
period) when the local valley at an elevation of around 800 m was 
completely deglaciated. All glaciers in Norway melted away during the 

J. Czekirda et al.                                                                                                                                                                                                                                



Geomorphology 453 (2024) 109112

3

relatively warm period of the Holocene Thermal Maximum, although 
the timing of the disappearance varies (Nesje et al., 2008). Glaciers 
reformed during the Neoglaciation that in Norway began around 6–5 ka. 
The maximum Holocene glacier extent was reached during the Little Ice 
Age period, which culminated around 1750 in Norway. There has been 
extensive permafrost research in the gentle terrain of the nearby Juvflye 
area. Several boreholes have been drilled in the area (Farbrot et al., 
2011; Ødegård et al., 1992), including a deep PACE borehole (129 m) in 
the continuous permafrost zone at 1894 m elevation (Harris et al., 
2001). At the highest elevations (above ~1850 m) permafrost has likely 
been present throughout the entire Holocene (Lilleøren et al., 2012). 
Magnin et al. (2019)’s statistical model results suggest that the lower 
limit of rock wall permafrost in the Jotunheimen area is at approxi
mately 1550 and 1150 m elevation for south- and north-facing rock 
walls, respectively. 

The two rock walls along the two-dimensional model profile (Fig. 1) 
have easterly (elevation of 2280–2300 m) and westerly aspects (eleva
tion of 2150–2190 m). The Veslpiggen Plateau is covered by blockfields 
and underlain by continuous permafrost, as confirmed by ground tem
perature modeling (Czekirda et al., 2023). The east-facing flank of the 
plateau is at present covered by the Styggebreen Glacier (Fig. 1) up to an 
elevation of 2275 m, which influences the ground thermal regime within 
the rock wall (Czekirda et al., 2023). The rock walls in the study area are 
monitored by shallow (10 cm depth) temperature loggers (Fig. 1) 
(Magnin et al., 2019), which allowed for calibration and estimation of 
ground surface temperature (GST). Our estimated mean annual ground 
surface temperature (MAGST) for the east-facing rock wall is −1.3 ◦C 
(2300 m) for the 2010s with an annual amplitude of 12.1 ◦C. MAGST is 
lower at the lower west-facing rock wall and is estimated at −3.3 ◦C 
(2180 m) for the 2010s with an annual amplitude of 9.3 ◦C. The 

blockfields on the plateau are likely colder and have estimated MAGST 
of −4.2 ◦C (2320 m; the 2010s) and a smaller annual amplitude of 5.4 ◦C 
due to the insulating effect of snow cover and lower amount of incoming 
shortwave solar radiation. 

3. Methods and data 

3.1. 2D frost damage model 

Intermolecular interactions cause liquid water to wet both ice and 
rock/soil surfaces so that “premelted” liquid can persist in porous 
geological materials even when the temperature is several degrees 
below the normal bulk melting temperature of Tm = 273.15 K (Dash 
et al., 2006). This behavior is crucial to models of ice segregation, both 
because the premelted liquid forms connected pathways that can supply 
ice growth and allow the frozen mass to often exceed the initial moisture 
capacity of the unfrozen rock, and because the intermolecular in
teractions responsible for premelting produce a net thermomolecular 
pressure that increases as the temperature T is reduced, enabling the 
propagation of cracks at temperatures well below Tm. The dynamics of 
ice segregation can be formulated in terms of standard conservation 
laws. Differences between the thermomolecular pressure and the 
stresses that resist the expansion of segregated ice set the distribution of 
liquid pressures, leading to liquid pressure gradients that commonly run 
parallel to temperature gradients (Dash et al., 2006; Rempel et al., 
2016); liquid water migration to the solidification front follows as a 
direct consequence. Frost damage associated with crack growth be
comes possible at temperatures that are sufficiently low, or equivalently 
at undercoolings ΔT = Tm − T that are sufficiently high, for the ther
momolecular pressure exerted by the ice on the rock matrix to promote 

Fig. 1. The Veslpiggen modeling profile. Red points show the location of rock wall loggers in the various expositions: Eh – east-facing logger at a higher elevation, W 
– west-facing logger. Numbers along the modeling profile indicate distance in meters. Map background courtesy of © Statens kartverk, Geovekst og kommunene. 
UTM zone 33 N. 
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the stress concentrations at crack tips that are necessary to propagate 
fractures (Rempel et al., 2016; Walder and Hallet, 1985). However, as 
the temperature drops, ice formation also causes the hydraulic con
ductivity in the frozen rock matrix to drop substantially, so that the 
water flux parallel to the temperature gradients must decrease as well 
(Rempel et al., 2016). 

The key assumption of Rempel et al. (2016)’s model is that frost 
weathering potential is correlated with ice growth at sufficient under
coolings for the thermomolecular pressure to propagate fractures. 
Accepting this premise, mass balance considerations then imply that the 
spatiotemporal porosity changes that must result from gradients in the 
liquid water supply to growing segregated ice can be interpreted as a 
measure of frost weathering potential. It should be noted, however, that 
some ice expansion can be accommodated elastically, and is hence 
reversible, so modeled porosity changes do not necessarily gauge frost 
damage directly and resulting predictions should thus be interpreted as a 
qualitative measure of damage. In this work, the following assumptions 
from the original model are retained (Rempel et al., 2016):  

1) Frost damage can occur only when the net thermomolecular pressure 
against the rock matrix is greater than a critical cracking pressure Pc, 
which dictates the upper-temperature limit for frost cracking ΔTc. 
We term ΔTc as the “undercooling for frost cracking”, i.e. the abso
lute temperature difference between Tm and the upper-temperature 
threshold for the onset of frost-induced porosity increase. 
Following linear elastic fracture mechanics, we expect Pc to depend 
on the mode I (tensile) fracture toughness through “the critical stress- 
intensity factor” KIC, and the crack radius c, so that 

ΔTc ≈
Tm

ρL
Pc ≈

Tm

ρL

̅̅̅
π

√

2
KIC

̅̅̅
c

√ , (1)  

where ρ is the ice density (920 kg m−3), and L is the specific latent heat 
of fusion (334 kJ kg−1).  

2) The generalized Clapeyron equation approximates the undercooling 
ΔT as proportional to the difference ΔP between ice pressure against 
the crack walls and the lower liquid pressure in water films that 
enables liquid water supply. Thus, the model assumes that liquid 
water must be available when ice is present.  

3) Liquid water flow is redistributed according to Darcy’s law with a 
temperature-dependent permeability k(T) that is parametrized using 
the power-law function 

k(T) = kc

(
ΔTc

ΔT

)α

, (2)  

where α is the unitless power-law exponent (here 4), and kc denotes the 
permeability at ΔTc, typically between 10−24 and 10−16 m2. Eq. (2) 
implies that k decreases dramatically as temperature drops and ice for
mation inhibits water movement. This assumption justifies the lack of an 
explicit lower temperature limit for frost cracking in the model, i.e. the 
equivalent of the lower temperature threshold in FCW. The unfrozen 
hydraulic permeability k0 can be used to estimate kc as 

kc ≡ k0

(
ΔTf

ΔTc

)α

(3)  

where ΔTf – the undercooling for ice formation – is set to 0.1 ◦C to obtain 
the results described below.  

4) Saturated conditions are idealized as always prevailing in rock pores 
(Rempel et al., 2016). 

In Rempel et al. (2016), the model described above is applied in one 
dimension. We derived a two-dimensional version of the model by using 
the same underlying equations (see Appendix A. Frost damage model 

derivation) that satisfy the mass balance constraint. We compute 
spatiotemporal porosity changes Δn in two dimensions for each node 
with Cartesian coordinates x and y at time t: 

Δn(x, y, t) =
DΔTc

α−1

α

∫t

tc

ΔT(x, y, t)−α

[
α

ΔT(x, y, t)
(∇T(x, y, t) )

2
+ ∇2T(x, y, t)

]

dt

(4)  

where the symbols denote: D – the frost weathering diffusivity, ∇T – the 
temperature gradient [◦C m−1] and ∇2T – the Laplacian [◦C m−2]. Here, 
D is defined as: 

D =
ρL

Tmμ αkcΔTc (5)  

where μ denotes the dynamic viscosity of water (1.8 mPa s). The accu
mulated porosity change for one year is defined as: 

Δn(x,y) =
DΔTc

α−1

α

∫

ΔT>ΔTc ,1 year

ΔT(x,y)
−α

[
α

ΔT(x,y)
(∇T(x,y))

2
+∇2T(x,y)

]

dt.

(6) 

The integration limits allow us to only track the frost-induced 
porosity change for days when the ground temperature at a given 
node is below the threshold value of –ΔTc. The implied frost damage is 
thus a function of: (1) rock strength parameters through ΔTc that dic
tates when frost cracking starts (Eq. (1)), (2) D that determines the rock 
susceptibility to frost damage (Eq. (5)), (3) ground temperature, and (4) 
α that shapes the hydraulic permeability decline with decreases in 
ground temperature. The second term in Eq. (6) has a minor influence on 
porosity changes, and its contribution is exactly zero in idealized cases 
where the annual temperature forcing is periodic and sensible heat 
changes dominate (Carslaw and Jaeger, 1959). In this study, we account 
for latent heat effects and therefore we keep the second term, although 
its influence remains minor, because most freezing takes place at higher 
temperatures and sensible heat changes tend to be more important than 
latent heat effects in the temperature range where frost cracking occurs. 

3.2. Ground temperature modeling 

We run the CryoGrid 2D heat conduction model with the effects of 
latent heat (Myhra et al., 2017) for four time slices (10-year periods) 
around: (1) the Younger Dryas-Preboreal transition (YD/PB, c. 11.5 ka), 
(2) the Holocene Thermal Maximum (HTM, c. 7.5 ka), (3) the Little Ice 
Age (LIA, 1750), and (4) the 2010s. 

Simulations for the 2010s: We mostly use the methods for ground 
temperature modeling presented in Czekirda et al. (2023). The ground 
thermal modeling in the latter study was based on runs with monthly 
time steps forced by the regional monthly data set provided by the 
Norwegian Meteorological Institute (Hanssen-Bauer et al., 2006) as well 
as meteorological station data or the seNorge observational gridded 
datasets (Lussana, 2020). In the previous simulations, the model was run 
at monthly time steps, which we consider insufficient for this study. 
Hence, we rerun the model using the output from the monthly time steps 
as the initial temperature for the daily runs. We run the model only for 
the 2010s. We adjust daily air temperature data from the seNorge 
datasets (Lussana, 2020) and/or data from meteorological stations if 
available, so the mean monthly air temperature in this study is the same 
as in Czekirda et al. (2023). This procedure minimizes the difference in 
comparison to previous runs and avoids the issues with lapse rate in the 
seNorge datasets. Other methods are the same as in Czekirda et al. 
(2023), where mesh, ground stratigraphy, meteorological data and 
other parameters are described in detail. We only use the main thermal 
scenario from the aforementioned study, where several thermal sensi
tivity simulations were run. 
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We created a 2D-model profile for the Jotunheimen site by drawing a 
transect across the mountain. Elevation at the upper boundary of the 
two-dimensional domain was extracted from a digital elevation model 
(Fig. 2A). Furthermore, we needed to define the stratigraphy of the 
model domain, and we used the surface deposits map with some re
finements based on the orthophotos to specify the volumetric contents of 
the subsurface (Fig. 2B; Table 1). 

Simulations for the Younger Dryas, the Holocene Thermal 
Maximum and the Little Ice Age: As long-term air temperature, we use 
the TraCE-21 ka dataset (Liu et al., 2009), filled with NGRIP ice core 
data (NGRIP, 2004) for the HTM. Mean annual surface air temperature 
(SAT) was computed along the profile using the long-term air temper
ature datasets and the 2010s lapse rates. Subsequently, we compute 

monthly SATs using the 2010s air temperature amplitudes. Finally, GST, 
which the CryoGrid 2D requires as forcing, is estimated using slope 
gradient-dependent nF-factors to account for snow cover (Smith and 
Riseborough, 2002) and site- and aspect-specific monthly surface offsets 
to account for the incoming shortwave solar radiation in rock walls 
(Czekirda et al., 2023) (Fig. 2B). We run the first steady-state simulation 
for the permafrost model at the local deglaciation onset and assume a 
warm-based ice sheet with the basal temperature at the ice melting point 
(Tm). We derived the deglaciation dynamics for each site from the 
DATED-1 dataset, which contains time-slice maps of the Eurasian Ice 
Sheet margins for every one-thousand-year transition (Hughes et al., 
2015). For each map, we computed ice thickness h for a distance x from 
the ice divide assuming a perfectly plastic parabolic ice sheet with radius 

Fig. 2. A: The 2D-model profile (red transparent polygon) draped over surface topography. 2.5D background courtesy of: © Statens kartverk, Geovekst og kom
munene. B: Model domain and forcing assumptions for surface nodes along the model profile. nF – freezing n-factor. The volumetric contents of the soil constituents 
for various subsurface layers are listed in Table 1. 
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L (Paterson, 1994): 

h =

(
2τ0

ρg
(L − x)

)1/2

(7)  

where the basal shear stress τ0=150 kPa (Vie, 2012) and g is the ac
celeration due to gravity. Subsequently, we interpolated the one- 
thousand-year ice thicknesses to yearly estimates. The onset of degla
ciation for the highest peaks at the Veslpiggen Plateau occurred around 
12 ka. We proceed with transient runs at yearly time steps until the YD/ 
PB transition (11.5 ka), HTM (7.5 ka) and LIA (1750). During deglaci
ation, we use Tm for ice-covered parts along the profile and GST for 
unglaciated parts. We run the permafrost model at daily steps for 10 
years at the mentioned end periods using the same SAT amplitudes as for 
the 2010s, accounting for the SAT offset between the 2010s and YD/PB, 
HTM or LIA. The derived offset is −4.7 ◦C between the YD/PB and 
2010s, +1 ◦C between the HTM and 2010s and − 3 ◦C between the LIA 
and 2010s. The elevation of the Fennoscandian Ice Sheet at 11.5 ka is 
modeled at 2180 m. We remove glaciers in Jotunheimen in 9.5–8.5 ka 
and 7.5–6.5 ka according to the glacier variations in the 
Smørstabbtindan area (Matthews and Dresser, 2008; Nesje, 2009). 

3.3. Frost damage modeling 

Mechanical and hydraulic properties of bedrock: We estimated KIC 
from uniaxial compressive strength σC using an equation from Chang 
et al. (2002). The study site has orthopyroxene gneiss bedrock with an 
assumed σC between 90 and 225 MPa, based on the value for amphib
iotic gneiss from Hanssen (1988). These yield estimated KIC values be
tween 1.44 and 2.01 MPa m1/2. In our simulations, we choose a uniform 
mean value of 1.7 MPa m1/2. Crystalline bedrock at the study site has 
low unfrozen permeability with an assumed uniform value of 5 × 10−17 

m2 (Nilsen and Thidemann, 1993). 
Note that the frost damage model was formulated to account for 

homogenous crack radii as defined in Eq. (1) to set the upper tempera
ture limit for frost damage. In reality, a population of cm-scale, mode I 
cracks is expected within a single rock wall, and hence a choice must be 
made for the characteristic crack radius c that is most relevant for the 
onset of significant frost weathering. In our study, rather than pick a 
single value for c we take advantage of the statistical distribution of 
crack radii that is approximated from the mapped crack lengths 
observed in a selected rock wall. To avoid manual digitalization of 
fracture traces, which is both time-consuming and somewhat associated 
with a subjective interpretation, we employed MATLAB-based software 
for ridge detection using the complex shearlet transform to automati
cally detect fractures based on an orthomosaic (Prabhakaran et al., 

2019). We conducted fieldwork to collect drone imagery from the 260 m 
high Kjelen rock wall (See Fig. 1 for the location), created an ultra-high 
quality dense point cloud in the photogrammetric Agisoft Metashape 
software using this imagery (Fig. 3A), and subsequently exported a 10 ×
10 m orthomosaic with 1 cm2 resolution for a section where the drone 
was closest to the rock wall (Fig. 3B). Fig. 3B shows the mapped cracks 
and the algorithm gave satisfactory results for our rock wall section. 

The histogram of the mapped crack radii is depicted in Fig. 4A. We 
fitted a log-normal probability density function (PDF) to the data 
(Fig. 4A), which yielded the parameters μ = 1.58 and σ = 0.76, which 
are used in the statistical formulae included on Fig. 4A for crack di
mensions measured in cm. Fig. 4B shows ΔTc as a function of crack 
radius computed from Eq. (1) assuming fracture toughness KIC = 1.7 
MPa m1/2. Fig. 4C shows the distribution of the ensemble sample with 
500 random numbers from the fitted log-normal distribution. 

Computation of porosity changes: We implemented the frost dam
age model as presented in Section 3.1 and verified the implementation 
by comparing it with 1D runs shown by Rempel et al. (2016). We note 
that we do not aim at the application of the frost damage model in a 
transient way for longer periods, and present the results as annual means 
for the four time periods 11.5 ka (YD/PB), 7.5 ka (HTM), 1750 (LIA) and 
the 2010s. We accumulate porosity change in each vertex in the finite 
element mesh for each year in each time period using Eq. (6) and sub
sequently compute an annual mean for a 10-year period. We run the 
model for the population of crack radii that define ΔTc shown in Fig. 4C. 
By performing the statistical runs, we assume that there is no interaction 
between various cracks and that each crack grows independently of 
others, i.e. each model run for various ΔTc is run independently. 

4. Results 

4.1. Ground temperature modeling 

The YD/PB was a cool period, and SAT was estimated to be −4.7 ◦C 
lower than in the 2010s (Fig. 5), and the modeled ground temperature in 
the rock walls is between −9 and − 5 ◦C. The HTM was a warmer period, 
with SAT estimated to be +1 ◦C higher than in the 2010s. The modeled 
rock wall temperature is between −4 and 0 ◦C for that period, which is 
even higher than over the 2010s when the modeled rock wall temper
ature is between −5 and − 1 ◦C. During the LIA, the modeled rock wall 
temperature is between −7 and − 4 ◦C. In general, the west-facing rock 
wall has lower modeled ground temperature than the east-facing rock 
wall, and its temperature is quite similar to the blockfields on the 
plateau, whereas the east-facing rock wall is up to 4 ◦C warmer than the 
blockfields on the adjacent plateau (Fig. 5). The difference in ground 
temperature between the east-facing and west-facing rock walls is 
around 1–3 ◦C. With the modeled thermal regime range for rock walls 
since deglaciation in mind, i.e. mean ground temperature range between 
−9 and 0 ◦C, we proceed with a description of the modeled porosity 
changes. 

4.2. Frost damage modeling 

We present the results of the porosity model for the YD/PB for two 
cases: (1) one in which ΔTc is only computed for the median crack radius 
of 4.86 cm (Fig. 6A), (2) and one in which Δn is computed as a mean of 
the ensemble-based simulations for the sample of ΔTc (Fig. 6B). Figs. 7 
and 8 illustrate the same results for the remaining decennia. We also 
computed the average Δn with depth for various zones presented in 
Fig. 6: zones 1 and 6 include blockfields, zones 2 and 8 include 
moderately steep slopes, zones 3 and 7 include rock walls with various 
expositions, zones 4 and 9 include parts of rock walls that were or still 
are just at an elevation of an ice sheet or a glacier, zones 5 and 10 include 
previously or currently glaciated portions of the profile. The average 
profiles of porosity change Δn with depth in the various zones are shown 
in Fig. 9. Fig. 10 depicts average profiles of Δn with depth for zones with 

Table 1 
Assumed depths of subsurface layers, along with volu
metric fractions of the soil constituents for each layer: θw – 
volumetric water content; θm – volumetric mineral content; 
θa – volumetric air content; z – depth. The row colors 
correspond to the subsurface colors depicted in Fig. 2B. 

[m] [-] [-] [-]
Bedrock

>0 0.05 0.95 0.00

Blockfields

<2 0.10 0.60 0.30

2–5 0.40 0.60 0.00

>5 0.05 0.95 0.00
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rock walls. 
ΔTc is 6.1 ◦C for the median crack radius of 4.86 cm, meaning that 

frost-induced porosity increase only occurs for ground temperatures 
lower than −6.1 ◦C, i.e. the optimal thermal conditions for frost cracking 
require quite low ground temperatures. Hence, the results from the 
median crack radius simulations suggest that the frost cracking potential 
was greatest during the YD/PB period (Figs. 6A, 7, 9A). Over the HTM, 
frost cracking was least active due to the highest modeled ground tem
peratures, except in areas where we assumed that the present-day 

glacier was absent in that period. The modeled frost cracking potential 
for the LIA and 2010s falls between the large frost cracking potential in 
the YD/PB and the smallest frost cracking potential in the HTM, with the 
LIA frost damage slightly smaller than the YD/PB frost potential. Since 
ensemble simulations allow for frost cracking operating across wider 
climatic conditions, the computed Δn is always larger and reaches 
deeper than in the median crack radius simulations (Figs. 6B, 8, 9B). The 
evolution of frost cracking potential also shows that the temporal dif
ferences in Δn are much smaller in the ensemble simulations than in the 

Fig. 3. A: Dense point cloud from the 260-m-high Kjelen rock wall (See Fig. 1 for the location), together with the location of the selected rock wall section (tiny red 
rectangle) draped over 2.5D background courtesy of © Mapbox, © OpenStreetMap, © Maxar. B: Orthomosaic (left image) and automatically mapped cracks (red 
lines) draped over the orthomosaic (right image). 
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median crack radius simulations (Fig. 9). In contrast to the median crack 
radius simulations, the YD/PB is not necessarily the period with the 
largest frost cracking potential according to the ensemble simulations, 
depending on the zone. The LIA period also has a large frost-cracking 
potential in the ensemble simulations. The HTM is usually the period 
with the smallest potential weathering in the rock walls, according to 
the ensemble simulations. 

Ensemble simulations are averaged values from 500 simulations with 
various crack radii and we evaluated which crack radius is the most 
similar to average ensemble values (Fig. 10B). The results suggest that a 
crack radius of around 8 to 9 cm dominates the mean computed in the 
ensemble simulations. A crack radius of around 8 to 9 cm corresponds to 
ΔTc between 4.5 and 4.7 ◦C and could be approximated by median +

a*SD, where coefficient a=0.55–0.7. It seems reasonable to assume that 
the median crack radius is the most important for frost damage poten
tial; however, our results suggest otherwise, indicating that ΔTc from 
the median crack radius simulations is 1.5 ◦C too high. Therefore, the 
median crack radius simulations show the biggest frost damage potential 
for colder climate conditions, whereas the ensemble simulations favor 
slightly warmer climate conditions for shaded rock walls and colder 
climate conditions for sun-exposed rock walls. 

Our two-dimensional profiles show that frost damage always de
creases with depth in an exponential way (Figs. 9 and 10). Our results do 
not reproduce spikes in frost damage potential at a particular depth, as 
shown in Rempel et al. (2016)’s study. We modeled a more rapid 
decrease with depth than shown for the one-dimensional profiles in 
Rempel et al. (2016). Two-dimensional temperature gradients are ex
pected to have a sharper decrease with depth than 1D profiles due to the 
surface topography in our study. 

We assumed in the ground temperature modeling that the snow 
distribution depends on the slope gradient and rock walls (slope 

gradient >60◦) are snow-free. In addition, we added surface offsets 
arising from incoming shortwave solar radiation in the rock wall sec
tions. Hence, along our profiles rock walls are the areas with the largest 
GST amplitudes, both in winter and summer. The amplitude of the 
MAGST is around 12 ◦C at the east-facing rock wall, around 9 ◦C at the 
west-facing rock wall and around 5 ◦C at the blockfield-covered plateau. 
For moderately steep slopes, we ignore surface offsets for the summer 
period. The assumptions from the ground temperature modeling influ
ence the results and rock walls generally have the largest frost weath
ering potential along profiles, larger than blockfields and moderately 
steep slopes (Fig. 9). However, the east-facing moderately steep slopes 
may have larger frost cracking potential than the east-facing rock walls 
at certain depths, according to the median crack radius simulations. 
According to the ensemble simulations, the east-facing sun-exposed rock 
wall has the largest and deepest frost cracking potential, except for 
Zones 4 and 9. 

Furthermore, the climate conditions do not seem to be a limiting 
factor for frost cracking in the uppermost 1 m of the subsurface, yielding 
very similar results for various periods and zones in the ensemble and 
median crack radius simulations (Figs. 9 and 10). The differences at 
depth seem to be more pronounced. Nevertheless, there are areas where 
frost cracking potential is much larger close to the surface than any
where else, even in the uppermost 1 m, namely in Zones 4 and 9 (Figs. 9 
and 10). All simulations show that critical points for frost cracking are 
concentrated in the vicinity of the melting ice sheet, the glacier and 
anywhere where we anticipate a sharp transition in snow conditions, 
resulting in large ground thermal gradients in these areas (the black 
areas in Figs. 6–8). The temperature at the glacier bed was assumed to be 
0 ◦C; hence, the areas between the rock walls and the melting ice sheet 
on the west-facing rock wall (YD/PB) and the glacier on the east-facing 
rock wall (except HTM) have particularly large ground thermal 

Fig. 4. A: Distribution of crack radii and a fitted log-normal probability density function (PDF) with parameters μ and σ. SD – standard deviation. B: Undercooling for 
frost cracking ΔTc as a function of crack radius c for fracture toughness KIC=1.7 MPa m1/2. Physical constants in the equation are: Tm – the bulk melting temperature 
(273.15 K), ρ – the ice density (920 kg m−3), L – the specific latent heat of fusion for water (334 kJ kg−1). C: Distribution of undercooling for frost cracking ΔTc 

sample used in the ensemble simulations. 
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gradients, resulting in large frost cracking potential. In addition, our 
assumption relating the snow distribution to slope gradient leads to a 
sharp transition in MAGST in the areas where slope gradient abruptly 
changes, and thus results in large thermal gradients in these areas close 
to the surface, where most frost cracking takes place. This is also the case 
between the blockfield and rock walls, where cornice snow may accu
mulate. The critical zones for enhanced frost weathering are most pro
nounced in the YD/PB and become weaker in the later periods. 
Nevertheless, they are still quite pronounced (e.g. the median crack 
radius simulations for the YD/PB vs HTM). 

5. Discussion 

5.1. Model limitations 

We implemented two numerical models that each have their limi
tations: (1) a ground-temperature model, and (2) a frost-damage model. 
Both models are in two dimensions, which is an advance in comparison 
to one-dimensional models; however, the ground heat flow occurs in 
three dimensions in complex mountainous terrain (Noetzli and Gruber, 
2009; Noetzli et al., 2007). Furthermore, uncertainties in the ground 
temperature modeling arise from our assumptions about the exclusively 
conductive heat transfer in the subsurface (i.e. neglecting advective heat 
transport from water fluxes), the model forcing, the assumed winter and 
summer surface offsets, and the assumed snow distribution (see more 
details in Czekirda et al., 2023). Furthermore, we assumed a simple 
parabolic ice-sheet profile during the YD and PB, which is certainly not 
always realistic (e.g. Patton et al., 2017; Stroeven et al., 2016), espe
cially when ice flow is more governed by the subglacial topography 
during the thinning of the ice sheet with time. However, we assume the 
approach is sufficient for the aims and objectives of this study. 

The employed frost damage model is a simple model that does not 
track the porosity evolution of individual cracks, as in e.g. Walder and 

Hallet (1986) or Sanders et al. (2012). The frost damage model instead 
focuses on larger geomorphological scales, and at the slope scale 
considered in our study, our choice of a simpler model is justified. The 
applied model is based on an assumed correlation between ice accu
mulation that is accommodated by porosity changes and frost damage. 
This reasoning is strictly justified when porosity changes due to non- 
reversible crack propagation are considered (Rempel et al., 2016), 
whereas more generally some poroelastic deformation is expected and 
could be relieved following thaw (Vlahou and Worster, 2010). 

We note that the frost damage model was developed to describe fully 
saturated conditions and assumes that a water source is always avail
able. Nevertheless, Rempel et al. (2016) argued that the porosity 
changes modeled in their study only required a small water supply from 
nearby pores and that this can be supplied by cannibalizing existing ice 
in regions where the ice pressure is insufficient to propagate cracks. The 
values of porosity changes modeled in our study are even smaller, hence 
the required water supply is quite small. Water flow is of central 
importance to the rock damage model, while in contrast, the thermal 
model assumes that water movement is unimportant as a heat transport 
mechanism because conductive transport can take place through the 
entire rock volume, whereas advective heat transport is constrained by 
relatively small pore volumes and low Darcy transport rates (i.e. the 
thermal Peclet number is small). Put another way, water flow and 
freezing of water drawn to the freezing front are important at the crack 
scale; however, they are omitted in the model scale of meters and tens of 
meters. As the small cracks comprise only a very small volume of a 
block, the impact on the freezing dynamics is negligible. In addition, ice 
segregation occurs at quite low ground temperatures in our study, hence 
the water movement at a larger scale is limited and its influence on the 
ground temperature is likely of minor importance. 

Fig. 5. Mean modeled ground temperature over four decennia: A. The Younger Dryas/Preboreal (YD/PB) transition, B. The Holocene Thermal Maximum (HTM), C. 
The Little Ice Age (LIA), and D. The 2010s. 
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5.2. Model improvements and their feasibility 

The main difference between this study using the 2D approach and 
other studies using the 1D approach (Draebing et al., 2022; Hales and 
Roering, 2007; Rempel et al., 2016; Savi et al., 2015) is that the lateral 
effects across areas with high thermal gradients could be simulated. 
Myhra et al. (2019) modeled large thermal gradients between the 

shaded rock walls and talus slopes below based on the conductive 2D 
ground temperature modeling, implying that frost weathering may be 
very active in such transition zones. Berrisford (1991)’s investigations 
suggested a high potential for weathering at the average annual retreat 
position for snow patches in Jotunheimen. Furthermore, this finding is 
crucial for supporting the nivation processes and associated landforms 
(Christiansen, 1998). In our modeling, sharp transitions in snow depth 

Fig. 6. Porosity changes Δn in the Veslpiggen Plateau over the Younger Dryas/Preboreal (YD/PB) transition computed based on the undercooling for frost cracking 
for: A: Median crack radius simulations. B: Ensemble simulations. Note the logarithmic scale. 
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along the profiles led to quite large thermal gradients, indicating that 
spatial heterogeneities in snow cover could be sufficient to generate 
transition zones with elevated frost damage. The latter is in accordance 
with the studies of coastal cliff temperatures in Svalbard, where larger 
frost weathering potential is related to thermal gradients due to snow 
cover variations (Ødegård et al., 1995; Ødegård and Sollid, 1993). 
Furthermore, the most pronounced frost weathering potential is 
modeled between glaciers and rock walls in our study, which agrees well 
with the study of Hartmeyer et al. (2020) concerning glaciated cirques in 
the Central Alps of Austria, where ice segregation led to high rockfall 
activity in recently deglaciated areas. 

To our knowledge, no other frost weathering modeling study to date 
has attempted to account for heterogenous crack radii. We did not 
attempt to fully describe interactions between cracks, although we 
recognize that liquid water is likely to be redistributed between various 
cracks according to their sizes, and not necessarily only according to 
their temperatures. As ground temperature drops, ice growth is expected 
to start in the largest cracks, and subsequently in smaller ones with 
progressing temperature decrease (Anderson et al., 2013). Frost damage 
would also start in the largest cracks because the smaller cracks require 
greater ice pressure to grow (Rempel et al., 2016), hence their under
cooling for frost cracking has larger values (Fig. 4). However, it is 

Fig. 7. Porosity changes Δn in the Veslpiggen Plateau computed based on undercooling for frost cracking for the median crack radius for various decennia. HTM – 
The Holocene Thermal Maximum. LIA – The Little Ice Age. Note the logarithmic scale. 
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uncertain whether liquid water would feed the smaller cracks at lower 
ground temperatures, because the larger cracks may suck water from the 
smaller cracks, as laboratory experiments suggest for isothermal frost 
damage (Rempel and Van Alst, 2013). The mean values from the 
ensemble approach are governed by larger crack radii than the median 
crack radius, which might be viewed as suggestive of such a water 
redistribution process, although we emphasize that our approach was 
not formulated to account explicitly for such crack growth interactions. 
Further model developments are needed to better account for the 
interaction of the various crack radii, ideally tested by laboratory ex
periments or field observations, although the collection of suitable 

validation data may be challenging, as shown in other frost weathering 
studies (Matsuoka and Murton, 2008). 

5.3. Spatiotemporal distribution of frost damage 

In general, studies show that frost weathering is more intense in 
north-facing rock walls since they have lower ground temperatures and 
may have higher moisture content (Coutard and Francou, 1989; Sass, 
2005a). Even though we cannot discuss the relevance of moisture con
tent, our results showed that the sun-exposed rock walls should have 
more frost damage, in agreement with Draebing and Mayer (2021), who 

Fig. 8. Porosity changes Δn in the Veslpiggen Plateau computed based on undercooling for frost cracking from the ensemble simulations for various decennia. HTM – 
The Holocene Thermal Maximum. LIA – The Little Ice Age. Note the logarithmic scale. 
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Fig. 9. Average profiles of porosity change Δn with depth in zones shown in Fig. 6 for: A: Median crack radius simulations. B: Ensemble simulations. YD/PB – The 
Younger Dryas/Preboreal. HTM – The Holocene Thermal Maximum. LIA – The Little Ice Age. Note the logarithmic scale. 
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also used the model by Rempel et al. (2016). The large frost cracking 
potential in the east-facing rock wall in Jotunheimen likely arises from 
the largest MAGST amplitudes in this exposition. The latter is retained 
from the original 1D frost damage model as shown in the examples by 
Rempel et al. (2016). We also showed that rock walls have generally 
more effective frost cracking than other terrain types due to the largest 
MAGST amplitudes. Our modeling could be extended by running the 
model at sub-daily time steps to further show that also sub-daily tem
perature variations would be larger in rock walls than in other terrain 
types, where deeper snow cover decreases daily temperature amplitudes 
(e.g. Anderson et al., 2013). 

The warmest modeled period of the HTM was the period with the 
smallest frost-weathering potential in the rock walls, according to both 
the median crack radius and ensemble simulations. The ongoing 

atmospheric warming will soon bring climatic conditions to those in the 
HTM, implying that frost weathering potential in the rock walls in 
Jotunheimen will be reduced in the future. Kellerer-Pirklbauer (2017) 
discussed a similar future with smaller frost weathering in the rock walls 
in the Alps in Austria. 

5.4. Geomorphological implications 

Frost weathering plays an important role in rock wall retreat and 
comprises a large contribution to rockfall supply onto talus slopes 
(Krautblatter and Dikau, 2007). Frost weathering leads to intensification 
of rockfall processes (Blikra and Nemec, 1998), although in detail 
segregation ice weathering acts primarily as a preconditioning mecha
nism (Curry, 2023), enabling rockfall events to be triggered by other 

Fig. 10. Average profiles of porosity change Δn with depth in zones encompassing rock walls shown in Fig. 6. A: Temporal changes in each zone. Note the loga
rithmic scale. B: Simulations for various crack radii and ensemble simulations. YD/PB – The Younger Dryas/Preboreal. HTM – The Holocene Thermal Maximum. LIA 
– The Little Ice Age. 
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factors such as seasonal thawing of the active layer as segregation ice 
melts out (Sass, 2005b), deepening of the active layer (Gruber et al., 
2004; Ravanel and Deline, 2011), adverse weather such as persistent 
heavy rainfall and snowmelt (Sandersen et al., 1997), or earthquakes 
that may result from enhanced seismic activity during glacio-isostatic 
rebound (Bellwald et al., 2019; Cossart et al., 2014). Frost weathering 
has been mentioned as a possible destabilizing factor for rock avalanches 
in Norway by Blikra et al. (2006), although it is uncertain whether frost 
weathering contributes to larger events, because frost weathering pro
cesses operate mostly in the upper few meters (Krautblatter et al., 2013; 
Rempel et al., 2016), as our results also suggest. Hence, larger rock slope 
failures in permafrost-underlain terrain are much more influenced by 
long-term permafrost changes, and the delay in the rock material release 
may be as long as millennia when permafrost finally degrades (Mat
thews et al., 2018; Hilger et al., 2021). Rockfalls often recur seasonally 
and therefore we assume they are much more related to the frost 
weathering processes in periglacial environments. 

According to our results, the frost weathering potential was largest 
between the relatively warmer ice sheets or glaciers and relatively 
colder rock walls or moderately steep slopes in the YD/PB, when ground 
temperatures were lowest since deglaciation. This aspect agrees well 
with the knowledge about rockfall accumulations outside Norway since 
deglaciation, i.e. that most sediments accumulated soon after deglacia
tion (e.g. Rapp, 1960; Ballantyne and Kirkbride, 1987; Hinchliffe and 
Ballantyne, 1999), although it is uncertain whether these sediments 
should be considered as due to stress release in response to deglaciation 
or periglacial due to the enhanced frost weathering (Ballantyne, 2002; 
Ballantyne and Harris, 1994; Hinchliffe and Ballantyne, 1999). How
ever, the mentioned processes may be connected. Rock walls affected by 
glacial debuttressing would be highly fractured near the surface, prim
ing them for even more efficient frost weathering (Ballantyne and 
Kirkbride, 1987; Hales and Roering, 2009). Messenzehl et al. (2017) 
investigated the influence of various factors on rockfall distribution at a 
regional scale in the Turtmann Valley in the Swiss Alps. They concluded 
that ice segregation is probably the most important breakdown mech
anism in the study area, even more important than time since deglaci
ation and mechanical factors, implying that debuttressing effects may be 
overestimated in some areas. Other studies focus on more intense ice 
segregation weathering as permafrost aggrades during deglaciation (e.g. 
Draebing et al., 2022). Our results indicate potentially large periglacial 
activity in rock walls during deglaciation, specifically where large 
temperature differences exist between rock walls and melting ice sheets 
or glaciers. The results suggest not only a large frost cracking potential 
close to the surface, but also possibly a larger frost weathering potential 
at depth in such areas. The enhanced frost weathering at sites with large 
thermal gradients could progressively weaken entire rock walls during 
an ice sheet/glacier retreat, when abundant meltwater would be avail
able from the melting ice sheet/glacier. Ongoing glacier retreat already 
increases rockfalls from newly deglaciated rock wall faces in the Euro
pean Alps (Fischer et al., 2006) and in the Peruvian Andes (Stuart-Smith 
et al., 2021), perhaps partly due to meltout or warming of ice lenses 
formed in rock faces adjacent to previous glacier surfaces. 

In southern Norway, most rockfall material accumulated during the 
climatic deterioration over the YD (Blikra and Nemec, 1998) and 
generally after deglaciation (Matthews and Nesje, 2023). Those studies 
compare favorably with the large frost cracking in the YD modeled in 
our study. The enhanced frost weathering at that time was likely also 
important for the development of relict talus-derived rock glaciers in 
Norway (Lilleøren and Etzelmüller, 2011). Blikra and Longva (1995) 
discussed that the Quaternary deposits in the Møre-Romsdal district in 
Norway probably accumulated due to intense frost weathering in the YD 
with deep permafrost conditions. The early Holocene and the HTM were 
probably periods with limited rockfall activity (Blikra and Nemec, 
1998), which coincides with the lowest modeled frost cracking potential 
during the HTM in our study. The rockfall activity increased again in the 
second half of the Holocene (Blikra and Nemec, 1998; Nesje, 2002; Nesje 

et al., 1994), likely due to climatic deterioration and hence the increased 
frost weathering activity during colder and perhaps wetter phases of the 
mid-Holocene (Neo-glaciation). Several rockfall events and colluvial 
processes occurred in Jotunheimen during the late Holocene over the 
last 4000 years (Støren et al., 2008). Our results could explain more 
intense periglacial weathering in the relatively colder climate of the LIA. 
McCarroll et al. (2001)’s study claimed that rockfall accumulation rates 
in the Jotunheimen region were substantially higher in the coldest phase 
of the LIA, implying that periglacial processes and thus climate varia
tions are sufficient to explain the origin of the talus in this area with no 
need for glacial debuttressing effects. In a transition period, heat waves 
may exert a particularly strong influence on the stability of steep rock 
walls as long as parts of the rock wall are frozen. The timing of small 
rock-slope failures (excluding rockfalls) in the Jotunheimen area was 
different than the mentioned rockfall activity and peaked in the mid- to 
late-Holocene due to permafrost degradation (Matthews et al., 2018). 

Frost weathering has long been an interest within the research on the 
development of glacial cirques, where the bergschrund, the randkluft or 
both have been identified as the key locations for effective erosion in 
lower parts of headwalls (e.g. Gardner, 1987; Evans, 2021). In such 
zones, intensely frost-weathered material is further transported by 
glacier through quarrying, thereby allowing for high erosion rates in 
glaciated cirques. Thermal conditions in such zones are certainly 
important for cirque erosion and the variations in elevation of glacier 
surfaces led to the exposure of several hundred meters of cirque head
walls to frost weathering throughout the Quaternary (Gardner, 1987). 
One-dimensional modeling of ice segregation weathering has already 
been proven to be useful for understanding the role of frost weathering 
in cirque erosion (Sanders et al., 2012). Further attempts using the two- 
dimensional approach as shown here may allow for even more progress, 
as large thermal gradients along cirque headwall are probable (e.g. 
Fisher, 1955). 

6. Conclusions 

We have modeled ground temperature in two dimensions in a 
mountain plateau in the Jotunheimen Mountains in Norway. Based on 
the modeled thermal fields, we computed frost damage potential in 2D 
using an established numerical model. We derived and presented the 
first frost cracking index applied to rock walls in two dimensions. In 
addition, we mapped crack radii in a nearby rock wall and ran ensemble 
simulations to account for the distribution of crack radii. We demon
strated limitations of the modeling and highlighted the importance of 
developing more advanced frost cracking indices that account more 
fully for interactions between populations of crack radii in rock walls 
and their two-/three-dimensional nature. 

The key findings of our modeling are summarized as follows: 

(1) Sites of enhanced frost weathering are concentrated in the vi
cinity of the melting ice sheet, the local glaciers and anywhere 
else where sharp transitions in snow conditions occur, resulting 
in large temperature gradients in these areas.  

(2) Sites of enhanced frost weathering due to lateral effects are not 
strongly controlled by the climatic conditions as long as they are 
within the periglacial domain. However, the location of such sites 
changes due to evolving snow and glacier coverage.  

(3) If only one crack radius is modeled, we recommend replacing the 
median crack radius with a larger crack radius, since ice growth 
in larger cracks can be more effective at promoting frost damage.  

(4) Simulated porosity changes indicate that in addition to glacial 
debuttressing processes, frost weathering can weaken the 
bedrock while the ice sheet/glacier melts. This could be partic
ularly important both for deglaciation and ongoing contemporary 
mountain glacier retreat around the world, and could potentially 
increase material detachability from rock faces in newly degla
ciated areas. 
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(5) Our modeled frost weathering potential compares favorably with 
most of the published studies concerning the timing of rockfall 
accumulations in southern Norway. 
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Appendix A. Frost damage model derivation 

In the present study, we model the porosity changes using Supplementary Eq. (5) in Rempel et al. (2016), which is applicable to two- and three- 
dimensional cases: 

∂n
∂t

=
ρL

Tmμ

[
dk
dT

(∇T)
2

+ k∇2T
]

, (A.1)  

where n is the porosity, ρ is the ice density (920 kg m−3), L is the specific latent heat of fusion for water (334 kJ kg−1), Tm is the bulk melting 
temperature (273.15 K), and μ is the water dynamic viscosity (here 1.8 mPa s). The temperature-dependent permeability k(T) is parametrized using 
the power-law function: 

k(T) = kc

(
ΔTc

ΔT

)α

(A.2)  

where α is the unitless power-law exponent between 2 and 5, kc denotes the permeability at ΔTc, typically between 10−24 and 10−16 m2. ΔTc is the 
upper-temperature limit for frost cracking. The first derivative of k(T) with respect to T is: 

dk(T)

dT
=

kcα
ΔTc

(
ΔTc

ΔT

)α+1

(A.3)  

Using Eqs. (A.2) and (A.3) in Eq. (A.1), we may then express: 

∂n
∂t

=
αρLkc

TmμΔTc

(
ΔTc

ΔT

)α+1

(∇T)
2

+
ρLkc

Tmμ

(
ΔTc

ΔT

)α

∇2T (A.4)  

where D – “the frost weathering diffusivity” is: 

D =
αρLkcΔTc

Tmμ (A.5)  

Using Eq. (A.5) in Eq. (A.4), we find: 

∂n
∂t

=
DΔTc

α−1ΔT−α

α

[ α
ΔT

(∇T)
2

+ ∇2T
]

(A.6)  

For a node in two dimensions with the Cartesian coordinates x and y at the time t, the model for porosity changes becomes: 

Δn(x, y, t) =
DΔTc

α−1

α

∫t

tc

ΔT(x, y, t)−α
[

α
ΔT(x, y, t)

(∇T(x, y, t) )
2

+ ∇2T(x, y, t)
]

dt (A.7)  

The accumulated porosity change for one year can thus be written as: 

Δn(x, y) =
DΔTc

α−1

α

∫

ΔT>ΔTc ,1 year

ΔT(x, y)
−α

[
α

ΔT(x, y)
(∇T(x, y) )

2
+ ∇2T(x, y)

]

dt (A.8) 
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