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ABSTRACT 

The accurate description of large molecular systems has triggered the development of new 

computational methods. Due to the computational cost of modeling large systems, the methods 

usually require a trade-off between accuracy and speed. Therefore, benchmarking to test the 

accuracy and precision of the method is an important step in their development. The typical gold 

standard for evaluating these methods is isolated molecules because of the low computational cost. 

However, the advent of high-performance computing has made it possible to benchmark 

computational methods using observables from more complex systems, such as liquid solutions. 

To this end, infrared spectroscopy provides a suitable set of observables (i.e., vibrational 

transitions) from liquid systems. Here, IR spectroscopy observables are used to benchmark the 

predictions of the newly developed GFN2-xTB semi-empirical method. Three different IR probes 

(i.e., N-methylacetamide, benzonitrile, and semi-heavy water) in solution are selected for this 

purpose. The work presented here shows that GFN2-xTB predicts central frequencies with errors 

lower than 10% in all probes. In addition, the method captures detailed properties of the molecular 

environment, such as weak interactions. Finally, the GFN2-xTB correctly assesses the vibrational 

solvatochromism for N-methylacetamide and semi-heavy water, but does not have the accuracy 

needed to properly describe benzonitrile. Overall, the results indicate not only that GFN2-xTB can 

be used to predict the central frequencies and their dependence on the molecular environment with 

reasonable accuracy, but also that IR spectroscopy data of liquid solutions provide a suitable set 

of observables for the benchmarking of computational methods. 
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INTRODUCTION 

Quantum chemical calculations have become one of the most important tools used in chemistry 

research. In the last decades, many fields such as materials science,1 drug discovery,2 organic 

chemistry,3 and materials synthesis design,4 have experienced an exponential growth in the use of 

quantum chemical tools to accurately predict molecular properties. While there has been a large 

progress in the development of supercomputers with significantly more computing power, the 

application of quantum chemical calculations is still restricted to small systems and light atoms.5-

6 This limitation is particularly evident in ab initio calculations, where in some cases the 

Schrodinger equation is solved for all the electrons of the quantum system. To overcome these size 

limitations, different approximations to the Hamiltonian of the Schrodinger equation have been 

implemented.7-9 One particular approximation comes from the so-called semi-empirical methods, 

in which experimental values are used to construct the simplified and/or parametrized 

Hamiltonian. In many cases, these approximations are capable of producing accurate results.10-12 

From the computational perspective, semi-empirical methods usually provide substantial savings 

in computational time allowing one to compute properties of much larger systems. However, these 

methodologies typically suffer from low accuracy when applied to systems with atomic moieties 

not included in the construction of the approximate Hamiltonian. 

In the last five years, a new semi-empirical tight binding quantum mechanical method, GFN2-

xTB, has been developed to calculate geometries, frequencies, and non-covalent interactions of 

systems up to a few thousand atoms.13 To achieve better accuracy, GFN2-xTB includes multipole 

electrostatics and density-dependent dispersion contributions through density fluctuations and 

atomic multipole moments.13 While some studies have shown that GFN2-xTB is accurate for 

quantum chemical calculations, the method has not been extensively benchmarked.13-15 
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Benchmarking of chemical computational methods is typically performed against experimental 

values. To this end, reaction and formation enthalpies,16 adsorption energies,17 and electrochemical 

potentials are among the most widely used experimental observables.14 In addition, some 

molecular properties derived from higher theoretical levels of ab initio calculations have been 

utilized to benchmark methods.18-19 To benchmark a quantum chemical method, a molecular 

property should ideally provide a direct descriptor of the potential energy surface (PES), such as 

its minimum and curvature. However, these observables are usually not sufficient to evaluate 

systems with complex solute-solvent interactions, such as the hydrogen bonds or other short range 

interactions, because the potential energy surface of the system is strongly affected by them.20 

Therefore, the benchmarking of specific interactions, such as hydrogen bonds, requires 

experimental observables that are sensitive to them.  

Infrared spectroscopy is a technique that measures observables directly related to the PES of the 

systems. The bands of the IR spectrum are associated with atomic structures and motions or 

equivalent, vibrational modes of the molecular system. Consequently, these IR modes are 

susceptible to changes in temperature and in the chemical nature of the solvent through variations 

in the inter- and intra-molecular potential of the molecule.21-23 As a result, changes in the state of 

the system are observed via changes in the intensity, shape, and center frequency of the different 

IR absorption bands.24 In particular, the variations associated with the solvation environment (i.e., 

vibrational solvatochromism) are a very important features of the IR band, because they are 

directly related to the inter-molecular potential of the molecular system.25  

Vibrational modes and their associated frequencies can be calculated using ab initio methods, 

but an accurate prediction relies on a good description of the PES.5,26 For systems in solution, the 

vibrational modes frequencies depend not only on the description of the position and curvature of 
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a minimum in the PES, but also on the correct quantification of the energetic contributions from 

the molecular environment. Thus, IR spectroscopy is able to provide molecular observables needed 

for benchmarking new chemical computational methods. In addition, linear IR spectroscopy is 

experimentally simple to perform and has a low cost when compared to other experimental 

techniques capable of describing the solvation effect of molecules in solution, such as NMR.27-28 

The use of vibrational spectroscopy as a tool for benchmarking is not new, but most, if not all, 

of the studies have been performed using gas phase systems.29 For example, studies have used 

peptide structures, 30 weakly bound complexes, 31 and ground state structures of peptides,32 to 

name a few. While all the previous work is vital for benchmarking, the use of gas phase systems 

does not take into account for the variations of the PES caused by the solvent. The latter is an 

important parameter for modeling liquid phase systems. Here, the solvent contributions to the 

vibrational mode, or equivalent to the PES, are used as a benchmark for the GFN2-xTB 

methodology. For this purpose, three vibrational probes in different solvents were selected 

(Scheme 1, and Table 1 headers), namely water, N-methylacetamide, and benzonitrile. This IR 

probes along the selected solvents provide a large variety of solute-solvent and solvent-solvent 

interactions  to represent the many different chemical environments needed to properly benchmark 

the GFN2-xTB using vibrational solvatochromism. In addition, the probe molecules have localized 

vibrational modes located in different parts of the IR spectrum, allowing us to span our 

investigation from ~1600 cm-1 to ~3500 cm-1. 

 

Scheme 1. Structure of vibrational probes. From left to right: water, N-methylacetamide and 

benzonitrile. 
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The vibrational probes selected in this work contain vibrational modes that can be used to 

benchmark the GFN2-xTB method. In the case of semi-heavy water, the molecule has the HOD 

bending and the OH stretch vibrational modes. Both the HOD bend and the OH stretch has been 

shown to be good reporters of the molecular environment around the water molecule.33-39. In 

particular, the OH stretch has been used to investigate the hydrogen bond network structure and 

dynamics in different systems.40-43 In the case of the N-methylacetamide (NMA), the peptide bond 

(O=C-N-H) of the molecule is sensitive to the chemical environment,44-46 which is readily seen 

through both its amide I and NH stretch vibrational modes.47 Thus, information about the 

molecular environment has been derived using either the amide I mode,48-50 or the NH stretch51-52 

of this group. Finally, benzonitrile (PhCN) contains the CN stretch mode, which is highly sensitive 

to its molecular environment53 and the formation of hydrogen bonds.54 However, the hydrogen 

bond interaction with the nitrile group is rather complex resulting in an intricate vibrational 

solvatochromism of the CN stretch,53-56 which makes the CN stretch an ideal candidate for 

benchmarking quantum computational methods, such as GFN2-xTB. Overall, the investigated 

probes have vibrational modes that are good candidates to evaluate the suitability of the semi-

empirical GFN2-xTB method for modeling the structure and interactions of these probes in 

different solvents using some of their vibrational mode frequencies. 

 

METHODS 

Experimental measurements and procedures can be found in the Supporting Information. The 

computational details are below. 

Molecular Dynamics. The sampling for the frequency calculations was obtained by exploring 

the possible states of the molecular systems using molecular dynamics (MD) simulations. Solvent 
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boxes of 40 Å were built using PACKMOL.57 Molecular dynamics simulations was performed 

using Amber 18 computational package.58 The selected force fields were TIP3P 59 and OPC 60 for 

water, Amber force field for methanol (MeOH), and the generalized Amber force field (GAFF) 61 

for the remaining solvents (Table 1). In addition, the force field for the probe molecules were 

ff14SB 62 for NMA and GAFF for PhCN and acetonitrile (ACN). Evaluation of the solvent boxes 

was conducted using radial distribution functions and densities calculations. MD of the molecular 

probes embedded in the solvent boxes were carried out. First an energy minimization at constant 

volume was performed, followed by a heating from 0 to 300.0 K for 20 ps, and finally a production 

run of 100 ns in the NPT ensemble was performed. A time step of 0.5 fs was used for the integration 

of the Newton’s equations. 

Table 1. Vibrational mode probes and solvents used as benchmarking sets for GFN2-xTB, where 

X indicates the studied vibrational mode/solvent combinations. 

 Water NMA PhCN 

Solvent HOD bend OD stretch Amide I NH stretch CN stretch 

Dimethyl sulfoxide (DMSO) X X X X X 

Acetonitrile (ACN) X X X X X 

Toluene (TOL) N/A N/A X X X 

Tetrahydrofuran (THF)* X X X X X 

Hexane (HEX) N/A  N/A N/A  N/A  X 

Chloroform (CLF) X X X X X 

Water (WAT) X X X N/A X 

Methanol (MeOH) N/A N/A X N/A X 

N/A indicates vibrational modes that are not possible to study due to experimental limitations 

such as low solubility or overlapping modes with the solvent. 

"*Note: The computation of THF-GBSA solvent was not possible due to geometry optimization 

issues that did not permit the completion of the energy minimization step. 
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Frequency calculations. Frequency calculations were performed on solvated probes (i.e., 

clusters) derived from snapshots of the MD simulation selected every 20 ps (5000 frames). These 

clusters contained, at least, the first solvation shell around the probe, as defined by the radial 

distribution functions (see the Supporting Information). In the frequency calculations, the energy 

minimizations were first performed at the normal level implemented in the GFN2-xTB 

package.13,63 Two different sets of frequency computations were performed using explicit solvent 

and both explicit and implicit solvents. Clusters consisting only of explicit solvent molecules are 

denominated microsolvation, while clusters including implicit solvation models were named 

according to the implicit solvent model used. Specifically, the Analytical Linearized Poisson-

Boltzmann (ALPB), and the Generalized Born with Surface Area (GBSA), 64 were used because 

they are both robust and efficient models to predict the behavior of molecules in a dielectric 

continuum or chemical environment.64-66 A more detailed description of these models can be found 

in references 64-65,67-69. Finally, the central frequency values were computed from the intensity 

weighted average 70 of the 5000 frequencies. 

 

RESULTS AND DISCUSSION 

Semi-heavy water probe. Computations of the central frequencies for the HOD bending using 

GFN2-xTB predict frequencies that are always smaller than the experimental values. The errors of 

the central frequencies are less than 6% for all solvents except for water (as solvent), where two 

different water models (OPC and TIP3P) produced errors of more than 8% (Figure 1 and 

Supporting Information). Furthermore, the HOD bending shows that microsolvation has the lowest 

average error compared to the other models containing implicit solvation (ALPB and GBSA), but 

the difference between the three models is not very large. 
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The suitability of the GFN2-xTB to describe more directional interactions of the probe in the 

different chemical environments is also evaluated from the frequency distributions. In most cases, 

the frequency distributions appear to be Gaussian profiles (see the Supporting Information). 

Moreover, the HOD bending in DMSO, chloroform, and THF shows distributions consistent with 

the expected chemical environment around the probe, which in the case of HDO/DMSO 

corresponds to a water molecule bridging two DMSO molecules with hydrogen bonds.42,71 The 

histogram of frequencies for HDO in water also shows only one distribution, consistent with 

previous experimental work.33 In contrast, the HOD bending in acetonitrile has two frequency 

distributions indicating that GFN2-xTB predicts two states of the water molecules solvated by 

acetonitrile. 

1350 1400 1450

1320

1350

1380

1410

1440

1350 1400 1450 1350 1400 1450

2400 2550 2700

2300

2400

2500

2600

2700

2400 2550 2700 2400 2550 2700

(g)

 CLF  ACN  THF  WAT-(OPC)  WAT-(TIP3P)  DMSO

C
a
lc

u
la

te
d
 f
re

q
u
e
n
c
y
 (

c
m

-1
)

CLF
ACN

THF

W
AT-O

PC

W
AT-T

IP
3P

DM
SO

0

2

4

6

8

10
(d)(c)

 

 

 

 ALPB

 GBSA

 MS

*

ALPB GBSA MS(e)

Experimental frequency (cm
-1
)

(a) (b)

(f)

%
 E

rr
o
r

%
 E

rr
o
r

MSGBSAALPB

CLF
ACN

THF

W
AT-O

PC

W
AT-T

IP
3P

DM
SO

0

2

4

6

8

10

(h)

 

 

Solvents

 ALPB

 GBSA

 MS

*

 
Figure 1. Solvatochromatic shift for the water vibrational modes predicted by GFN2-xTB using 

different solvation models. Panels (a), (b) and (c) show the results for HOD bending using ALPB, 

GBSA, and Microsolvation (MS), respectively, while panel (d) corresponds to %error with respect 

to the experimental values.  Panels (e), (f) and (g) correspond to the solvatochromism of the OD 
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stretch with ALPB, GBSA, and Microsolvation (MS) models, respectively, while panel (h) 

corresponds to %error with respect to the experimental values. Star (*) means not available. 

 

 

The validity of the GFN2-xTB for correctly predicting the water chemical environment is 

quantitatively evaluated from the vibrational solvatochromism of this molecule in the different 

solvents. Here, the solvatochromism of the HDO bend is determined by calculating the Pearson 

correlation coefficient between the experimental and calculated central frequencies in each 

solvent. Overall, the solvatochromism of the HOD bending mode (see the Supporting Information) 

appears to be reasonably well described by the GBSA (r=0.70) and microsolvation (r=0.61) 

solvation models, but not by ALPB (r=0.21). However, the lack of a good description of the HOD 

bending solvatochromism is likely due to the water solvent models since both present large 

deviations from their experimental values. Therefore, the HOD bending without water (TIP3P and 

OPC) as solvents leads to a better description of the solvatochromism of its bending mode for all 

models (GBSA r=0.99, Microsolvation r=0.96, and ALPB r=0.85; see Supporting Information). 

Note that the correlation coefficient might be overestimated in the case of the GBSA solvation 

model because the THF-GBSA system cannot be computed. These results indicate that the 

different water-solvent interactions are correctly captured by the method when the water molecule 

is in organic solvents, but not in water. Overall, the GFN2-xTB method correctly reproduces the 

solvatochromism of the HOD bending mode in different solvents, or equivalent, adequately 

describes the solvent contributions to the HDO potential energy surface.  

A similar analysis is performed for the OD stretch of HDO. The results reveal that the average 

frequencies of the OD stretch in different solvents have errors in the range of 0.7 to 8.0% (Figure 

1 and See the Supporting Information). Notably, HDO in THF has an error of less than 1% for 

both ALPB and microsolvation models. In contrast, the other systems containing organic solvents 
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produce less accurate, but still very good, results with errors between 2% and 4%. The best overall 

solvation model to describe the OD stretch is ALPB (error of 4.1%), followed by microsolvation 

(error of 4.3%), and GBSA (error of 4.9%). As in the case of the HOD bending, the errors of the 

models become significantly smaller when the systems containing water as solvent are excluded, 

further supporting to the idea that the classical models used to describe water (TIP3P and OPC) 

might not produce accurate solvation structures.  

The distributions of the OD stretch frequencies for different solvents (see the Supporting 

Information) also confirm the validity of the method in correctly predicting the different chemical 

environments. For example, the results for water in DMSO show a single Gaussian distribution, in 

agreement with the water molecule forming predominantly one chemical environment, by forming 

two stable hydrogen bonds with DMSO.42 The frequency distribution of HDO in ACN shows an 

two distributions, again indicating that GFN2-xTB predicts different chemical environments 

surrounding the HDO molecule in this solvent. This bimodal frequency distribution (see the 

Supporting Information) is reproduced using both implicit solvation models, but not through 

microsolvation. Similarly, the OD stretch of water in chloroform is expected to have a single 

frequency distribution because these environments lacks of directional interactions (i.e., hydrogen 

bonds). However, the expected single distribution is only observed for the ALPB and 

microsolvation models, but not for the GBSA case, where an asymmetric distribution is observed. 

An improper representation of the molecular environment is also derived from the OD stretch of 

HDO in THF when modeling with ALPB solvation and microsolvation models. 

The solvatochromism of the OD stretch in the different chemical environments is correctly 

predicted by GFN2-xTB in all solvent systems and solvation models used, except for HDO in THF 

with either ALPB or microsolvation models (Figure 2). Specifically, the OD stretch using the 
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GBSA model has the best correlation coefficient (r=0.99), followed by ALPB (r=0.44), and 

microsolvation (r=0.42) (see the Supporting Information). It is important to note that these 

correlation values consider the water models (TIP3P and OPC). However, the solvatochromism of 

the OD stretch is better described when the predictions of the water solvent models are not taken 

into account (see the Supporting Information), as is also the case for the previously shown HOD 

bending. 

Overall, the GFN2-xTB predicts central frequencies of OD stretch and HOD bending of water 

with small errors of ~4.5% and ~6.0% for the OD stretch and HOD bending, respectively. It is also 

observed that both modes have approximately the same error for the central frequencies, indicating 

that GFN2-xTB correctly captures the potential energy surface for the HDO molecule in different 

solvents. Moreover, the GFN2-xTB prediction of the solvatochromism for both modes in the 

different organic solvents shows the validity of the approach for describing different molecular 

environments or, equivalently, different molecular interactions. Finally, large errors are observed 

in the central frequency predictions for the two HDO vibrational modes studied in water. While it 

is possible that the GFN2-xTB method does not correctly model the water molecule, it is more 

likely that the force fields used to describe the water (and its complex hydrogen bond network) as 

a solvent (TIP3P and OPC) are responsible for the larger average errors in the central frequency 

predictions. This latter interpretation is supported by the systematic deviation seen in the central 

frequency predictions of the two investigated vibrational modes of HDO in water when compared 

to the organic solvents. 

NMA probe. In the case of the amide I mode, the central frequencies obtained from the 

computations (Figure 2, and See the Supporting Information) show small deviations from 

experimental results with errors below 3%, but most them are less than 1%. It is also observed that 
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microsolvation overestimates the central frequency values for all solvents (Figure 2), while ALPB 

and GBSA predictions do not exhibit a clear trend in the errors. In general, the calculations that 

include both explicit and implicit solvation models outperform those that include only one term. 

The average error observed for the central amide I frequencies using the ALPB and GBSB 

solvation methods is less than 1.0%, while microsolvation produces a slightly larger average error 

of 1.4% (see the Supporting Information). Furthermore, computations using the ALPB solvation 

show the best performance for aprotic solvents (THF, toluene, ACN, and hexane), while those 

using GBSA solvation achieve the best results for protic solvents (D2O and MeOH). However, the 

frequency computations containing the microsolvation model predict the central frequencies of 

NMA in chloroform with the lowest error. 
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Figure 2. Solvatochromatic shift for the NMA vibrational modes predicted by GFN2-xTB using 

different solvation models. Panels (a), (b) and (c) show the results for amide I mode using ALPB, 

GBSA, and Microsolvation (MS), respectively, while panel (d) corresponds to %error with respect 

to the experimental values. Panels (e), (f) and (g) correspond to the solvatochromism of the NH 
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stretch with ALPB, GBSA, and Microsolvation (MS) models, respectively, while panel (h) 

corresponds to %error with respect to the experimental values. Star (*) means not available. 

 

 The solute-solvent interactions derived from the frequency distributions (see the Supporting 

Information) show that NMA in MeOH presents two separable Gaussian distributions, which have 

been experimentally observed and attributed to the NMA molecule interacting with MeOH 

molecules forming one or two hydrogen bonds,72 with a chemical exchange at timescales long 

enough to reflect two distributions in the FTIR spectra,73 This been the only case where the 

hydrogen bond dynamics is long enough to allow this type of separation and characterization on 

the frequency distributions. Nonetheless, a similar behavior is also observed for the distributions 

of amide in chloroform in accordance with previously reported hydrogen bond interactions.74 

These two cases contrast with the NMA in water where only one distribution is observed 

theoretically and experimentally.23,75 In addition, NMA in all the other solvents presents single 

frequency distributions consistent with the lack of directional interactions (i.e., hydrogen bond) in 

the chemical environment surrounding the amide. 

The predicted central frequencies as a function of the solvent, vibrational solvatochromism, 

show a linear trend with the experimental values. Specifically, the GBSA and ALPB solvation 

models have linear correlation coefficients of 0.97 and 0.98, respectively, while microsolvation 

has a lower correlation coefficient of 0.70 (see the Supporting Information). Overall, the small 

error as well as the strong correlation coefficient seen for all solvation models reflects the good 

quality of central frequency predictions for the amide in the different solvents when using the 

GFN2-xTB method. 

In the case of the NH stretch of NMA, the predicted central frequencies exhibit lower values 

than those measured experimentally, regardless of the solvent model. The deviations of the 
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computed frequencies from the experimental values are less than 3%, except for the amide in ACN 

(Figure 2 and the Supporting Information). Furthermore, in contrast to the amide I mode of NMA, 

the smallest errors for the central frequencies are observed for the microsolvation, which is closely 

followed by the other two solvation models (see the Supporting Information). Since the central 

frequency values for amide I and NH stretch present similar deviations from the experimental 

frequencies, it is possible to deduce that the frequency computations using GFN2-xTB correctly 

predict not only the amide interactions with the different solvents, but also the molecular structure 

of the probe in each solvent. 

The NH group is susceptible to the formation of hydrogen bonds. It is therefore expected that 

the number of central frequency distributions of the NH stretch will depend on the chemical 

environment and its ability to form hydrogen bonds. For example, solvents that cannot form 

hydrogen bonds are expected to have a single frequency distribution (see the Supporting 

Information). In contrast to the expectations, the frequency calculation of NMA in toluene using 

any of the solvation models, as well as NMA in chloroform using the GBSA solvation model show 

two distinct distributions. The presence of two distributions shows that GFN2-xTB predicts 

chemical environments that are unlikely to be present in the solvent. The GFN2-xTB method 

correctly predicts the central frequency values, as seen in the calculated solvatochromism for the 

NH stretch (Figure 2). In particular, the GBSA model makes the best predictions for NH stretch 

solvent dependence (r=0.97), followed by microsolvation (r=0.94) and ALPB (r=0.88) as shown 

in (see the Supporting Information). 

Benzonitrile probe. The nitrile stretch of this molecule shows that the GFN2-xTB method 

overestimates its central frequencies irrespective of solvent and solvation model (Figure 3 insets). 

The large deviation is readily observed from the errors, which are above 5.0% in all cases (Figure 
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3). Specifically, the ALPB solvation model gives slightly better predictions for the central 

frequencies of the benzonitrile nitrile stretch in water, hexane, THF and methanol (see the 

Supporting Information), while the GBSA solvation model makes better predictions for toluene 

and chloroform as solvents (see the Supporting Information). Additionally, the probe embedded 

in ACN and DMSO yields similar errors in both ALPB and GBSA models, but significantly larger 

errors in the microsolvation prediction. Thus, it is evident that the inclusion of an implicit solvation 

model results in better predictions of the central frequencies for the nitrile stretch.  
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Figure 3. Solvatochromatic shift for the benzonitirle vibrational mode predicted by GFN2-xTB 

using different solvation models. Panels (a), (b) and (c) show the results for nitrile stretch using 

ALPB, GBSA, and Microsolvation (MS), respectively, while panel (d) corresponds to %error with 

respect to the experimental values. Insets show the deviation in an expanded region of the IR. Star 

(*) means not available. 

 

The frequency distributions of the benzonitrile nitrile stretch were also analyzed (see the 

Supporting Information) to determine the appropriateness of the semiempirical methodology for 

capturing the molecular level interactions of the molecule in the different solvents. A single 

Gaussian frequency distribution is observed for DMSO, toluene, THF, ACN, and hexane 

consistent with the expected solute-solvent interactions of the probe. In contrast, benzonitrile in 

water shows two distributions for all the solvation models, but the presence of such states has not 

been observed experimentally.54,76 Moreover, the computations predict only a single distribution 
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for the nitrile stretch in MeOH irrespective of the solvation model (see the Supporting 

Information), while experiments show two frequency distributions.54,77-78 In addition, the probe in 

chloroform was expected to present a single distribution, but only the microsolvation model 

asserted this observation. 

The vibrational solvatochromism of the benzonitrile CN stretch shows very poor predictions, as 

shown by the negative or very low correlations for the ALPB (r=-0.12) and GBSA (r=0.11) 

solvation models and slightly better modeling, but still fairly poor, for microsolvation (r=0.58) 

(see the Supporting Information). In general, the solvatochromism reveals an inadequate 

representation of the interaction potential between the solvent and the nitrile moiety of the probe.  

The nitrile group of benzonitrile has a complex electronic structure, due to the electronic 

conjugation with the aromatic ring, which could play a role in defining the nitrile stretch 

frequency.79-80 To discard the possible effects of the ring, the influence of the solvents on the nitrile 

group is also evaluated by using acetonitrile since this molecule only contains the nitrile group. 

The ACN molecule in three different solvents (water, toluene, and chloroform) shows similar 

levels of error (>5.0%) and overestimation of the central frequency (see the Supporting 

Information) as benzonitrile. In addition, the vibrational solvatochromism of the ACN nitrile 

stretch is also poorly captured by all solvation models (r=0.36 for ALPB, and r=0.48 for both 

GBSA and microsolvation, See the Supporting Information). Therefore, it is concluded that the 

large deviations for the nitrile stretch frequencies observed when using the GFN2-xTB method are 

likely a consequence of the low accuracy of the semiempirical method for this particular system. 

However, the above results are not surprising considering that the solvatochromism of the nitrile 

stretch expands only in 10 cm-1 region for both benzonitrile and acetonitrile,55 indicating that very 

accurate calculations are required to correctly predict the solvent effect on this mode. 
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Cumulative frequency analysis for all probed modes. The accuracy of the GFN2-xTB method 

in predicting the vibrational modes of all the different molecules are also evaluated. It should be 

noted that all frequency calculations, when combined, appear in a region of the IR spectrum that 

spans ~2500cm-1. Overall, the calculated central frequencies have values with small deviations 

from the experimental results for all solvation models (Figure 4). The average error of the 

evaluated central frequencies is 3.8% for both the ALPB and microsolvation models, and 3.9% for 

the GBSA model. Considering that the normal mode calculation requires a good equilibrium 

geometry of the investigated molecules,81 it is also reasonable to state that the molecular structures 

determined by the GFN2-xTB method are correct for the three molecular systems studied here. 

The good quality of the general predictions is evident from the derived central frequencies, which 

show deviations from experimental results lower than 6% in all the investigated systems and 

vibrational modes (see the Supporting Information). Moreover, the solvatochromism of all the 

investigated modes has correlation coefficients greater than 0.99 irrespective of the solvation 

model. This last result highlights the general adequacy of the GFN2-xTB method for predicting 

frequency shifts of vibrational modes, even when considering the nitrile stretch and the HOD bend, 

which have observable deviations in the predicted central frequencies (Figure 4).  
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Figure 4. Vibrational frequencies of the studied vibrational modes for the different probes in 

various solvents. The data points represent frequency average calculated using GFN2-xTB and the 

ALPB (black squares), GBSA (red circles) and microsolvation (blue triangles) models against the 

experimental values. 

 

CONCLUSIONS 

The GFN2-xTB semi-empirical calculations provide a suitable method for computing 

vibrational frequencies of large systems with errors less than 10%. In most cases, the GFN2-xTB 

approach also appears to correctly reproduce the vibrational solvatochromism of molecules, such 

as water and N-methylacetamide. However, it does not have sufficient accuracy to predict the 

frequency shift of molecules containing nitrile groups (e.g., benzonitrile and acetonitrile) in 

different solvents. This is probably due to the small contribution of the bath interaction potential 

to the PES of the probe. In addition, the GFN2-xTB method also appears to capture detailed 

molecular interactions, such as hydrogen bonds, observed experimentally through the frequency 

distributions even for solvents that form weak hydrogen bonds, such as chloroform. Overall, 

GFN2-xTB frequency calculations produce accurate results that are consistent with the nature of 

the interactions present in the different solvents. In addition, this work demonstrates that IR 

spectroscopy of liquid solutions provides suitable experimental metrics for the benchmarking of 

chemical computational methods. In particular, the strength of the IR metrics relies on the central 

frequency of the vibrational mode, which is strongly dependent on the molecular structure of the 

probe, as well as its interaction with the solvent (i.e., intermolecular potentials). Thus, the 

vibrational mode serves as a metric for evaluating the predictive power of quantum chemical 

calculations as well as solvation models and force fields used to model the molecules under 

investigation.  
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The Supporting Information is available free of charge at: 

Experimental specifications for FTIR measurements. Radial distributions from the molecular 

dynamics calculations. Calculated central frequencies and frequencies distributions of all systems 

mentioned in the text. Correlation coefficients indicating the solvatochromism of the systems. 

Results for acetonitrile molecular probe.   
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