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ABSTRACT

The Parameterized Inapproximability Hypothesis (PIH) asserts that
no �xed parameter tractable (FPT) algorithm can distinguish a
satis�able CSP instance, parameterized by the number of variables,
from one where every assignment fails to satisfy an Y fraction of
constraints for some absolute constant Y > 0. PIH plays the role of
the PCP theorem in parameterized complexity. However, PIH has
only been established under Gap-ETH, a very strong assumption
with an inherent gap.

In this work, we prove PIH under the Exponential Time Hypoth-
esis (ETH). This is the �rst proof of PIH from a gap-free assumption.
Our proof is self-contained and elementary. We identify an ETH-
hard CSP whose variables take vector values, and constraints are
either linear or of a special parallel structure. Both kinds of con-
straints can be checked with constant soundness via a “parallel PCP
of proximity” based on the Walsh-Hadamard code.

CCS CONCEPTS

• Theory of computation ³ Fixed parameter tractability;
Problems, reductions and completeness.

KEYWORDS

Fixed-parameter algorithms and complexity, Hardness of approxi-
mations, PCP theorems

ACM Reference Format:

Venkatesan Guruswami, Bingkai Lin, Xuandi Ren, Yican Sun, and KewenWu.
2024. Parameterized Inapproximability Hypothesis under Exponential Time

∗Research supported in part by NSF grants CCF-2228287, CCF-2211972, a Simons In-
vestigator award, a Sloan Research Fellowship and NSF CAREER Award CCF-2145474.

STOC ’24, June 24–28, 2024, Vancouver, BC, Canada

© 2024 Copyright held by the owner/author(s).
ACM ISBN 979-8-4007-0383-6/24/06
https://doi.org/10.1145/3618260.3649771

Hypothesis. In Proceedings of the 56th Annual ACM Symposium on Theory

of Computing (STOC ’24), June 24–28, 2024, Vancouver, BC, Canada. ACM,
New York, NY, USA, 12 pages. https://doi.org/10.1145/3618260.3649771

1 INTRODUCTION

A comprehensive understanding of NP-hard problems is an ev-
erlasting pursuit in the TCS community. Towards this goal, re-
searchers have proposed many alternative hypotheses as strength-
enings of the classic P b NP assumption to obtainmore �ne-grained
lower bounds for NP-hard problems, for example, Exponential
Time Hypothesis (ETH) [42], Strong Exponential Time Hypothesis
(SETH) [15, 42], Gap Exponential Time Hypothesis (Gap-ETH) [24].

Besides a richer family of hypotheses, approximation and �xed

parameter tractability (FPT) are also two orthogonal approaches to
cope with NP-hardness.

In the approximation setting, we consider optimization problem,
where input instances are associated with a cost function and the
goal is to �nd a solution with cost value close to the optimum.

In the �xed parameter tractability (FPT) setting, every instance
is attached with a parameter : indicating speci�c quantities (e.g.,
the optimum, the treewidth) of the instance. This setting treats
: as a parameter much smaller than the instance size =, i.e., 1 f
: j =. Thus, the required runtime of the algorithm is relaxed from
=$ (1) to 5 (:) · =$ (1) , for any computable function 5 . The class
FPT is the set of parameterized problems that admit an algorithm
within this running time. The seminal studies in this setting built
up parameterized complexity theory [28, 29, 34]. In this theory, there
are also alternative hypotheses as a strengthening of P b NP. For
example, W[1] b FPT, which is equivalent to the statement that
:-Cliqe has no 5 (:) · =$ (1) -time algorithm.

Recently, there has been an extensive study at the intersection
of these two settings: the existence (or absence) of approximation
algorithms that solve NP-hard problems in FPT time.

On the algorithmic side, FPT approximation algorithms have
been designed for variousNP-complete problems. Examples include
Vertex-Coloring [22, 61], Min-:-Cut [37, 38, 48, 58], :-Path-
Deletion [49], :-Clustering [1], :-Means / :-Medians [2, 14,
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17, 21, 44, 50],Max :-Hypergraph Vertex Cover [59, 63], Flow
Time Scheduling [65].

In terms of computational hardness, the existence of such algo-
rithms for certain NP-complete problems has also been ruled out
under reasonable assumptions: :-SetCover [16, 20, 46, 47, 52, 55],
:-SetIntersection [13, 51], :-Steiner Orientation [66],Max-

:-Coverage [60], :-SVP, :-MDP and related problems [10, 11, 60].
An exciting recent line of work [16, 18, 45, 53, 54, 56] shows that
approximating :-Cliqe is not FPT under Gap-ETH, ETH, and
W[1] b FPT. We refer to the survey by Feldmann, Karthik, Lee, and
Manurangsi [32] for a detailed discussion.

The Quest for Parameterized PCP-Type Theorems. Despite all the
recent progress in the study of parameterized inapproximability, the
reductions presented in these papers are often ad-hoc and tailored to
the speci�c problems in question. Obtaining a uni�ed and powerful
machinery for parameterized inapproximability, therefore, becomes
increasingly important.

A good candidate is to establish a parameterized PCP-type theorem.
The PCP theorem [6, 7, 23], a cornerstone of modern complexity
theory, gives a polynomial time reduction from anNP-hard problem
like 3SAT to a gap version of 3SAT where the goal is to distinguish
satis�able instances from those for which every assignment fails
to satisfy a W fraction of clauses for some absolute constant W > 0.
This then serves as the starting point for a large body of inapprox-
imability results for fundamental problems, including constraint
satisfaction, graph theory, and optimization.

As discussed in [32], the current situation in the parameterized
world is similar to that of the landscape of the traditional hardness of
approximation before the celebrated PCP theorems was established.
Given the similarity, the following folklore open problem has been
recurring in the �eld of parameterized inapproximability:

Can we establish a PCP-type theorem in the parameterized

complexity theory?

In light of its rising importance, Lokshtanov, Ramanujan, Saurabh,
and Zehavi [57] formalized and entitled the above question as Pa-
rameterized Inapproximability Hypothesis (PIH). Here we present
the following reformulation1 of PIH due to [32]:

Hypothesis 1.1 (Parameterized Inapproximability Hypoth-

esis). There is an absolute constant2 Y > 0, such that no �xed pa-

rameter tractable algorithm which, takes as input a 2CSP � with :

variables of size-= alphabets, can decide whether� is satis�able or at

least Y fraction of constraints must be violated.

Similar to the PCP theorem, PIH, if true, serves as a shared be-
ginning for results in parameterized hardness of approximation:
:-Cliqe, :-SetCover, :-ExactCover [41], Shortest Vector

[10, 11],DirectOddCycle Transversal [57],DeterminantMax-

imization and Grid Tiling [62], Baby PIH [41], :-MaxCover [46],
and more.

Prior to our work, PIH was only proved under the Gap-ETH
assumption, the gap version of ETH. Since there is an inherent gap
in Gap-ETH, the result can be obtained by a simple gap-preserving

1The original statement of PIH in [57] replaces the runtime bound byW[1]-hardness,
and the reformulation by [32] su�ces for applications.
2The exact constant here is not important. Starting from a constant Y > 0, one can
boost it to 1 2 [ for any constant [ > 0 by standard reductions.

reduction (see, e.g., [32]). Indeed, it is often recognized that gap-
preserving reductions are much easier than gap-producing reduc-
tions [31]. A more desirable result is, analogous to the PCP theorem,
to create a gap from a gap-free assumption:

Can we prove PIH under an assumption without an inherent gap?

1.1 Our Results

We answer the above question in the a�rmative by proving the �rst
result to base PIH on a gap-free assumption.We consider the famous
Exponential Time Hypothesis (ETH) [42], a fundamental gap-free
hypothesis in the modern complexity theory and a weakening of
the Gap-ETH assumption3.

Hypothesis (Exponential Time Hypothesis (ETH), Informal).

Solving 3SAT needs 2« (=) time.

Our main theorem can be stated concisely as:

Theorem 1.2 (Main). ETH implies PIH.

In Theorem 3.1, we provide a quantitative version of Theorem 1.2

that presents an explicit runtime lower bound of 5 (:) ·=«
(:

log log:
)

for the problem in Hypothesis 1.1 under ETH.
As a byproduct of the above quantitative bound, we have the

following probabilistic checkable proof version of the main theorem
(see Theorem 3.2 for the full version). This can be seen as a PCP
theorem in the parameterizedworldwhere the proof length depends
only on : (which is supposed to be a small growing parameter),
but the alphabet size is the signi�cantly growing parameter. The
runtime of the PCP veri�er is in FPT.

Theorem 1.3. For any integer : g 1, 3SAT has a PCP veri�er

which can be constructed in time 5 (:) · |£|$ (1) for some computable

function 5 , makes two queries on a proof with length 22
$ (:2 )

and

alphabet size |£| = 2$ (=/: ) , and has completeness 1 and soundness

1 2 1
9600 .

As mentioned, PIH serves as a uni�ed starting point for many
parameterized inapproximability results. Below, we highlight some
new ETH-hardness of approximation for fundamental parameter-
ized problems obtained by combining our result and existing reduc-
tions from PIH.

Application Highlight: :-ExactCover. :-ExactCover (also known
as :-Uniqe Set Cover) is a variant of the famous :-SetCover
problem. In the d-approximation version of this problem, denoted
by (:, d ·:)-ExactCover, we are given a universe* and a collection
S of subsets of* . The goal is to distinguish the following two cases.

" There exists : disjoint subsets that cover the whole universe.
" Any d · : subsets of S cannot cover* .

Here, the parameter is the optimum : . Note that :-ExactCover
is an easier problem than :-SetCover due to the additional dis-
jointness property, proving computational hardness even harder.
On the positive side, this additional structure also makes (:, d · :)-
ExactCover an excellent proxy for subsequent reductions. We
refer interested readers to previous works for details [4, 60].

3We thank Benny Applebaum for pointing his work [3] to us, which shows that
smooth-ETH, a strengthening of ETH, implies Gap-ETH (and thus PIH). In contrast,
we prove PIH directly from ETH, completely bypassing Gap-ETH.
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For constant d > 1, the hardness of (:, d · :)-ExactCover was
only proved under assumptions with inherent gaps [41, 60], imi-
tating the reduction in the non-parameterized world [30]. It was
still a mystery whether we could derive the same result under a
weaker and gap-free assumption. Combining its PIH hardness (see
e.g., [41]4) with our main theorem (Theorem 1.2), we prove the �rst
inapproximability for :-ExactCover under a gap-free assumption.

Corollary 1.4. Assuming ETH, for any absolute constant d g 1,

no FPT algorithm can decide (:, d · :)-ExactCover.

Application Highlight: Directed Odd Cycle Transversal. Given a
directed graph � , its directed odd cycle transversal, denoted by
DOCT(�), is the minimum set ( of vertices such that deleting
( from � results in a graph with no directed odd cycles. The d-
approximating version of the directed odd cycle transversal prob-
lem, denoted by (:, d · :)-DOCT, is to distinguish directed graphs
� with DOCT(�) f : , from those with DOCT(�) g d · : . The
parameter of this problem is the optimum : . This problem is a gen-
eralization of several well studied problems including Directed

Feedback Vertex Set and Odd Cycle Transversal. For a brief
history of this problem, we refer to the previous work [57]. In their
work, the authors prove the following hardness of (:, d · :)-DOCT.

Theorem 1.5 ([57]). Assuming PIH, for some d * (1, 2), no FPT
algorithm can decide (:, d · :)-DOCT.

Combining the theorem above with Theorem 1.2, we establish
the �rst hardness of (:, d · :)-DOCT under a gap-free assumption.

Corollary 1.6. Assuming ETH, for some d * (1, 2), no FPT algo-

rithm can decide (:, d · :)-DOCT.

1.2 Overview of Techniques

To prove our main theorem (Theorem 1.2), we present an e�cient
reduction from 3SAT formulas to parameterized CSPs of : variables
with a constant gap.

To construct such a reduction, we follow the widely-used par-
adigm for proving PCP theorems [6, 7, 40]. Via this approach, we
�rst arithmetize 3SAT into an intermediate CSP (usually a constant-
degree polynomial system in the literature) with : variables and
alphabet £1. Then, we decide on a locally testable and correctable
code � : £:1 ³ £

: 2
2 (e.g., the quadratic code [6], the Reed-Muller

code [7], or the long code [40]), and treat the proof c as an encoding
of some assignment f : [:] ³ £1 to the intermediate CSP (viewed
as a vector in £

:
1 ). Leveraging the power of the local testability and

correctability of � , we will check whether the input proof is (close
to) the encoding of an assignment that satis�es the intermediate
CSP.

Our Plan. To follow the outline above and also factor in the
runtime and the parameter blowup, our plan is as follows:

(1) First, we need to design an appropriate intermediate param-
eterized CSP problem, which has some runtime lower bound
under ETH. In the parameterized setting, the number of vari-
ables is a small parameter : , while the alphabet |£1 | holds
the greatest order of magnitude.

4[41] proves the hardness of (:, d · : )-ExactCover under a weaker version of PIH,
namely, Average Baby PIH with rectangular constraints.

(2) Second, we need to construct an error correcting code � ,
which can be used to encode a solution of the intermediate
CSP, and allows us to locally check its satis�ability. Here
codeword length must be independent of |£1 |.

However, the plan above confronts the following basic obstacle.
The constructions in proving the PCP theorems usually require the
proof length |c | = |£1 |« (: ) . On the other hand, as illustrated in
Item 2 above, we must eliminate |£1 | in the proof length to make
sure that the reduction is FPT.

Vectorization. We bypass this obstacle by applying vectorization,
an idea also used in [56]. In detail, we enforce the alphabet £1 to
be a vector space F3 , where F is a �eld of constant size. In this
way, an assignment f * £

:
1 = (F3 ): can be viewed as 3 parallel

sub-assignment in F: . Thus, if we have a good code � : F: ³ F: 2

that tests the validity of a sub-assignment, we can encode f by
separately encoding each sub-assignment and combining them as
an element in (F: 2 )3 = (F3 ): 2

. Since |F| is a constant, this makes
:2 dependent only on : but not on the whole alphabet £1 = F3 .

Guided by the vectorization idea, we aim to design an ETH-hard
intermediate CSP problem where the alphabet is a vector space.
Furthermore, to facilitate the construction of the error correcting
code � in the second step, we also hope that there are appropriate
restrictions on the constraints of this intermediate CSP problem.
The constraints should be neither too restrictive (which loses the
ETH-hardness) nor too complicated (which hinders an e�cient test-
ing procedure). Following these intuitions, we de�ne the following
Vector-Valued CSPs as our intermediate problem.

Vector-Valued CSPs. Vector-Valued CSPs (De�nition 3.3) are CSPs
with some additional features. We emphasize that vector-valued
CSPs will become �xed parameter tractable if all constraints are
linear (resp., parallel). In detail, one can handle linear constraints by
e�ciently solving a system of linear equations, or handle parallel
constraints by brute force enumeration individually for each coordi-
nate. However, due to our reduction, one cannot solve vector-valued
CSPs with both constraint types e�ciently under ETH.

3SAT to Vector-Valued CSPs. In Theorem 3.4, we establish the
ETH-hardness of vector-valued CSP instances by a series of stan-
dard transformations.

First, we partition the clauses and variables of a 3SAT formula
respectively into : parts. Each of the 2: parts is then built as a CSP
variable, which takes assignments of that part of clauses/variables.
The alphabet is therefore a vector space.

Then, we impose constraints between clause parts and variable
parts. Each constraint is a conjunction of clause validity and clause-
variable consistency. These constraints ensure that the 2: partial
assignments correspond to a global satisfying assignment to the
original 3SAT formula.

However, the constraints above are neither parallel nor linear.
To make them parallel, we �rst appropriately split constraints, then
duplicate each variable into several copies and spread out its con-
straints. After this procedure, each variable is related to exactly one
constraint, and each constraint is the same sub-constraint applied in
a matching way on the 3 coordinates of the related vector-variables.
We can thus permute the 3 coordinates of each variable accord-
ingly and obtain the parallel constraint form we desire. In addition,
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we also need to check the (permuted) consistency between di�er-
ent duplicates. These checks can be done using permuted equality
constraints, which are special forms of linear constraints.

Vector-Valued CSPs to Constant-Gap CSPs. In Theorem 3.5, we
construct another FPT reduction from a vector-valued CSP to a
general constant-gap parameterized CSP in three steps.

First, we split the vector-valued CSP instance into two by parti-
tioning the constraints into a linear part and a parallel part.

Next, for each of the two sub-instances, we construct a random-
ized veri�er to check whether all constraints in it are satis�ed. The
veri�er takes as input a parallel encoding of a solution. It then
�ips random coins, makes a constant number of queries based on
the randomness, and decides whether to accept the input proof or
not based on the query result. The veri�er will have a constant
soundness and a constant proximity parameter. In the traditional
complexity theory, such veri�ers are also known as Probabilistic
Checkable Proof of Proximity (PCPP) veri�ers.

In our proof, the veri�er is designed separately for linear con-
straints and parallel constraints. The consistency of the two veri�ers
is guaranteed via a uni�ed parallel Walsh-Hadamard encoding of
the solution, shared by both veri�ers.

Finally, we obtain a constant-gap CSP instance by a standard
reduction from probabilistic checkable proof veri�ers to CSPs.

The proof is then completed by combining the two reductions
above. The crux of our proof is the design of the PCPP veri�ers.
Below, we present high-level descriptions of this part.

PCPPs for Vector-Valued CSPs with Parallel Constraints. Fix a
vector-valued CSP instant � with parallel constraints only. The
key observation in designing PCPPs for � is that, though the par-
allel sub-constraints can be arbitrary, di�erent coordinates of the
vector-variables are independent. Let : be the number of variables
in � and let 3 be the dimension of the vector-variables.

Following the observation above, we can split � into 3 sub-
instances �1, . . . ,�3 with respect to the 3 coordinates. Each �8 is
a CSP instance with : variables and alphabet F. A vector-valued
assignment f satis�es � i� the sub-assignment of f on the 8-th
coordinate satis�es �8 for each 8 * [3].

After splitting, the alphabet of each�8 is only F. We can thus fol-
low the classical construction [5, 6] of PCPPs to construct a veri�er
�8 to e�ciently and locally check the satis�ability of�8 . In addition,
since every vector-variable is related to at most one parallel con-
straint in� , the number of distinct sub-instances among�1, . . . ,�3

depends only on : , not on 3 . This allows us to combine �1, . . . , �3

into a single veri�er� that works over the original alphabet F3 with
blowup dependent only on : , not on 3 . See Section 5 for details.

PCPPs for Vector-Valued CSPs with Linear Constraints. To design
a veri�er for linear constraints, we leverage the power of the Walsh-
Hadamard code to decode any linear combinations of the messages.
Fix a vector-valued CSP instance � with linear constraints only.
For each linear constraint 4 = (D4 , E4 ) * �, we further denote its
form by 1D4="4 E4 .

To test the conjunction of all linear constraints, it is natural
to consider the linear combination of these constraints. In detail,
we pick independently random _1, . . . , _ |� | * F, and test whether:∑

4*� _4D4 =
∑
4*� _4 ·"4E4 . By the random subsum principle [5],

if any one of the linear constraints is violated, the equation above
does not hold with high probability.

Following this idea, we introduce auxiliary variables IE,4 for
each variable E and constraint 4 , which is supposed to be"4E . We
set up the parallel version of the Walsh-Hadamard code over the
assignments to the variables in � and the auxiliary variables IE,4 .
In this way, we can decode both the LHS and RHS of the equation
above by two queries on the Walsh-Hadamard code, and then check
whether the equation holds. We need extra testing procedures to
ensure IE,4 equals"4E . See Section 6 for details.

1.3 Related Works and Discussions

Related Works. As mentioned above, prior to our work, PIH was
only known to hold under Gap-ETH [16, 26]. The techniques there
do not apply here since their proofs rely on an inherent gap from
the assumption, which ETH does not have.

Using a di�erent approach, Lin, Ren, Sun, and Wang [54, 56]
proposed to prove PIH via a strong lower bound for constant-gap
:-Cliqe. This is reminiscent of [8], where the NP-hardness of
constant-gap Cliqe leads to a free-bit PCP. However, the construc-
tion in [8] does not apply in the parameterized setting since the
proof length will be too long. In addition, the framework of [56]
only designs a weaker variant of PCPP, which can only locally test
the validity of a single constraint rather than the conjunction of all
constraints. Moreover, the boosting from weak PCPPs to standard
PCPPs seems to meet an information-theoretic barrier from locally
decodable codes. In contrast, we successfully design PCPPs for spe-
cial CSPs in this work, which is based on a key observation that
CSPs remain ETH-hard even when the variables are vector-valued
and the constraints are either parallel or linear.

Furthermore, a recent work by Guruswami, Ren, and Sandeep
[41] established a weaker version of PIH called Baby PIH, under
W[1] b FPT. However, they also gave a counterexample to show
that the basic direct product approach underlying their reduction
is not strong enough to establish PIH.

Future Directions. First, starting from PIH and by our work, many
previous parameterized hardness of approximation results can now
be based on ETH (see Corollary 1.4 and Corollary 1.6 as repre-
sentatives). However, there are still many basic problems whose
parameterized inapproximability remains unknown, e.g., Max :-
Coverage and :-Balanced Bicliqe [16, 32].

Can we discover more ETH-based parameterized inapproxima-
bility results? Since there is already a gap in PIH, we expect that
reducing PIH to other parameterized problems would be easier than
reducing directly from gap-free 3SAT.

Seond, we have presented a gap-producing reduction from ETH
to PIH. It is natural to ask whether we can prove PIH under the
minimal hypothesisW[1] b FPT.

Our paper constructs an FPT reduction from vector-valued CSPs
to gap CSPs. In light of this, all we need is to establish the W[1]-
hardness for the exact version of vector-valued CSPs. We remark
that our vector-valued CSP instances are closely related to anM[1]-
complete problem Mini-3SAT [33] where M[1] is an intermediate
complexity class between FPT and W[1]. Thus, unless M[1] =

W[1], our proof may not be directly generalized to prove PIH under
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W[1] b FPT. We refer interested readers to [19] for a detailed
discussion of these complexity classes and hierarchies.

Paper Organization. In Section 2, we de�ne necessary notation
and introduce useful tools from the literature. Then, the paper is
organized in a modular manner. First, in Section 3, we present
the proof of our main result with the proofs of technical lemmas
deferred to later sections. Then, in Section 4, we show how to
obtain a vector-valued CSP instance with desired structures from
3SAT as needed in Section 3. Next, in Section 5, we design the
probabilistic veri�er for parallel constraints in the CSP instance,
another building block needed in Section 3. Finally, in Section 6,
we give the probabilistic veri�er for linear constraints in the CSP
instance, the last missing piece of Section 3.

Due to space limitations, we relegate the detailed proof into the
full version [39].

2 PRELIMINARIES

For a positive integer =, we use [=] to denote the set {1, 2, . . . , =}.
We use log to denote the logarithm with base 2. For an event E,
we use 1E as the indicator function. For disjoint sets ( and ) , we
use ( ¤*) to denote their union while emphasizing ( +) = '. For a
prime power @ = ?C where ? is a prime and C g 1 is an integer, we
use F@ to denote the �nite �eld of order ?C and characteristic ? .

We use superscript ¦ to denote vector and matrix transpose. For
two vectors D, E * F3 , we use ïD, Eï to denote their inner product
which equals D¦E (or E¦D). For two matrices �, � * F3×3 , we use
ï�, �ï = ∑

8, 9*[3 ] �8, 9�8, 9 to denote their inner product.
Throughout the paper, we use $ (·),�(·),«(·) to hide absolute

constants that do not depend on any other parameter.

2.1 (Parameterized) Constraint Satisfaction
Problems

CSP. In this paper, we only focus on constraint satisfaction prob-
lems (CSPs) of arity two. Formally, a CSP instance� is a quadruple
(+ , �, £, {£4 }4*� ), where:

" + is for the set of variables.
" � is for the set of constraints. Each constraint 4 = {D4 , E4 } *
� has two distinct variables D4 , E4 * + .
The constraint graph is the undirected graph on vertices +
and edges �. Note that we allowmultiple constraints between
a same pair of variables and thus the constraint graph may
have parallel edges.

" £ is for the alphabet of each variable in + . For convenience,
we sometimes have di�erent alphabets for di�erent variables
and we will view them as a subset of a grand alphabet £with
some natural embedding.

" {£4 }4*� is the set of constraint validity functions. Given
a constraint 4 * �, the validity function £4 (·, ·) : £ × £ ³
{0, 1} checks whether the constraint 4 between D4 and E4 is
satis�ed.

We use |� | = ( |+ | + |� |) · |£| to denote the size of a CSP instance� .

Assignment and Satis�ability Value. An assignment is a function
f : + ³ £ that assigns each variable a value in the alphabet. We use
val(�, f) = 1

|� |
∑
4*� £4 (f (D4 ), f (E4 )) to denote the satis�ability

value for an assignment f . The satis�ability value for� is val(�) =
maxf : +³£ val(�, f). We say that an assignment f is a solution to
a CSP instance � if val(�, f) = 1, and � is satis�able i� � has a
solution. When the context is clear, we omit f in the description of
a constraint, i.e., £4 (D4 , E4 ) stands for £(f (D4 ), f (E4 )).

Y-Gap :-CSP. We mainly focus on the gap version of the param-
eterized CSP problem. Formally, an Y-Gap :-CSP problem needs to
decide whether a given CSP instance (�, |+ |) with |+ | = : satis�es
val(�) = 1 or val(�) < 1 2 Y.

We refer to [35] for the backgrounds on �xed parameter tractabil-
ity and FPT reductions. In this paper, for convenience, we use the
following variant due to the sparsi�cation lemma [43] and Tovey’s
reduction [64], which gives 3SAT additional structure.

Hypothesis 2.1 (ETH). No algorithm can decide 3SAT within

runtime 2> (=) , where each variable is contained in at most four clauses

and each clause contains exactly three distinct variables.5

2.2 Parallel Walsh-Hadamard Code

As mentioned in Subsection 1.2, the key step to bypass the obstacle
in previous constructions is vectorization and parallel encoding
of an error correcting code. In this paper, we only consider the
parallelization of the famous Walsh-Hadamard code, a classic error
correcting code that is locally testable and correctable.

De�nition 2.2 (Parallel Walsh-Hadamard Code). Let F be a �nite
�eld and (01, 02, . . . , 0: ) * (F3 ): be a tuple of : vectors in F3 . We
view it as a matrix � = (01, 02, . . . , 0: ) * F3×: where the 8-th
column is the vector 08 .

The parallel Walsh-Hadamard encoding PWH(�) of � is a code-
word indexed by F: where each entry is a vector in F3 . Alternatively,
PWH(�) is a function mapping F: to F3 that enumerates linear com-
binations of the column vectors of �. Formally, for each 1 * F: , we
have PWH(�) [1] = �1.

Note that the parallel Walsh-Hadamard code is also known as
interleaved Hadamard code and linear transformation code [25, 36].

When 3 = 1, the parallel Walsh-Hadamard code coincides with
the standard Walsh-Hadamard code. It is clear that PWH has the
relative distance X = 1 2 1

|F | , which is at least 1
2 since |F| g 2.

Local Testability and Correctability. Fix a wordF * (F3 )F: and
treat it as a map from F: to F3 . To test whether F is close to a
codeword of PWH, we perform the famous BLR test [12], which
samples uniformly random 0, 1 * F: and accept ifF [0] +F [1] =
F [0 + 1] by three queries toF . The following theorem establishes
the soundness of this test.

Theorem 2.3. If Pr0,1*F: [F [0] +F [1] = F [0 + 1]] g 12Y, then
�(G, Im(PWH)) f 6Y.

AssumeF is [-close to an actual codewordF7 of PWH. To obtain
the value ofF7 [G] for some G * F: , we can draw a uniform 0 * F:
and computeF [G + 0] 2F [0] by two queries. The following fact
concerns the soundness of this procedure.

Fact 2.4. IfF is [-close to someF7 * Im(PWH), then
Pr

0*F:
[
F [G + 0] 2F [0] = F7 [G]

]
g 1 2 2[.

5We say a variable G is contained in a clause� if the literal G or ¬G appears in� .
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2.3 Probabilistic Checkable Proofs with
Proximity

Probabilistic Checkable Proofs of Proximity (PCPP, also known as
assignment testers) [9, 27] are essential gadgets when proving the
PCP theorem [5, 7, 23]. There, the gadget is used to verify whether
a set of Boolean variables is close to a solution of a formula given
by a circuit.

In this paper, we reformulate PCPP under the parameterized
regime. Our reformulation is compatible with the parallel encoding.
To conveniently combine di�erent PCPPs, we specialize PCPPs into
their PWH-based constructions.6 Formally, we de�ne the following
parallel probabilistic checkable proofs with proximity (PPCPP).

De�nition 2.5 ((@, X, Y, 5 , 6)-PPCPPs). Let 5 and 6 be two com-
putable functions. Given a �nite �eld F and a CSP instance � =

(+ , �, £, {£4 }4*� ) where £ = F
3 . Its (@, X, Y, 5 , 6)-PPCPP is a ran-

domized veri�er� with the following work�ow: Recall that : = |+ |
is the parameter of the CSP instance � .

" � takes as input two blocks of proofs c1 ç c2 with alphabet
F
3 , where:

– c1 has length |F|: with entries indexed by vectors in F: ,
which is supposed to be the parallel Walsh-Hadamard
encoding of some assignment to + .

– c2 has length at most 5 (:). It is an auxiliary proof enabling
an e�cient veri�cation procedure.

" � chooses a uniform A * ['�], where '� is at most 6(:),
queries at most @ positions in c1 çc2 based on A , and decides
to accept or reject the proof after getting the query result.

" The list of queries made by � can be generated in time at
most ℎ(:) · |� |$ (1) for some computable function ℎ.

The veri�er � has the following properties.

" Completeness. For every solution f of � , there exists a c2
such that Pr[� accepts PWH(f) ç c2] = 1, where we treat an
assignment f : + ³ F3 as a vector in (F3 ) |+ | .

" Soundness. If Pr[� accepts c1 ç c2] g 1 2 Y, there exists
some solution f of � such that �(c1, PWH(f)) f X .

Intuitively, PPCPPs check whether c1 is close to the Walsh-
Hadamard encoding of some solution of � . Like the traditional
PCPP, parallel PCPPs are also tightly connected with CSPs. The
following standard reduction establishes the connection.

De�nition 2.6. Given a (@, X, Y, 5 , 6)-PPCPP veri�er � for a CSP
� = (+ , �, £, {£4 }4*� ) with £ = F

3 , we de�ne a CSP instance� 2
=

(+ 2, �2, £2, {£2
4 }4*�2 ), where + 2

= + 2
1
¤*+ 2

2
¤*+ 2

3 and £
2
= (F3 )@ , by

the following steps:
" First, for 8 = 1, 2, we treat each position of c8 as a single variable

in + 2
8 with alphabet F3 . Note that |+ 2

1 | = |F|: and |+ 2
2 | f 5 (:).

" Then, for each randomness A * ['�], let (A be the set of query
positions over c1 çc2 under randomness A ; and we add a supernode
IA to + 2

3 whose alphabet is (F3 ) |(A | , i.e., all possible con�gurations
of the query result. Note that |+ 2

3 | f 6(:).
" Finally, we add constraints between IA and every query po-

sition 8 * (A . The constraint checks whether IA is an accepting
con�guration, and the assignment of the position 8 is consistent
with the assignment of IA .

6The choice of encoding is typically abstracted out in standard de�nitions of PCPPs.

By construction, we can see that the completeness and soundness
are preserved up to a factor of @ under this reduction, where the
loss comes from the construction where we split @ queries into
@ consistency checks. In addition, since |c1 ç c2 | f |F|: + 5 (:),
'� f 6(:), and the list of queries made by � can be generated in
time ℎ(:) · |� |$ (1) , the reduction from � to � 2 is a FPT reduction.

Fact 2.7. The reduction described in De�nition 2.6 is an FPT re-

duction. Recall that : = |+ | is the parameter of � and £ = F
3 is the

alphabet of � . We have the following properties for � 2:

" Alphabet. The alphabet of � 2 is £2 = F3 ·@ .
" Parameter Blowup. The parameter of � 2 is |+ 2 | f |F|: +
5 (:) + 6(:).

" Completeness. For every solution f of� , there exists a solution

f2 of � 2 assigning PWH(f) to + 2
1 .

" Soundness. For any assignment f2 satisfying 1 2 Y
@ fraction

of the constraints in� 2, there exists a solution f of� such that

�(f2 (+ 2
1 ), PWH(f)) f X .

3 PROOF OF THE MAIN THEOREM

In this section, we prove the following quantitative version of our
main theorem (Theorem 1.2).

Theorem 3.1. Assuming ETH, no algorithm can decide 1
9600 -Gap

:-CSP in 5 (:) · => (
:
log log: ) time for any computable function 5 .

As a byproduct of the quantitative analysis, we also have the fol-
lowing PCP-style theorem, which can be viewed as a parameterized
PCP theorem.

Theorem 3.2. For any integer : g 1, 3SAT has a PCP which

" can be constructed in time 5 (:) · |£|$ (1) for some computable

function 5 ,

" makes two queries on a proof of length 22
$ (:2 )

and alphabet

size |£| = 2$ (=/: ) ,
" has perfect completeness and soundness 1 2 1

9600 .

Our proof relies on an intermediate structured CSP, termed
Vector-Valued CSPs (VecCSP for short).

De�nition 3.3 (Vector-Valued CSP). A CSP instance� = (+ , �, £,
{£4 }4*� ) is a VecCSP if the following additional properties hold.

" £ = F
3 is a 3-dimensional vector space over a �nite �eld F

with characteristic 2.
" For each constraint 4 = {D, E} * � where D = (D1, D2, . . . , D3 )
and E = (E1, E2, . . . , E3 ), the constraint validity function £4

is classi�ed as one of the following forms in order7:
– Linear. There exists a matrix8 "4 * F3×3 such that
£4 (D, E) = 1D="4 E .

– Parallel. There exists a sub-constraint £BD1
4 : F × F³

{0, 1} and a subset of coordinates &4 ¦ [3] such that £4

checks £BD1
4 for every coordinate in &4 , i.e., £4 (D, E) =∧

8*&4
£
BD1
4 (D8 , E8 ) .

" Each variable is related to at most one parallel constraint.

7A constraint can be both linear and parallel (e.g., equality constraint). In this case, we
classify it as linear instead of parallel, consistent with the order de�ned here.
8In the instance reduced from 3SAT,"4 is always a permutation matrix.
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Our reduction is accomplished by combining two separate sub-
reductions. First, in Subsection 3.1, we provide a reduction from
3SAT to VecCSPs. Second, in Subsection 3.2, we provide another
reduction from VecCSPs to parameterized CSPs of constant gap.
Finally, we can prove Theorem 3.1 and Theorem 3.2 by combining
the two steps above.

3.1 Reduction from 3SAT to VecCSPs

In this step, we reduce 3SAT to VecCSPs. By Hypothesis 2.1, we
may assume 3SAT has some additional structure.

Theorem 3.4 (Proved in Section 4). There is a reduction algo-

rithm such that the following holds. For any positive integer ℓ and

given as input a SAT formula i of = variables and< clauses, where

each variable is contained in at most four clauses and each clause con-

tains exactly three distinct variables, the reduction algorithm produces

a VecCSP instance � = (+ , �, £, {£4 }4*� ) where:
(S1) Variables and Constraints. |+ | = 48ℓ2 and |� | = 72ℓ2.

(S2) Runtime. The reduction runs in time ℓ$ (1) · 2$ (=/ℓ ) .
(S3) Alphabet. £ = F

3
8 where 3 = max {+</ℓ+ , +=/ℓ+}.

(S4) Completeness and Soundness. � is satis�able i� i is satis�-

able.

3.2 Reduction from VecCSPs to Gap CSPs

Now we present our gap-producing reduction from VecCSPs to
instances of Y-Gap :-CSP.

Theorem 3.5. Fix an absolute constant Y7 =
1

9600 . There is a

reduction algorithm such that the following holds. Given as input a

VecCSP instance � = (+ , �, £ = F
3 , {£4 }4*� ) where

" : = |+ | is the parameter of � ,

" |F| = 2C f ℎ(:) for some computable function ℎ,

" |� | f <(:)9 for some computable function< with<(:) g 1,

the reduction algorithm produces a CSP instance �7
= (+ 7, �7, £7 =

F
43 , {£7

4 }4*�7 ) where:
" FPT reduction. The reduction from � to �7 is an FPT reduc-

tion.

" Parameter. The parameter of �7 is |+ 7 | f 22
: ·< (: ) · |F |$ (1)

.

" Completeness. If � is satis�able, then �7 is satis�able.
" Soundness. If � is not satis�able, then val(�7) < 1 2 Y7.

Below, we present our reduction and proof for Theorem 3.5. Fix
a VecCSP instance� = (+ , �, £, {£4 }4*� ) satisfying the conditions
in Theorem 3.5. Our reduction is achieved in three steps.

3.2.1 Step a: Instance Spli�ing. Recall that � has two kinds of
constraints: linear and parallel constraints. In this step, we par-
tition the constraint set � into two parts �! ¤*�% , where �! and
�% consist of all linear and parallel constraints of �, and de�ne
�! = (+ , �!, £, {£4 }4*�! ) and �% = (+ , �% , £, {£4 }4*�% ) as the
sub-CSP instance where the constraint set is �! and �% , respectively.
Note that �! and �% are still VecCSPs with the same parameter
: = |+ |. Furthermore, we have the simple observation as follows.

Fact 3.6. For every assignment f over + , f is a solution of � if

and only if it is the solution of both �! and �% .

9Note that we allow multiple constraints between a same pair of variables. Hence in
general |� | may not be bounded by a function of : .

3.2.2 Step b: Designing Parallel PCPPs for Sub-Instances. In this
step, we construct PPCPP veri�ers �! and �% in FPT time to test
whether all constraints in�! and�% are satis�ed, respectively. We
�rst handle parallel constraints and obtain �% .

Proposition 3.7 (PPCPP for Parallel Constraints. Proved

in Section 5). Let ℎ be a computable function. Let � be a VecCSP

instance with : variables where (1) the alphabet is F3 and |F| = 2C f
ℎ(:), and (2) all constraints are parallel constraints. Then for every Y *
(0, 1

800 ), there is a (4, 48Y, Y, 5 (:) = 22
: · |F |$ (1)

, 6(:) = 22
: · |F |$ (1) )-

PPCPP veri�er for � , where 5 (:) is the length of the auxiliary proof,

and 6(:) is the number of random choices.

Recall that the alphabet of� is F3 where |F| = 2C , and�% consists
of parallel constraints of � only. Thus, by plugging Y = 1

1200 into

the proposition above, we can obtain a (@% = 4, X% =
1
25 , Y% =

1
1200 , 5% (:) = 22

: · |F |$ (1)
, 6% (:) = 22

: · |F |$ (1) )-PPCPP veri�er �%

for �% . Now, we turn to linear constraints and obtain �! .

Proposition 3.8 (PPCPP for Linear Constraints. Proved in

Section 6). Let ℎ and< be two computable functions. Let � be a

VecCSP instance with : variables where (1) the alphabet is F3 and

|F| f ℎ(:), (2) all constraints are linear constraints, and (3) there

are at most<(:) constraints. Then for every Y *
(
0, 1

400

)
, there is a

(4, 24Y, Y, 5 (:) = |F|: ·< (: ) , 6(:) = |F|8: ·< (: ) )-PPCPP veri�er for � .

By plugging Y = 1
600 into the proposition above, we can derive a

(@! = 4, X! =
1
25 , Y! =

1
600 , 5! (:) = |F|: ·< (: ) , 6! (:) = |F|8: ·< (: ) )-

PPCPP veri�er �! for �! .
Now, we combine �! and �% into a single PPCPP � for the

general VecCSP � from Theorem 3.5. � executes �! and �% as in
a black-box way where � takes c1 ç c! ç c% as a proof and with
equal probability, � invokes �! with proof c1 ç c! or invokes �%

with proof c1 ç c% .
Intuitively, c1 serves as a uni�ed encoding of a solution of �

via the parallel Walsh-Hadamard code PWH, and c! and c% are
auxiliary proofs to convince �! and �% respectively. The following
proposition shows that � is a PPCPP that e�ciently checks all the
constraints in � .

Proposition 3.9 (Combined PCPP). Given a VecCSP instance�

satisfying the preconditions in Theorem 3.5, the veri�er � described

above is a (@ = 4, X =
1
25 , Y =

1
2400 , 5 (:) = 22

: ·< (: ) · |F |$ (1)
, 6(:) =

22
: ·< (: ) · |F |$ (1) )-PPCPP veri�er for � .

3.2.3 Step c: Reducing Parallel PCPPs to Gap CSPs. Finally, we
complete the proof of Theorem 3.5 by converting the veri�er �
into a constant-gap parameterized CSP �7. In detail, set �7

=

(+ 7, �7, £7, {£7
4 }4*�7 ) to be the CSP instance obtained by applying

the reduction in De�nition 2.6 on the veri�er �. Then the claimed
runtime of the reduction, as well as the alphabet size, complete-
ness and soundness of �7, follow immediately from combining
Proposition 3.9 and Fact 2.7. Putting everything together, we can
prove Theorem 3.1 and Theorem 3.2 by combining Theorem 3.4
and Theorem 3.5.

4 FROM 3SAT TO VECTOR-VALUED CSP

This section is devoted to the proof of Theorem 3.4 which shows
how to obtain a VecCSP from a 3SAT instance.
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Fix i and ℓ from Theorem 3.4. For each variable, we �x an arbi-
trary order of its (at most four) appearances in clauses. The order
is used to construct parallel constraints.

We partition< clauses of i into C1, . . . , Cℓ where each C8 con-
tains at most +</ℓ+ clauses. Similarly we partition = variables
of i into V1, . . . ,Vℓ where each V8 contains at most +=/ℓ+ vari-
ables. For each clause � * C1 ¤* · · · ¤*Cℓ , we identify F8 = {0, 1}3
as the set of partial assignments to the clause � , For each vari-
able G * V1 ¤* · · · ¤*Vℓ , we also treat its assignment * {0, 1} as an
element of F8.

Now we de�ne six tests as sub-constraints to be used later. For
9 * [3] and 1 * {0, 1}, we de�ne £ 9,1 : F8×F8 ³ {0, 1} that checks:
(1) the variable assignment is binary, (2) the clause assignment is
satisfying, and (3) the clause assignment and variable assignment
are consistent.

Vertices and Alphabets. We �rst de�ne the vertices and the al-
phabet of � . In detail, for each ? * [ℓ], @ * [ℓ], 9 * [3], B *
[4], 1 * {0, 1}, we put into + a vertex I?,@,9,B,1 with alphabet F

| C? |
8 ,

and a vertex F?,@,9,B,1 with alphabet F
|V@ |
8 . Intuitively, each vec-

tor entry of I?,@,9,B,1 corresponds to the assignment of a clause
* C? , and each vector entry of F?,@,9,B,1 corresponds to the as-
signment of a variable * V@ . Thus, we index entries of I?,@,9,B,1
by clauses in C? and entries ofF?,@,9,B,1 by variables inV@ . Since
3 = max{+</ℓ+, +=/ℓ+} = max{|C? |, |V@ |}, some entries may be
left unused.

At a high level, the vertices I?,@,9,B,1 andF?,@,9,B,1 are duplicates
of assignments to C? and V@ respectively. Note that since we as-
sume that every variable in i is contained in at most four clauses,
we can safely restrict the range of B to be [4].

Constraints. Below, we describe the constraints in the VecCSP
� . At the beginning, we add parallel constraint between I?,@,9,B,1
andF?,@,9,B,1 . For simplicity, in this paragraph, we use Z to denote
a choice of ? * [ℓ], @ * [ℓ], 9 * [3], B * [4]. Below, we enumerate
every Z * [ℓ] × [ℓ] × [3] × [4] and 1 * {0, 1}. We �rst de�ne )Z ,0
(and )Z ,1) as all pairs (�, G) * C? ×V@ where the B-th appearance
of variable G is the 9-th literal in clause � as G (and ¬G , resp.).

Then, for every (�, G) * )Z ,1 , we put a sub-constraint £ 9,1 ( 9 is
encapsulated in Z = (?, @, 9, B)) between the �-th entry of IZ ,1 and
the G-th entry of FZ ,1 , which checks whether the assignment of
literals in � is consistent with the assignment of G . Observe that
between entries of IZ ,1 and FZ ,1 , we only put the sub-constraint
£ 9,1 . In addition, )Z ,1 forms a (not necessarily perfect) matching
over C? ×V@ ¦ [3] × [3] as any two distinct (�, G), (�2, G 2) * )Z ,1
satisfy � b �2 and G b G 2. Thus, we can rearrange entries of
FZ ,1 so that the sub-constraints between IZ ,1 andFZ ,1 is parallel.
We use ^Z ,1 : [3] ³ [3] to denote the permutation applied in the
rearrangement, i.e., ^Z ,1 (�) = G for all (�, G) * )Z ,1 . Speci�cally,
FZ ,1 is rearranged in such a way that its new �-th entry takes the
value of its old ^Z ,1 (�)-th entry.

Finally, we remark that each variableFZ ,1 only need to be rear-
ranged once according to ^Z ,1 . Thus, the constraint between IZ ,1
andFZ ,1 is well-de�ned.

After adding constraints for “clause-variable” consistency, we
need to further establish consistency check to ensure I?,·,·,·,· corre-
sponds to the same assignment over C? . Similarly, we also need a

consistency check to ensure thatF ·,@,·,·,· corresponds to the same
assignment forV@ . Thus, we need constraints as follows.

First, for each ? * [ℓ], we connect {I?,@,9,B,1 : @ * [ℓ], 9 * [3], B *
[4], 1 * {0, 1}} in the constraint graph � by an arbitrary cycle, for
every two vertices Î = I?,@,9,B,1 and Ĩ = I?,@2, 9 2,12,B2 connected in
the cycle of C? , we impose the linear constraint that 1Î=Ĩ , which is
a linear constraint.

Next, similarly, for each @ * [ℓ], we also connect {F?,@,9,B,1 :

? * [ℓ], 9 * [3], B * [4], 1 * {0, 1}} in the constraint graph �

by an arbitrary cycle. Note that we have rearragned F?,@,9,B,1 by
the permutation ^?,@,9,B,1 to ensure the constraint between I and
F is parallel. Thus, we add the permutated equality between two
connected vertices F̂ and F̃ in the cycle. In detail, we impose the
linear constraint that 1F̂="F̂,F̃ F̃ where "F̂,F̃ * {0, 1}3×3 is the

permutation matrix of the permutation ^F̂ ç ^21
F̃

, which is also a
linear constraint.

5 PARALLEL PCPPS FOR VECTOR-VALUED
CSPS WITH PARALLEL CONSTRAINTS

This section is devoted to proving Proposition 3.7. The construction
of PPCPP in this section is a generalization of an assignment tester
used in the proof of the classic exponential length PCP showing
result NP ¦ PCP[poly(=),$ (1)] [6].

5.1 An Exposition of the�adeq Problem

In the following, we give a brief exposition of�adeq for referenc-
ing purpose in our actual construction.

De�nition 5.1 (�adeq). An instance � of the �adeq problem
consists of @ quadratic equations on 2 binary variables, written
concisely as �1, . . . , �@ * F2×22 and 11, . . . , 1@ * F2. The goal of the
�adeq problem is to decide whether there exists a solutionD * F22
such that D¦�8D = 18 holds for all 8 * [@].

The bene�t of using the �adeq problem is that any Boolean
circuit satis�ability problem can be e�ciently reduced to�adeq

by introducing dummy variables. The�adeq problem also admits
a constant-query PCPP based on the Walsh-Hadamard Code. We
refer to [5] for details.

5.2 The Parallel�adeq Problem

We will generalize the PCP veri�er for �adeq to the parallel
setting to prove Proposition 3.7. To this end, we �rst need to convert
the parallel constraints into the�adeq form. Here, we will have
parallel �adeq since the alphabet of VecCSP is a vector space of
3 coordinates.

Recall that we are given a VecCSP instance� from Proposition 3.7
with : variables and alphabet F3 , where |F| = 2C and all constraints
are parallel constraints. We use + = {G1, . . . , G: } to denote the
variables in � , and use � = {41, . . . , 4<} to denote the constraints
in � . Recall the de�nition of VecCSP (De�nition 3.3). We know
that each variable is related with at most one parallel constraint,
which implies< f :/2. By rearranging, we assume without loss of
generality that 4ℓ connects G2ℓ21 and G2ℓ for each ℓ * [<]. We also
recall that a parallel constraint 4ℓ checks a speci�c sub-constraint
£ℓ : F × F³ {0, 1} on all coordinates in &ℓ ¦ [3] simultaneously
between G2ℓ21 and G2ℓ .
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We will need the following additional notations:

" Let j : F³ FC2 be a one-to-one map that �attens elements
in F into C bits. The map j preserves the addition operator,
i.e., j (0) + j (1) = j (0 + 1).

" For each sub-constraint £ℓ : F× F³ {0, 1}, de�ne £ℓ : F
C
2 ×

F
C
2 ³ {0, 1} by setting £ℓ (0, 1) = £4 (j21 (0), j21 (1)) for

all 0, 1 * FC2. In other words, we map sub-constraints with
�eld inputs to sub-constraints with binary bits as input.
Note that we can represent each £ℓ as a Boolean circuit of
size 2$ (C ) in time 2$ (C ) .

" For each 9 * [3], we de�ne ^ ( 9) = {ℓ * [<] : 9 * &ℓ } as the
set of sub-constraints applied on the 9-th coordinate.

" For each ( ¦ [<], we build a Boolean circuit C( to compute
the conjunction of the sub-constraints £ℓ for ℓ * ( .
Formally, C( is the Boolean function mapping F: ·C2 to {0, 1}
such that

C( (~1, . . . , ~: ) =
∧

ℓ *(
£ℓ (~2ℓ21, ~2ℓ ) =

∧

ℓ *(
£ℓ

(
j21 (~2ℓ21 ), j21 (~2ℓ )

)
,

where each ~8 * FC2 is the binary representation of a coordi-
nate of the original G8 via additive isomorphism j .
By adding dummy gates, we assume each C( has exactly 2 =
: · 2$ (C )

= : · |F|$ (1) gates, since the circuit representation
of each £ℓ has size 2$ (C ) . In addition, by rearranging indices,
we assume the �rst : · C gates are input gates corresponding
to (~1, . . . , ~: ). The construction of each C( can also be done
in time : · |F|$ (1) .

We remark that the reason why we convert F into binary bits is
that �adeq can only handle binary circuits and sticking with
F will require equation systems of higher degree to preserve the
satis�ability, which complicates the analysis.

Now the satis�ability of the VecCSP instance � is equivalent
to the satis�ability of the Boolean circuits C( ’s. This is formalized
in Claim 5.2. For convenience, for each assignment f : + ³ F

3

of � and each coordinate 9 * [3], we de�ne f 9 : + ³ F as the
sub-assignment of f on the 9-th coordinate of all variables in + .
Note that f and f 9 can be equivalently viewed as vectors in (F3 ):
and F: respectively.

Claim 5.2. Let f : + ³ F
3 be an assignment of + . Then f is a

solution of � i� Ĉ ( 9 ) (~
9
1, . . . , ~

9

:
) = 1 holds for every 9 * [3],

where each ~ 98 = j (f 9 (G8 )) is the binary representation of f 9 (G8 ).
At this point, we appeal to the�adeq problem to further en-

code the satis�ability of each C( as the satis�ability of a quadratic
equation system, which is formalized in Claim 5.3.

Claim 5.3. Let f be an assignment of + . Recall that f 9 is the sub-
assignment off on the 9-th coordinate. Let (�(,1, . . . , �(,@, 1(,1, . . . ,

1(,@) be the�adeq instance �( for C( .
Then f is a solution of � i� (D 9 )¦�^ ( 9 ),8D

9
= 1^ ( 9 ),8 holds for

all 9 * [3] and 8 * [@], where each D 9 * F22 is some vector with the

�rst : · C bits equal to f 9 .
Moreover, D 9 represents the values of gates in Ĉ ( 9 ) given as

input the �rst : · C bits of D 9 .

We remark that the computation so far is very e�cient and runs
in FPT time since |F| f ℎ(:).

5.3 Parallel PCPPs for Parallel�adeq

In light of Claim 5.3, we now aim to generalize the PCP veri�er
of �adeq to the parallel setting to verify the computation on 3

coordinates simultaneously. The key observation is that, there are
only 2< = 2$ (: ) many di�erent �adeq instances in Claim 5.3
since < f :/2. Thus, by tensoring up the proofs for di�erent
instances, we can access di�erent positions in di�erent proofs at
the same time while still in FPT time.

Recall that for every 9 * [3], the set ^ ( 9) ¦ [<] is the set of sub-
constraints applied on the 9-th coordinate. We abuse the notation to
view each ( ¦ [<] as an integer in [2<] by some natural bijection.
For each ( * [2<], we recall that (�(,1, . . . , �(,@, 1(,1, . . . , 1(,@) is
the �adeq instance �( (see Claim 5.3) reduced from circuit C(
(see Claim 5.2). We also recall that f 9 (G8 ) * F is the 9-th entry of
f (G8 ) * F3 . For clarity, we use PWH2 to denote the parallel Walsh-
Hadamard encoding with �eld F2 and reserve PWH for the parallel
Walsh-Hadamard encoding with �eld F.

The veri�er � is de�ned as follows.

Input of �. The veri�er � takes as input c1 ç c2, where:
" c1 has length |F|: and alphabet F3 .
It is supposed to be PWH(f) for an assignment f to the vari-
ables of � .

" c2 consists of two parts: a 22
< ·2 -length string g1 with alpha-

bet F32 and a 22
< ·22 -length string g2 with alphabet F32 .

g1 and g2 are supposed to be PWH2 (D) and PWH2 (F) for some

D * (F32 )
2< ·2 and F * (F32 )

2< ·22 constructed as follows:

for each 9 * [3], we use D 9 * F22,F
9 * F2×22 to denote

the proof10 that the binary representations of f 9 satisfy the
circuit Ĉ ( 9 ) . For D (resp.,F ), we place D 9 (resp.,F 9 ) on the

9-th coordinate and at the ^ ( 9)-th length-2 (resp., length-22)
part, and leave all remaining parts zero.

We remark that the alphabet of the veri�er � here has di�erent
alphabets (F3 and F32 ) for c1 and c2. This is convenient for stating
the tests and the analysis. To make it consistent with the de�nition
of PPCPP (De�nition 2.5), we can simply perform a black-box re-
duction that equips c2 with alphabet F3 as well but rejects if any
query result during the test is not from {0, 1}3 � F32 .

Veri�cation Procedure of �. The veri�er � selects one of the fol-
lowing eight tests with equal probability. For ease of understanding,
we group the tests according to their functions.

(P1) Pick uniformly random U, V * F: and check if c1 [U] +
c1 [V] = c1 [U + V] with three queries.

(P2) Pick uniformly random U, V * F2< ·2
2 and check if g1 [U] +

g1 [V] = g1 [U + V] with three queries.

(P3) Pick uniformly random U, V * F2< ·22
2 and check if g2 [U] +

g2 [V] = g2 [U + V] with three queries. These three tests ensure
that c1, g1, g2 are close to PWH(f), PWH2 (D) and PWH2 (F) for some

f * (F3 ): , D * (F32 )
2< ·2 andF * (F32 )

2< ·22 .
(P4) Take a random subset) of [2<], generate a random U8 * F22

for each 8 * ) and set U8 = 0 for each 8 + ) . Then pick uniformly
random V1, . . . , V2< * F22 and obtain E := g1 [V1, . . . , V2< ] + g1 [U1 +
10Technically this proof is for�adeq instance �̂ ( 9 ) . But due to Claim 5.3, we view it

as a proof for the satis�ability of Ĉ ( 9 ) . In fact, D 9 is the values of gates in Ĉ ( 9 ) and
F 9

= D 9 (D 9 )¦ .
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V1, . . . , U2< + V2< ] by two queries. Reject if for some 9 * [3], we
have ^ ( 9) + ) but the 9-th coordinate of E is non-zero.

(P5) Take a random subset ) of [2<], generate a random U8 *
F
2×2
2 for each 8 * ) and set U8 = 0 for each 8 + ) . Then pick uni-

formly random V1, . . . , V2< * F2×22 and obtain E := g2 [V1, . . . , V2< ]+
g2 [U1+V1, . . . , U2< +V2< ] by two queries. Reject if for some 9 * [3],
we have ^ ( 9) + ) but the 9-th coordinate of E is non-zero.

These two tests ensure thatD andF are of the forms we want, i.e.,
for every ( * [2<], the (-th length-2 part (respectively, length-22

part) has non-zero values on the 9-th coordinate only if ^ ( 9) = ( .
(P6) Pick uniformly random A1, . . . , A2< , A 21, . . . , A

2
2< * F22 and

~1, . . . , ~2< * F2×22 , and check whether

g1 [A1, . . . , A2< ] » g1 [A 21, . . . , A 22< ] = g2 [/1 ] + g2 [/2 ] (1)

with four queries, where/1 = ~1, . . . , ~2< ,/2 = ~1+A1A 2¦1 , . . . , ~2<+
A2<A 2¦2< , » is the bit-wise multiplication. This simultaneously per-
forms the Tensor Test of �adeq on all 3 coordinates.

(P7) Pick a random subset � of [@] and uniformly random
V1, . . . , V2< * F2×22 . For each ( * [2<], de�ne U( =

∑
I*� �(,I *

F
2×2
2 . Obtain ~ := g2 [V1, . . . , V2< ] + g2 [U1 + V1, . . . , U2< + V2< ] by

two queries and reject if for some 9 * [3], the 9-th coordinate does
not equal to

∑
I*� 1^ ( 9 ),I . This performs the Constraint Test of

�adeq on all 3 coordinates simultaneously, where on the 9-th
coordinate we check the constraints with respect to Ĉ ( 9 ) .

(P8) Pick a random subset � of [:] and a uniformly random
V * F: . Pick a random linear functionk : FC2 ³ F2 and uniformly

random b1, . . . , b2< * F22. De�ne U * F: to be the indicator vector
of � , i.e., U8 = 1 for 8 * � and U8 = 0 for 8 + � . Let

W = (k (1, 0, . . . , 0),k (0, 1, . . . , 0), . . . ,k (0, 0, . . . , 1)) * FC2 and

[ = (W1, . . . , W:︸      ︷︷      ︸
: of C bits

, 0, . . . , 0
︸  ︷︷  ︸

remaining 22:C bits

) * F22 where W8 =

{
W if 8 * �,

0C otherwise.

Then check if

k ç j (c1 [V ] +c1 [U + V ] ) = g1 [b1, . . . , b2< ] +g1 [[ + b1, . . . , [ + b2< ], (2)

wherek ç j : F³ F2 is applied coordinate-wise. This test checks
if for every 9 * [3], the �rst : · C bits in D 9 equal to the binary
representations of f 9 speci�ed by the isomorphism j .

5.4 Analysis of Parallel PCPPs

In this part, we prove Proposition 3.7 with the following three
lemmas (Lemma 5.4, Lemma 5.5, and Lemma 5.6), which are devoted
to bound the parameters, and show completeness and soundness.

Lemma 5.4 (Parameters). The veri�er� takes as input two proofs

c1 and c2, where c1 has length |F|: and c2 has length at most 5 (:) =
22

: · |F |$ (1)
. � then uses at most 6(:) = 22

: · |F |$ (1)
randomness, and

queries at most four positions of the proofs. Furthermore, the list of

queries made by � can be generated in FPT time.

Lemma 5.5 (Completeness). If � has a solution f : + ³ F
3 ,

then there is a proof c1 ç g1 ç g2 which � accepts with probability 1.

Lemma 5.6 (Soundness). Suppose there is a proof c1 ç g1 ç g2
which� accepts with probability at least 12 Y, then there is a solution

f to � such that �(c1, PWH(f)) f 48Y.

Proposition 3.7 follows fromLemma 5.4, Lemma 5.5 and Lemma 5.6.

6 PARALLEL PCPPS FOR VECTOR-VALUED
CSPS WITH LINEAR CONSTRAINTS

This section is devoted to proving Proposition 3.8.

6.1 Construction of Parallel PCPPs

Fix a VecCSP instance � = (+ , �, £, {£4 }4*� ) from Proposition 3.8.
Recall that : = |+ | and we set< = |� | f <(:). By De�nition 3.3,
since all constraints are linear, for each constraint 4 * � we denote

" its two endpoints by D4 and E4 ,
" the matrix for this linear constraint by"4 * F3×3 ,
" the semantics of this constraint by £4 (D4 , E4 ) = 1D4="4 E4 .

For ease of presentation, we call D4 the head of the constraint 4 ,
and E4 the tail of 4 , respectively.

Our construction of the PPCPP veri�er � is similar to the Walsh-
Hadamard-based one in [9], with an additional introduction of some
subtle auxiliary variables.

Auxiliary Variables. Label variables + by {1, 2, . . . , :} and con-
straints by {1, 2, . . . ,<}. For every ? * + and 4 * �, de�ne an
auxiliary variable I?,4 with alphabet F3 . Given an assignment f (?),
the assignment to I?,4 should equal I?,4 = "4f (?) 11.

Note that we introduce an auxiliary variable for every pair
(?, 4) * + × �, even if 4 is not adjacent to ? . This way, we can
check both the inner constraints I?,4 = "4f (?) and the conjunc-
tion of all linear constraints f (D4 ) = IE4 ,4 with constant queries,
soundness, and proximity.

Below, we describe the details of the PPCPP veri�er � for � .

Input of �. The veri�er � takes as input c1 ç c2, where:
" c1 is indexed by vectors in F: and has alphabet F3 . It is sup-
posed to be PWH(f), the parallel Walsh-Hadamard encoding
of an assignment f to + .

" c2 is indexed by vectors in F:< and has alphabet F3 . It is
supposed to be the parallel Walsh-Hadamard encoding of
the collection {I?,4 }?*+ ,4*� , treated as a vector of (F3 ):< .

Veri�cation Procedure of �. Here is how � veri�es whether c1 is
close to PWH(f) for some solution f of� . With equal probability, �
selects one of the following four tests:

(L1) Pick uniformly random 01, 02 * F: and check c1 [01] +
c1 [02] = c1 [01 + 02] by three queries.

(L2) Pick uniformly random 11, 12 * F:< and check c2 [11] +
c2 [12] = c2 [11 + 12] by three queries.

Intuitively, these two tests ensure that both c1 and c2 are close
to a codeword of PWH.

(L3) Pick uniformly random _ * F: and ` * F< and set W =

(_1`1, _1`2, . . . , _:`<) * F:< . Assume ` is indexed by constraints
4 * � and de�ne matrix "0 =

∑
4*� `4"4 . Note that we can com-

pute"0 e�ciently without any query. Then pick uniformly random
0 * F: , 1 * F:< , query c1 [0], c1 [0 +_], c2 [1], c2 [1 +W], and check
if

c2 [1 + W] 2 c2 [1] = "0 (c1 [0 + _] 2 c1 [0]) . (3)

11Here we abuse the notation and use I?,4 also to denote the value assigned to it.
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Intuitively, this ensures thatc2 encodes the collection {I?,4 }?*+ ,4*�
where all inner constraints I?,4 = "4f (?) are satis�ed.

(L4) Pick uniformly random ` * F< and assume ` is indexed
by constraints 4 * �. De�ne a vector _ * F: by setting _? =∑
4*� : D4=? `4 for ? * + , where we assume that _ is indexed by

vertices ? * + . In other words, _? is the sum of `4 ’s for constraint

4 * � whose head is ? . In addition, de�ne a vector W * F:< , indexed
by a vertex-constraint pair (?, 4) * + × �, by

W?,4 =

{
`4 E4 = ?,

0 otherwise.

In other words, W?,4 stores `4 if the tail of the constraint 4 is vertex
? . Note that the two vectors ` and W can be computed e�ciently
without any query. Then pick uniformly random 0 * F: , 1 * F:< ,
query c1 [0], c1 [0 + _], c2 [1], c2 [1 + W], and check if

c2 [1 + W] 2 c2 [1] = c1 [0 + _] 2 c1 [0] .
Intuitively, this ensures f (D4 ) = IE4 ,4 for every 4 * �.

6.2 Analysis of Parallel PCPPs

In this part, we prove Proposition 3.8 with the following three
lemmas (Lemma 6.1, Lemma 6.2, and Lemma 6.3), which are devoted
to bounding the parameters, and establishing the completeness and
soundness of the veri�er, respectively.

Lemma 6.1 (Parameters). The veri�er� takes as input two proofs

c1 and c2, where c1 has length |F|: and c2 has length 5 (:) = |F|:< .

� then uses at most 6(:) = |F|8:< randomness, and queries at most

four positions of the proofs. Furthermore, the list of queries made by

� can be generated in FPT time.

Lemma 6.2 (Completeness). If there is a solution f : + ³ F3 of

� , then there is a proof c1 ç c2 which � accepts with probability 1.

Lemma 6.3 (Soundness). Suppose there is a proof c1 ç c2 which
� accepts with probability at least 1 2 Y, then there is a solution f to

� such that �(c1, PWH(f)) f 24Y.

Proposition 3.8 immediately follows from the combination of
Lemma 6.1, Lemma 6.2 and Lemma 6.3.
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