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Evidence for ground-state electron capture of “°K
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Potassium-40 is a widespread, naturally occurring isotope whose radioactivity impacts estimated geological
ages spanning billions of years, nuclear structure theory, and subatomic rare-event searches—including those for
dark matter and neutrinoless double-beta decay. The decays of this long-lived isotope must be precisely known
for its use as a geochronometer, and to account for its presence in low-background experiments. There are
several known decay modes for potassium-40, but a predicted electron-capture decay directly to the ground state
of argon-40 has never been observed. The existence of this decay mode impacts several fields, while theoretical
predictions span an order of magnitude. Here we report on the first, successful observation of this rare decay
mode, obtained by the KDK (potassium decay) Collaboration using a novel combination of a low-threshold x-ray
detector surrounded by a tonne-scale, high-efficiency y-ray tagger at Oak Ridge National Laboratory. A blinded
analysis reveals a distinctly nonzero ratio of intensities of ground-state electron-captures (/o) over excited-

state ones (fuce) of Ico /Ies = 0.0095 & 0.0022 = 0.0010 (68% CL), with the null hypothesis rejected at 40
[Stukel et al., Phys. Rev. Lett. 131, 052503 (2023)]. In terms of branching ratio, this unambiguous signal yields

Izco = 0.098% s:tiit 0.023% S:T:S 0.010%, roughly half of the commonly used prediction. This first observation of a
third-forbidden unique electron capture improves our understanding of low-energy backgrounds in dark-matter
searches and has implications for nuclear-structure calculations. For example, a shell-model based theoretical
estimate for the neutrinoless double-beta decay half-life of calcium-48 is increased by a factor of 713. Our
nonzero measurement shifts geochronological ages by up to a percent; implications are illustrated for Earth and
solar system chronologies.

DOI: 10.1103/PhysRevC.108.014327

I. INTRODUCTION an excited state of argon-40 (EC*), and very rarely by g+
decay (see Fig. 1). It is a frequent contaminant in various
particle detectors, and a source of radioactive background in
rare-event searches for dark matter [1-6] and neutrinoless
double-beta decay [7]. Several experiments looking for dark
* distefan @queensu.ca matter are taking draconian steps to purify their Nal detectors
tyavin.itay @gmail.com of K, and/or deploy vetoes to tag the problematic low-energy

Potassium-40 is a common, natural isotope. It decays
mainly by 8~ decay, less frequently by electron capture to
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FIG. 1. “9K decay scheme, with branching ratios and half-life
calculated from our determination of Ico/Igc+ (this work and [14])
and from literature values for 7~ (partial half-life of the B~ decay)
and T* (partial half-life of EC*) [15] (also shown: transition energy
[16], Qgco and O~ [17]).

radiation from “°K electron capture which falls in the expected
dark matter signal region [3,4,6]. This veto method relies on
identification of the high-energy y ray from the de-excitation
of “Ar following an EC* decay. In addition, the long half-
life (slightly over a billion years) of this isotope makes it a
useful geochronometer via the K/Ar and “’Ar /% Ar dating
techniques [8—11]. Finally, the presence of all three modes of
B decay, some of which are extremely rare third-forbidden
unique transitions, make this isotope of particular interest to
nuclear structure theory [7,12,13].

Aside from the branches mentioned previously, an
electron-capture decay directly to the ground state of *CAr
(ECO) has also been predicted by some [9,13,15,18], ignored
or disputed by others [10,11], but never observed. This branch
forms a particularly challenging background in rare-event
searches as there is no high-energy y ray from deexcita-
tion that could be used to tag the low-energy radiation from
the electron capture. Such a background would evade the
veto technique mentioned previously. In addition, this added
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background has been proposed [2] as a way to constrain
the dark-matter interpretation of the longstanding, but con-
troversial, DAMA /LIBRA Collaboration claim for discovery
of dark matter [19]. From the standpoint of geochronology,
the existence of this decay to ground state could mean that
samples are up to tens of millions of years older than com-
monly believed [9]. An empirical frequency of this branch
would also inform calculations in nuclear structure theory,
including those for neutrinoless double-beta-decay half-lives.
The KDK (potassium decay) Collaboration [20] has carried
out the first measurement of EC [14], using a novel detector
configuration [21], as detailed in what follows.

II. DETECTOR AND ANALYSIS

The fully characterized KDK experimental setup [21] con-
sists of a *°K source, a sensitive x-ray silicon drift detector
(SDD) and a near-100% efficient y tagger (the Modular To-
tal Absorption Spectrometer, MTAS [22]), as illustrated in
Fig. 2.

The enriched *°K source was made of KCI [16.1(6)% *°K
abundance in K] thermally deposited over 1 cm diameter onto
a graphite substrate (all uncertainties in this paper correspond
to a 68% confidence level). The ~9 x 10!7 atoms of “°K in the
source have an activity of 16 Bq, equivalent to two bananas
[23], and the source is 5.1(9) um thin to allow the x rays to
escape from it. The source rests directly in front of the SDD
and is centered inside MTAS.

MTAS is a 1 tonne array of Nal scintillators with ~98%
tagging efficiency for the 1.46 MeV y rays of interest
(Table 7 in [21]). Data with the “°K source were acquired
over 44 days. Following offline determination of coincidences
between the SDD and MTAS for three nominal time windows
of (1,2,4) us, SDD pulses were fit and energy calibrations
were performed. To avoid biases during the analysis, the
anticoincident SDD spectrum was blinded from (0.88-1.4)

MTAS Nal Crystal

SDD Detector Insert

N\ SDD Detector and Housing

MTAS Plug

FIG. 2. Schematic displaying the cross-section of MTAS, along with the SDD. The SDD housing is centered in MTAS.
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FIG. 3. “°K coincidence spectrum between the SDD and MTAS.

SDD and MTAS data obtained with the enriched “°K source using

a nominal 2 us coincident window is binned into a 250 x 250 grid
over the displayed energy ranges.

keV (silicon escape peak region) and (2.0-3.8) keV (electron
capture signal region) while cuts and analysis methods were
established.

Over the course of the run, two types of SDD instabilities
appeared: gain drops due to voltage supply failures that were
reset by an operator, and noise bursts attributed to power
fluctuations in the laboratory. Both can be identified in the
SDD energy range below the blinded region; after this cut,
76% of the live time remains. Minor gain drifts in the SDD
were corrected by tracking the coincidence x-ray lines.

Gain drifts of a few percent were also observed in MTAS.
A Kolmogorov-Smirnov test comparing the arrival times of
the open anticoincident and coincident SDD events in the
2-5 keV region returned a p value of 0.63. This implies
both data sets are consistent with the same underlying time
distribution, and is consistent with the tagging efficiency of
MTAS not changing over the run. In addition, before opening
the data set, five time regions with MTAS gain changes were
identified. After opening the data, the full p analysis (detailed
in later sections) was carried out on each of these regions, and
the values were compared. A fit to a single common value
of p yielded a x? of 3.6 for four degrees of freedom, i.e.,
p = 0.45, implying the data are consistent with a constant
tagging efficiency. Consistent results were observed over all
three coincidence windows.

A. Physical phenomena visible in the SDD and MTAS spectra

A coincidence spectrum of the *’K source with a 2 us nom-
inal window can be seen in Fig. 3, which bins events by SDD
and MTAS energies, resulting in various bands and peaks. The
foci are near (3 keV, 1.46 MeV), corresponding to EC* decays
involving x-ray detection in the SDD and complete capture of
the deexcitation y ray in MTAS. Additional features in Fig. 3

4
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Ad hoc background

102E
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Counts / (20 eV)
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FIG. 4. SDD coincidence and anticoincidence spectra. Results of
simultaneous fit to coincident (top) and anticoincident (bottom) SDD
spectra at a 2 us coincidence window. Signal counts are shown in
green. Various fluorescence peaks and an exponential background
model are included. The total minimization has an associated good-
ness of fit of p = 0.4.

involve partial energy depositions of EC* decay products. The
projection of this figure, with nonzero MTAS energy, onto
the SDD energy, is the coincident SDD data spectrum in
Fig. 4.

In addition to the Ar signal, characteristic x rays of Cl, K,
and Ca are seen in the signal region (see Table I for the number
of events, as well as Fig. 2 of [14]). K and Cl atoms are numer-
ous enough in the source to be fluoresced by source S~. Most
B~ -fluoresced events are anticoincident, with a small coinci-
dent contribution primarily from the 8~ which make it into
MTAS. Relative coincident and anticoincident K counts are
consistent with this description. Though Cl is also fluoresced
by 87, Ar x rays (generally from EC*) are energetic enough
to fluoresce Cl, contributing additional coincident events.

The Ar and Ca atoms in the source come from the slow
decay of “°K. There are therefore 9-10 orders of magnitude
fewer Ar and Ca atoms than K or Cl ones in the source.

TABLE 1. Fluorescence counts observed in SDD spectra. Fluo-
rescence may occur via various sources, described in the text, which
affect the coincident sorting of the resulting x-ray detection. The
quoted values are obtained using a 2 us window between the SDD
and MTAS.

Element Coincident counts Anticoincident counts
Cl 3.48(2) x 10° 8.85(5) x 10°
K 2.9(3) x 10? 5.89(7) x 103
Ca 1.0(5) x 10 1.36(5) x 10°
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Based on the limited K fluorescence visible in KDK data,
fluorescence of an Ar or Ca atom caused by something other
than the atom itself is highly negligible.

Interestingly, there is a small contribution of characteris-
tic Ca x rays visible in the anticoincident spectrum. Having
ruled out external fluorescence, a product of the WK — OCa
decay itself must produce these events; the decay to Ca must
occasionally involve self-fluorescence of the daughter via the
produced B~. The exact low-order processes involved in such
interactions are beyond the scope of this work, and we note
that the Ca contribution has no effect on analysis of the Ar x
rays.

Outside of the SDD signal region, an additional presen-
tation of source EC* decays is contained at (1.2 keV, 1.46
MeV). This silicon escape peak is formed in the event that
a source x-ray fluoresces a detector Si atom prior to detection.
The remaining energy of the source x ray is equivalent to the
difference between its initial energy and that of the fluoresced
Si x ray (1.7 keV), resulting in a detectable 1.2 keV event.

Lastly, though it is possible for source y rays to deposit
energy in the SDD, this is modeled to occur in <0.5% of
cases. This contribution is considered in the systematic analy-
sis described further, though the effect is negligible relative to
the statistical error of our measurement. 8 from the source
would eventually provide a small contribution to the continu-
ous SDD background, though over the KDK runtime any such
events are negligible due to the minute branching ratio of this
mode.

B. Coincident and anticoincident events

In the KDK dataset, we expect a total of ¢* counts from
EC* decays, and o counts from EC? decays present in our
signal (Ar x-ray) peaks. These are expanded to

0" = AT Igcx P{owg n (1 —1n,),
0 = AT Iy Prog 1,

where AT are total source decays over the run duration. K-
shell capture probabilities P = 0.7564(4), Px = 0.8908(7)
using BETASHAPE code V.2.2 [24] differ for the two modes,
though the fluorescence probability wg is the same. Both
modes emit the same x rays, whose detection probability in
the SDD is 5. The y-ray accompanying the EC* decay could
deposit some energy in the SDD, with a small probability, thus
shifting the event out of the signal region. From simulations,
we estimate this probability to be n,, = 0.0048(48).

Various factors will sort o and o* into coincident and
anticoincident events; the main ones are

(1) The efficiency with which the y’s from EC* are tagged
by MTAS is not perfect. We previously studied this
parameter € and determined it with high precision to
be € = 0.9792 £ 0.006 at a 2 ps coincidence window
[21] using data and GEANT4 [25] simulations. This will
reduce the expected number of EC* events that are
properly tagged to o *e.

(2) Conversely, the nonperfect tagging efficiency will lead
to o*(1 — €) EC*s being untagged (false positives).

(3) In addition, some EC° events may be in spurious co-
incidence with the MTAS background; the probability
that this occurs in the O(us) coincidence window is
But < 1[21] (false negatives).

(4) The remaining EC events are anticoincident.

These subsets of signal counts are summarized below:

1. Observed EC* 3. False negatives
—~ =

—~ =
= o'¢ + oPul
Y= o0"(1—-¢) + o,

——— ——

2. False positives 4. Observed EC?

where X* are expected coincident counts, and X are expected
anticoincident counts. We introduce a parameter for total sig-
nal counts, v = o™ + o, and a useful term
; o PK 1
P TRy

Using these two new expressions, we obtain the final
likelihood terms relating p to expected coincident and anti-
coincident counts:

v

T* = €+ p'Buyt),
l—i-,o’( 0" But)
v
Y=—-(1- ). 1
1+,0’( €+p) (D

C. Likelihood method

SDD data are sorted by coincidence, and both subsets are
fit simultaneously through minimization of the sum of the
negative log-likelihoods:

ot 11’1 ;C = _(ln Lcoin + ln £anli)

Each of the two terms is a binned Poisson likelihood ratio
[26]:

—In ‘Cj = Z |:f(xi,j; 0) — N + n; j In (#’j}’a))} .

L

Above, index j represents either coincident or anticoinci-
dent data, n; ; are total events in bin i and f(x; ;) are the
model-predicted counts in that bin. In addition to providing
estimators of the parameters and confidence intervals, this
technique returns goodness of fit [26]. Some of the parameters
in @, such as our main one p = Igco/Igc+ and those pertaining
to the shapes of the lines, are shared between the coincident
and anticoincident data, while others are not.

The spectra contain several fluorescent contributions (Cl,
K, Ca). For each, we model the associated K, and Kg x rays
with Gaussian distributions, the means of which are fixed to
known values [27]. For each such K, + Kjp pair, the free
Gaussian width is shared across the two peaks, and is the same
in both coincident and anticoincident spectra. A parameter for
total K, + Kz counts, not shared across the coincidence-sorted
data, is left free. The ratio of intensities I, /I, is generally
fixed to values in [28].

The continuous background model, consisting of decaying
exponential and flat components, has all associated param-
eters left free. These parameters are not shared across the
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TABLE II. Systematic, 68% C.L. errors on p. All sources of
error, described in the text, are smaller than the statistical (0.0022).

Source Systematic error
Fit range 9x 1074
MTAS y-ray-tagging efficiency 5x 107
Binning Ix10*
SDD y-ray-tagging efficiency 4 x 1073
K-shell capture probabilities 8 x 1076
Expected MTAS background counts 3 x10°°

coincident and anticoincident data, as this background con-
tribution has a different shape in each subset.

The Ar K, and Kz x rays of interest are modeled in a
similar manner as the fluorescence lines. In order for these
components to directly inform p, we insert the expression for
expected coincident and anticoincident Ar counts of Eq. (1)
directly into the likelihood. This introduces free parameters p
and total Ar counts, along with fixed terms including efficien-
cies, as described earlier in Sec. 11 B.

We note that the result p is stable to the choice of fixing
or freeing the ratio of K, to K intensities in the Ar and
fluorescent components. Modeling of the latter generally has
a negligible effect on the result, which is informed only by the
Ar lines. An additional test modelled the signal x rays with
a Voigt profile [29], which yields essentially identical results
since it approaches the limiting Gaussian case.

Initial opening of the data led to a value for p of 0.008

tat
<+ 0.002 on the single chosen energy range before eval-

uation of systematic errors. A thorough analysis of sys-
tematics leads to our reported value of p = Igco/Igc+ =

0.0095S:l|i[ 0.0022 S:yI:S 0.0010. An example of a fit is shown in
Fig. 4.

D. Systematics

The systematic errors pertinent to the experiment fall into
two categories: fit characteristics and physical limitations. The
choice of fit range (canonical fit range is 1.5-5.0 keV) pertain-
ing to the mathematical background model is the dominant
source of systematic error. The dominant physical error arises
from the imperfect y -ray tagging efficiency of MTAS. Table 11
contains a summary of each source of error and its effect.

To account for possible covariances between parameters
which contribute to the overall systematic error, their effect
is tested simultaneously by randomly drawing their value
prior to a likelihood fit. Fit characteristics are drawn from
a uniform distribution over the considered range. Physical
parameters are drawn from a Gaussian whose width corre-
sponds to the parameter’s known uncertainty. This process
is repeated 10,000 times to obtain a distribution of p, whose
mean corresponds to our final measurement, and width is the
systematic error, as shown in Fig. 5.

Though the systematic check described above uses a back-
ground model consisting of exponential and flat components,
other models have been explored in depth. We have tested
polynomials up to the third degree over various ranges, and

0.003

stat

‘TT

0.0028

0.0026

TT‘TT

0.0024

I

0.0022
0.002

0.0018

TTITTT‘

0.006  0.008

| L 0

001 0012
p

FIG. 5. Distributions of p and its statistical error from systematic
checks. The value of p and its associated statistical error a;‘a‘ ob-
tained from 10 000 systematic-varying fits are displayed. The width
of the p distribution is equivalent to the systematic error. Contour
lines of the fit function correspond to the color bar on the right.

find them to either be too simple or to find unphysical min-
ima and maxima in the data. Overall, we find other models
to either be too simple, find unphysical artefacts, or supply
extraneous degrees of freedom to the canonical (exponential)
case.

Lastly, our analysis was performed at 3 coincidence win-
dows: (1, 2, and 4 us, for which we find consistent results of
o = (0.0091, 0.0095, 0.0095) respectively, all with the same

error S:tf;t 0.0022 Syj:s 0.0010. These values are consistent with
the value initially found upon opening the data and reported
in the previous section. Ar counts obtained in the systematic
check at 2 s are summarized in Table III.

II1. IMPLICATIONS

The following re-evaluation of the “°K decay scheme using
our measurement affects a variety of fields, including nuclear
structure theory and geochronology. This is discussed below,
illustrating impacts on neutrinoless double-beta decay of “*Ca
and the thermal history of the Acapulco meteorite.

TABLE III. **K — “CAr electron capture decays visible in 2 us
KDK data. The total &3 keV signal counts pertaining to this transi-
tion are sorted by coincidence, with ground-state decays contributing
primarily to the anticoincident subset. Notations in parentheses refer
to Sec. II B.

Component Visible counts
Total Ar (X* 4+ %) 4.78 x 10*
Coincident Ar (2*%) 4.63 x 10*
Anticoincident Ar (X) 1.50 x 103
EC? decay (o) 5.00 x 10?
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TABLE IV. Re-evaluation of the *°K decay scheme. Branching
ratios / and total half-life 7}, are calculated from our measurement
of p = Iyco/Igc+, evaluation of measured partial EC* and B8~ half-
lives [15], and either the measured relative 87 /8~ feeding [18] or
the predicted value of Jyco/Ig+ [12]. The choice only affects the g+
branching.

Quantity Value Uncertainty (68%C.L.)

Ipco (%) 0.098 £0.023(stat) & 0.010(syst)
Igcs (%) 10.31 +0.04

Ig- (%) 89.59 £0.05

Ig+ (%) (expt) 0.00100 +0.00013

Ig+ (%) (theory) 0.00045 £0.00012

A. Construction of the decay scheme of “°K

Constructing the full decay scheme for *°K requires 4
parameters. Two of these are partial decay constants for the
B~ and EC* branches, A~ = 0.4904 £ 0.0019 Galand A* =
0.05646 &+ 0.00016 Ga~! (where Ga denotes 10° yr), taken
from the most recent data evaluation (Sec. 5.2 of [15]). These
absolute measurements are independent of EC’, though they
depend on factors like the precise “°K content of the source,
and the efficiency of the detectors. Generally speaking, the
other two parameters used are an experimental determina-
tion of Ig+/Ig-[18] and a theoretical value for Igco/Ig+[12].

The former directly leads to AT = 2:%)\_, while the latter

then provides 1° = IE—COA*. From this complete set of partial
Ig+

decay constants, the total decay constant can be obtained:

A =), ;. Partial and total half-lives are then determined

(T; = li‘\—?). Lastly, branching ratios (P, = Z*—A) are obtained.
i i

Our novel measurement provides an additional, experimen-

tal, value: Iyco/Igc+. In conjunction with A*, it leads directly

to A0 = I]é_g:)‘*' The value of A° is the same, within uncer-

tainties, for various commonly used sets of decay constants
[10,15,27]. We keep A~, as before. To complete the set of
four parameters with A*, we need to choose between Ig+ /I5-
and Iyco/Ig+. This choice only affects the decay scheme at
the level of the small 8% branch, which varies by a factor of
2, as Table IV shows. This discrepancy advocates for further
experimental and theoretical work on the 87 branch.

B. Nuclear shell-model calculations

We obtain a theoretical estimate for the third-forbidden
unique Ipco transition, that is complementary to the main
experimental result, as described further. Moreover, the
(in)frequency of this decay informs the extent to which such
forbidden modes are suppressed, which is applicable to calcu-
lations of neutrinoless double-beta decay half-lives including
that of **Ca. This commonly overlooked suppression, quan-
tified as quenching of the weak axial-vector coupling, can
significantly increase calculated Ov g half-lives.

We calculate a value of Igco = 0.058 £ 0.022 using the
Behrens-Biihring formalism ([30] for the full theory and

KDK 10 Statistical Uncertainty
mmm KDK 1o Systematic Uncertainty

== = KDK Measured Branching Ratio
® Predictions

0.30
0.251
50201 {
£o.s4
0.10

0.054 }

0.001 1

EngelkvemeirLog'FT Mouéeot Car'ter Koséert ThisWork
(1962) (1999) (2019) (2020) (2022)

FIG. 6. Measured ground-state electron-capture branching ra-
tio compared to predictions from Engelkemeir (1962) [18], log ft
(1999) [34,35], Mougeot (2019) [12], Carter (2020) [9], Kossert
(2022) [15], and this work (Sec. III B). All error bars correspond to a
68% C.L., with no uncertainty reported for Engelkemeir.

[31] for a streamlined version) with the nuclear matrix ele-
ments calculated in the shell-model framework using the code
NUSHELLX@MSU [32] with the Hamiltonian sdpfk [33]. It is
consistent within uncertainties with a value obtained prior to
the experiment. Our theoretical estimate is compared to other
predictions along with the KDK measurement of this work in
Fig. 6.

Using this Hamiltonian the half-lives of the three decay
branches, f~, EC*, and ECP, could be calculated. The cor-
responding decay amplitudes are proportional to the weak
axial-vector coupling gu, the value of which is known to
be quenched for a wide range of nuclear masses [36]. Here
the effective value of it can be determined by comparison
of the computed and experimental half-lives, giving for the
first-forbidden unique transition EC* the value giff =0.34
and for the two third-forbidden unique transitions a value
¢ = 0.43 for B~ branch and g = 0.53 for the EC branch.
These values of g5 are very well in line with the values goff =
0.43-0.66 obtained in the mass range A = 74-126 for the
2~ < 0% first-forbidden unique 8 and EC transitions in the
framework of the proton-neutron quasiparticle random-phase
approximation [37]. These results suggest that the forbidden
contributions to the nuclear matrix elements of the Ovgg
decay are very much suppressed and the resulting half-lives
are much longer than expected based on the bare value gb¥® =
1.27 of the axial-vector coupling. Using values in [38], we
expect the quenching of this axial-vector coupling strength to
increase the neutrinoless double-beta decay half-life of “*Ca
by a factor of 73.

C. Effect on geochronology

The branched decay of “°K to “’Ar is the basis of K/Ar dat-
ing and its variant the “°Ar /3 Ar technique. The ubiquity of
K and the ~21.27 Ga half-life of “°K make these geochronome-
ters some of the most useful and versatile isotopic methods
available to date geological samples.
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TABLE V. Effect of adding EC° to a commonly used set of decay
constants [10] and the latest evaluation (Sec. 5.2 of [15]). A7 is the

total decay constant of “°K, and A, is its partial decay constant to
40
Ar.

A, lo (Ga™)  Aan lo (Ga™)
Min et al. [10] 0.54640.005  0.0580 +0.0007
KDK with Min et al. [10] 0.547 £0.005  0.0585 £ 0.0007
Kossert ef al. [15] 0.5468 +0.0019  0.0564 = 0.00016
KDK with Kossert et al. [15] 0.5474 £0.0019 0.0570 + 0.00021

The age equation for the “°K /*°Ar isotope system is

1 Nuopr AT
1 r= —1 _ 1 N
KA n [NM)K )\.Ar + }

AT

where g/ is the age of the sample, N, is the number of atoms
of a given isotope in the sample, A7 is the total decay constant
of K, and A, is the decay constant of *°K to “°Ar, including
EC*, EC’, and 8+ branches. In the K/Ar technique, the ratio
of 40K to *°Ar isotopes is measured, leading to an estimation
of the age of the sample. Precision of this technique currently
reaches 0.5% [39].

In the “°Ar / * Ar technique, neutron activation is used to
transmute *K to *°Ar. This allows mass-spectrometric mea-
surements of the parent proxy (*?Ar) and the daughter (**Ar)
on the same sample. The efficiency of the activation is hard
to estimate, therefore the activation is generally carried out in
parallel on a reference sample of known age, providing the
age of the sample relative to the reference. The age of the
reference must be established independently of the “°Ar / % Ar
technique. Commonly used references include Fish Canyon
(t,, = 28.201 £ 0.023 Ma for a 68% CL) [40]. The age of the
sample is then

1 Naop,
t““Ar/”Ar:Eln TAJ+1 s
r

where the irradiation parameter (J) is given by
eMin — 1
J=——"—""-—
Maopp /Moo o,

where Mao /M3 5, is the measured isotopic ratio in the moni-
tor. Unlike K/Ar, the “°Ar / 3 Ar technique no longer depends
on the argon branching ratio. This technique currently reaches
precisions of 0.1% [41].

Certain sets of decay constants widely used in the geologi-
cal community question the existence of, or ignore, the EC’
decay branch [10,11]. Using data in Table V, we illustrate
how adding the EC® branch to various sets of decay con-
stants [10,15] affects K/Ar dates throughout geologic time in
Fig. 4(a) of [14]. In Fig. 4(b) of [14] we display the impact
of this reevaluation on the commonly-used Fish Canyon sani-
dine standard, when the K/Ar age is recalculated from the
40K/‘“)Ar ratio [42] and various decay constants [10,15,43].
Using these updated Fish Canyon ages with the same set of
decay constants, we recalculate the “°Ar / *Ar ages of the
Acapulco meteorite [44] in Fig. 4(c) of [14]. Also shown is
the Pb/Pb age for phosphates from Acapulco [45], updated

Original
600 Original
— w/ KDK
O
N Sm/Nd
g 500 Pb/Pb
3 Stei d1a
© 4+ .elger and Jager
8 400{ * Mn
e <+ Kossert
lq_) |
300 = + =+

4.6 4.5
Time before present (Ga)

FIG. 7. Effect of KDK on the thermal history of the Acapulco
meteorite. “°Ar / ¥ Ar ages of the Acapulco meteorite [44] calculated
for various sets of decay constants [10,15,43] (Fig. 4(c) in [14]) are
plotted along with the corresponding estimated closure temperature
of 300 £ 25 °C (temperatures shifted for visibility). Age-temperature
data obtained using Pb/Pb (updated from [45]) and Sm/Nd [48] also
shown. For reference, the Pb/Pb age of the oldest dated solid in the
solar system, a calcium-aluminum inclusion from the CV chondrite

Efremovka, is 4567.35 + 4.65 Ma [49]. All uncertainties correspond
to a 68% confidence level, and include decay constant uncertainties.

to include uncertainties in the uranium isotopic composition
[46], and the uranium decay constants [47] (4.555 &£ 0.005
Ga).

Figure 7 shows the thermal history of the Acapulco mete-
orite using the various “’Ar / % Ar ages, along with those from
Pb/Pb and Sm/Nd [48], with closure temperatures, and up-
dated uncertainties for Sm/Nd, from [44]. Pb/Pb and Sm/Nd
ages are statistically indistinguishable from “°Ar / % Ar ages
calculated using recent decay constants [10,15] updated by
our measurement of EC? (x? fits to a common age respec-
tively yield p = 0.37 for updated Kossert [15] and p = 0.51
for updated Min [10]), consistent with rapid cooling. The
KDK measurement itself tends to decrease “°Ar /*°Ar ages
and therefore reduce apparent cooling rates. The systematic
nature of this change may affect studies of past heat flow in
Earth’s crust.

IV. CONCLUSION

As detailed in this document and elsewhere [14], the KDK
Collaboration has successfully measured the branching ratio
of the elusive electron-capture decay of “°K to the ground
state of “*Ar. The measured branching ratio is in agreement
with the theoretical value calculated in this work. When com-
pared to the traditionally used branching ratio, which is a
factor of 2 larger, a factor of 5 increase in precision has
been achieved. The improved precision will allow rare-event
searches to better understand their low-energy backgrounds.
Additionally, this measurement represents the first exper-
imental verification of a third-forbidden unique transition
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informing nuclear structure theory. Finally, our measurement
affects K-decay based geochronological estimations by up to a
percent.
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